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Abstract—As billions of people rely on end-to-end encrypted
messaging, the exposure of metadata, such as communication
timing and participant relationships, continues to deanonymize
users. Asynchronous metadata-hiding solutions with strong
cryptographic guarantees have historically been bottlenecked
by quadratic O(N2) server computation in the number of
users N due to reliance on private information retrieval (PIR).
We present Myco, a metadata-private messaging system that
preserves strong cryptographic guarantees while achieving
O(N log2 N) efficiency. To achieve this, we depart from PIR
and instead introduce an oblivious data structure through
which senders and receivers privately communicate. To unlink
reads and writes, we instantiate Myco in an asymmetric two-
server distributed-trust model where clients write messages to
one server tasked with obliviously transmitting these messages
to another server, from which clients read. Myco achieves
throughput improvements of up to 302x over multi-server and
2,219x over single-server state-of-the-art systems based on PIR.

1. Introduction

While end-to-end encrypted messaging applications such
as WhatsApp [1], Signal [2], and Messenger [3] conceal
message content, they still expose metadata such as who
communicates with whom, when, and how many messages
they exchange. This information could enable an attacker
to identify a whistleblower through discreet exchanges with
a journalist or uncover an activist network by monitoring
interactions during protests. Metadata alone has historically
deanonymized real-world users [4], [5], [6], [7]. To this day,
service providers continue to share sensitive user data with
government agencies and third parties [8], [9], [10], [11],
[12], [13], exposing users to ongoing threats such as mass
surveillance [8], [11], [12].

A broad range of prior systems [14], [15], [16] aim to
hide metadata in secure communication. A key challenge
in this line of work is achieving strong cryptographic pri-
vacy, while maintaining crucial system properties, including
near-linear server overhead and asynchrony. Asynchronous
metadata-private communication systems allow clients to
go temporarily offline without losing their messages. Prior
systems typically satisfy only a subset of these properties.

Near-linear overhead & asynchrony. Mix networks [17],
[18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28],
[29], [30], [31], [32] rely on a set of servers to shuffle
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Figure 1: Myco system model: Clients write to S1, who
obliviously writes to S2, from which clients read.

user messages, resulting in O(N) server overhead in the
number of users N . Despite their efficiency, these works
usually rely on weaker security guarantees such as heuristic
or differential privacy [33], [34], [35], [36], [37]. Recent
mixnet advancements have enabled asynchronous conversa-
tions with sub-quadratic server overhead, but only with dif-
ferential privacy [36]. An alternative research direction [38],
[39] also achieves near-linear overhead and asynchrony, but
relies on trusted hardware.

Cryptographic privacy & near-linear server overhead.
The few attempts at mixnets with cryptographic pri-
vacy [24], [32] require precise coordination between clients
to initiate communication, limiting users to a single syn-
chronous conversation during which they cannot go offline.

Asynchrony & cryptographic privacy. Another line
of work provides both cryptographic guarantees and
asynchrony by relying on private information retrieval
(PIR) [40], a primitive where clients query a database with-
out revealing the queried index [41], [42], [43], [44], [45],
[46], [47], [48], [49], [50]. Most PIR-based communication
systems rely on a set of non-colluding servers [43], [44],
[45], [46], [47], [48], [49], [50], while some only require
a single server at the expense of higher computational
cost [41], [42]. PIR-based messaging systems are a subset of
these works that can support the general-purpose messaging
setting [41], [42], [43], [44]. Messages are stored in a
database, and receivers use PIR to retrieve their message
without revealing which message was read. Messages can be
read anytime between when they are written to the database
and an expiration time (time-to-live).

However, for N users, PIR-based messaging systems in-
cur O(N2) server computation for N queries on a database
containing O(N) messages. Although preprocessing PIR
can reduce per-query computation [51], [52], [53], messag-



ing systems have not benefited from these advancements
because the messaging database is dynamic and continually
being updated. While batch PIR [42], [54], [55] allows a
single client to amortize the cost of performing several
queries, it does not amortize costs across users, so these
systems nevertheless suffer from quadratic server overheads.

To this end, we present Myco1, a metadata-private mes-
saging system that surpasses the quadratic bottleneck of
PIR-based messaging systems. Myco achieves O(N log2 N)
server computation by unlocking polylogarithmic accesses
as opposed to linear. Like in prior work [43], [44], [45], [46],
[47], [48], [49], [50], we leverage the two-server model;
however, unlike prior work, we depart from PIR and instead
adopt an oblivious RAM (ORAM)-inspired approach, which
has typically been discounted in a multi-user setting such
as messaging due to its reliance on a trusted client [44].
We overcome this restriction by introducing a novel obliv-
ious data structure that uses the distributed-trust servers
asymmetrically, as depicted in Figure 1. In doing so, Myco
achieves orders of magnitude higher throughput than PIR-
based systems. Myco protects both the content and metadata
of conversations between honest clients, even if an adversary
controls any number of clients and up to one server. The
result is the first asynchronous metadata-private messaging
system that achieves sub-quadratic server complexity with
cryptographic metadata privacy.

1.1. Technical Overview

Asymmetric distributed trust. PIR-based messaging
systems [41], [44] are symmetric, which means that all
servers perform identical operations. Each pair of communi-
cating clients maintains a shared secret that is used to derive
a pseudorandom location ℓ. A sender writes a message to ℓ
and the receiver reads by performing a symmetric PIR read
at location ℓ across all servers.

In contrast, as depicted in Figure 1, Myco has an asym-
metric distributed-trust model: S1 handles message writes,
while S2 manages reads, decoupling reads from writes. As
in the PIR approach, we arrange the database as a series of
buckets. We start with a naive attempt where S1 instantiates
a new hash-table of buckets and senders write to S1 at the
pseudorandom bucket ℓ. Next, S1 copies the hash-table of
received messages to S2. Receivers can then compute the
bucket ℓ to read from S2 and decrypt the message. Since
S1 does not know who reads each message and S2 does not
know who writes them, the communicating parties remain
private. This simple setup offers O(N) server work across
N clients.

However, simply adopting the bucket structure from
PIR-based messaging systems would not be secure, as an
adversary controlling S2 and a fraction of clients could
infer the honest write locations, allowing it to link reads
and writes. The issue is that the PIR-based works set up
the hash-table of buckets such that a message’s bucket

1. Messaging Your Companions Obliviously is inspired by mycorrhizal
fungi, which plants use for sending anonymous signals through tree roots.

placement depends on other messages in the hash-table. This
interdependence is safe in PIR due to its protection of read
access patterns, but PIR incurs a costly linear scan that Myco
seeks to avoid.

Independent bucket assignment. Myco remedies this
leakage by ensuring that messages are written to locations
independent of the rest of the messages in the database. To
achieve this, buckets are configured to behave as if they
are infinitely sized: the bucket capacity is set large enough
to accommodate all messages in their designated bucket
ℓ. Before sending the hash-table to S2, S1 fills the empty
blocks in each bucket with dummy blocks and shuffles
each bucket. This prevents the adversary from inferring
information about honest writes based on the position of its
own messages within the bucket. Still, a group of malicious
senders could attempt to use non-pseudorandom locations
to clog up specific buckets and disrupt the protocol.

To address this, Myco prevents malicious senders from
biasing write locations by introducing an additional layer of
randomness at S1. This allows us to ensure that a bucket
capacity growing only logarithmically in N (Theorem 2) is
sufficient to maintain the infinite bucket behavior. Specif-
ically, senders first derive an intermediate bucket index f ,
which S1 incorporates with its randomness to compute the
final bucket index ℓ from f . After transferring the hash-table
to S2, S1 broadcasts its randomness, allowing receivers to
compute ℓ from f . Clients then read bucket ℓ.

As in prior work, our system operates in discrete time
intervals, or epochs, during which each client performs a
fixed number of accesses. In each epoch, S1 writes a hash-
table with N buckets to S2, which stores a matrix of N ·∆
buckets at a time, where ∆ is a fixed duration of epochs after
which messages expire. We dub this protocol Matrix-Myco.

In the current design, receivers that were offline for δ
epochs must read δ buckets to conceal the epoch in which
a message was written, which is crucial for hiding user
relationships. In addition, if a user is part of Q conversations,
it must read from every conversation in every epoch be-
cause it can potentially miss messages otherwise. While this
achieves the desired asynchrony property, it scales poorly in
realistic scenarios involving prolonged offline periods and
a large number of conversations. Therefore, we require a
more robust primitive to ensure that reads remain oblivious
across epochs, allowing us to adaptively fetch messages
across conversations and epochs as needed.

Read-static messaging tree. To this end, we draw
inspiration from the tree-based oblivious RAM (ORAM)
literature [56], [57], [58], namely Path ORAM [59], and
instead arrange the buckets in a binary tree in S2. However,
as discussed, ORAM has long been dismissed by multi-
client messaging systems [44]. The issue is that the ORAM
client is trusted as it must store sensitive state like the keys
(that can decrypt user data), and the location of data within
the ORAM server (such as a position map or stash).

Given this secret state, it is unclear which party should
serve as the ORAM client in our system. Clients cannot
maintain this sensitive state locally, as this would reveal the
locations of other honest clients’ messages to an attacker
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Figure 2: Example of percolation for a message cmsg through
the tree over several epochs. Color-shaded nodes indicate the
path-set, and bolded nodes show the intended message path.
In epoch (1), the message is written to the LCA. In epoch
(2), it remains stationary as no deeper nodes on the intended
path are selected. In epoch (3), more nodes on the path are
in the path-set, so cmsg moves deeper towards the leaves.

controlling even a single client. If S1 acts as an ORAM
client, and S2 is the ORAM server, clients would need to
route writes and reads through S1. This would allow an
adversarial S1 to link reads to writes.

To this end, we propose a solution that exploits the
inherent access pattern of messaging to eliminate the need
for clients to route reads through S1. Since messages are
accessed only once, clients can read directly from S2 without
reassigning them through S1 after the initial read. This
allows us to decouple reads from writes while allowing S1
to handle writes as an ORAM-like client.

Now, we have enhanced our asymmetric model such
that S1 acts as an ORAM-like client, and S2 acts as an
ORAM-like server, but rather than relying on a client-side
position map as in ORAM, both the sender and receiver
can independently and dynamically compute their pseudo-
random message location ℓ. To read, the receiver can simply
download the path P(ℓ) from the root to leaf ℓ from S2’s
tree, and trial-decrypt to locate its message.

Oblivious batch evictions. We have yet to discuss
how S1 can write messages along the path P(ℓ) without
disclosing ℓ to S2. If S1 simply reads, edits, and writes back
path P(ℓ), S2 can trivially link the receiver’s read to S1’s
write by correlating when particular paths are written with
when they are read. S1 could write all messages to the root
of the S2 tree, but this bucket would quickly overflow. In
Path ORAM, evictions happened with reads, but our read-
static requirement demands a more creative approach.

To address this, Myco leverages the high volume of
messages sent in a messaging system to process writes in
batches. In each epoch, S1 randomly samples N paths from
S2. Next, S1 writes each message (both new and pre-existing
in the path-set) to the deepest node along its intended path
that is part of the path-set, or the least common ancestor
(LCA). Recall that if we did not always write exactly to the
LCA, this would violate independent bucket assignment.

The randomness in sampling both ℓ and the path-set
itself ensures that the messages will fit into the buckets
with high probability. After each epoch, S2 will only see
that N uniformly random paths were replaced with mutually
indistinguishable blocks. Since the eviction path-set is inde-
pendent of the messages’ intended paths, S2 learns nothing
about the intended path of any messages. Over the epochs,
messages will percolate effectively towards the leaves of the
tree as new path-sets are chosen, as depicted in Figure 2.
This frees up space closer to the root for freshly written
messages. In addition, messages stored past ∆ epochs will
expire, ensuring that the tree never fills up. We dub this
protocol Tree-Myco. Theorem 3 proves that logarithmically-
sized buckets in N and ∆ are sufficient to prevent overflow,
ensuring polylogarithmic accesses.

Private notifications. While Tree-Myco reads offer
cross-epoch obliviousness and polylogarithmic accesses, re-
ceivers must still guess which path to read each epoch and
cannot query the same path again. This is unlike Pung and
Talek, where repeated reads are leakage-free and mitigate
the risk of missed messages. Indeed, we need a way for a
client to know which conversation and epoch to fetch from
if it is in Q total conversations.

To eliminate the guesswork, we revisit Matrix-Myco,
which has the limitation that it must fetch messages from
every epoch and every conversation to hide access patterns
across epochs and ensure no message is missed, respectively.
Since Tree-Myco needs to know the exact epoch and con-
versation to fetch from in order to only read q ≪ Q real
messages, we can use Matrix-Myco to receive this signal.
The hybrid solution is still efficient because this signal can
be a small λ-bit notification, which is 16× smaller than
messages considered in prior work for λ = 128 [41], [42].
Consequently, our notification cost scales linearly with Q
and δ, and logarithmically with Q and N , while fetching
actual messages via Tree-Myco scales polylogarithmically
with N and ∆. Thus, clients use Matrix-Myco exclusively
for λ-bit notifications, enabling receivers to efficiently pri-
oritize their Tree-Myco conversations.

We present protocol details in §3, a simulation-based
security definition in §4, a capacity analysis in §5, and a
security proof in §A.

1.2. Evaluation Summary

In §6, we evaluate Myco’s performance against the
PIR-based systems Talek++ and Pung++, which incorpo-
rate state-of-the-art PIR techniques into the multi-server
Talek [44] and single-server Pung [41] setups, respectively.
Myco delivers up to 302× higher throughput than Talek++
and up to 2, 219× higher throughput than Pung++, with
throughput gains increasing as the number of system users
increases. The end-to-end latency for delivering a single
message in Myco ranges from a few seconds to a minute,
which is higher than for PIR-based works. This is due to
Myco’s batching, which accounts for messages from all
system clients, while PIR works report the best-case latency
assuming a single message. If we consider the latency of



prior work under typical message volumes, Myco surpasses
both Pung++ and Talek++.

2. System Overview

2.1. System Architecture

System roles. A Myco deployment consists of N clients
and two servers, S1 and S2, as illustrated in Figure 1. S1
and S2 operate under distinct trust domains. S1 handles
client writes, then transmits these writes obliviously to S2.
S2 subsequently manages client reads. Each conversation
involves a client pair—a sender and a receiver. The sender
writes a message to S1, and the receiver retrieves it from S2
in the next epoch during which it is online.

Epochs & cover traffic. Myco operates in discrete in-
tervals called epochs, tracked independently by each server.
Clients locally keep track of epochs and query both servers
if they lose track, ensuring that both servers agree on the
current epoch. Myco resists traffic analysis by generating
a consistent rate of fixed-size, random-looking reads and
writes for each epoch, using dummy requests when no real
activity occurs. This cover traffic effectively hides actual
communication patterns.

Contacts. Myco clients can participate in up to Q
conversations with Q contacts, but write to and read from
at most q ≪ Q conversations per epoch. Clients receive
notifications through Myco’s private notification system, and
define their own fetch policies to decide which q conver-
sations to read from out of the Q total conversations. We
set q = 1 for simplicity, though Myco supports multiple
conversations per epoch. This is unlike prior work, which
relies on expensive dialing protocols to determine the active
conversations [20], [24], [29], [33], [34], [35], [36], [41],
[42], [44], [49], [50], [60], [61], [62], [63], [64], [65].

Shared keys. As in prior communication systems [20],
[24], [29], [33], [34], [35], [36], [41], [42], [44], [49],
[50], [60], [61], [62], [63], [64], [65], users must exchange
some information through an out-of-band channel prior to
communication (e.g., keys or pseudorandom addresses). In
Myco, we assume that users intending to communicate
can establish a shared symmetric key. Orthogonal work
facilitates this for client pairs through bootstrapping from
other applications [66], scanning one another’s QR codes
in-person, or a metadata-private “add-friend” protocol as in
Alpenhorn [37]. Like prior work, we have not added forward
secrecy to shared keys, and leave this to future work.

2.2. Threat Model & Security Guarantees

We begin with an informal discussion of Myco’s threat
model and security guarantees. In §4, we present our formal
security definition and theorem. Informally, Myco offers
secure two-way communication over the Internet, concealing
both message content and metadata—such as timestamps,
message count, and participant identities—from everyone
except the communicating users. This approach protects

both the content of messages and any data that could reveal
information about the communication itself. Myco provides
privacy guarantees only to conversations between two honest
clients; a compromised client can trivially leak the plaintext
messages shared with an honest client, though this does
not compromise the security of the honest client’s other
conversations.

Threat model. We consider a threat model where any
subset of clients and up to one of the two servers may
be maliciously corrupted. Like many PIR-based commu-
nication systems [43], [44], [45], [46], [47], [48], [49],
[50], we adopt a two-server distributed-trust model. This
stands in contrast to their single-server counterparts [41],
[42], which achieve a stronger threat model at the cost
of reduced performance. Informally, Myco guarantees the
following security properties even if the adversary deviates
arbitrarily from the protocol, as long as both servers are not
simultaneously compromised.

Message privacy and integrity. As long as the commu-
nicating clients are honest, messages remain confidential,
accessible only to intended recipients, and any tampering
or replay attacks are detectable by the receiver to ensure
integrity.

Metadata privacy is more difficult to achieve and is the
primary challenge of Myco. In Myco, an adversary cannot
discern whether any conversation is happening between any
pairs of honest clients. This property holds even if the adver-
sary corrupts one of the servers and all of the clients except
the two communicating clients. Myco’s guarantees are in
line with Talek’s access sequence indistinguishability [44],
where the adversary cannot distinguish between an honest
user’s access patterns and a random access pattern of the
same length.

Although the adversary can infer the anonymity set of
the write corresponding to a read based on the number of
clients that were online, this does not reveal communication
patterns in Myco because clients also issue fake reads indis-
tinguishable from real reads. If all honest clients sent and
received a (fake or real) message within an allocated time-
frame, the precise metadata-hiding guarantee achieved by
Myco is communication unobservability (CUS) [14], where
the adversary may infer possible senders and recipients but
cannot even detect the existence of a conversation between
honest clients.

If honest clients are permitted to go offline and not send
cover traffic, then Myco still achieves at least relationship
unobservability (RUS) [14], where the adversary may infer
possible senders and recipients, as well as the number
of ongoing conversations, but cannot identify any sender-
receiver pair from the pool of active correspondents. In fact,
the anonymity is stronger because in the extreme case where
only one honest pair of communicating clients was online,
the adversary cannot infer whether the clients are commu-
nicating or if they are just performing fake accesses. If the
adversary learns side-channel information that a message
was received by an honest client in epoch t, its anonymity
set includes all messages written by online honest clients in
epochs [t−∆, t), each equally likely to be the one read.



Online-offline behavior. Like other asynchronous
metadata-private messaging systems [36], [41], [42], [44],
Myco allows users to go offline temporarily as long as the
times at which they go offline or online is independent of
their communication patterns. As a result, an adversary will
not be able to distinguish between any two plausible access
sequences of the same length. We model this in our security
definition by allowing the adversary to choose which clients
are online at any given epoch. We also assume that within
each epoch, clients query at a time independent of their
communication patterns (e.g., at a fixed or random time).

Availability. Myco does not offer protection against de-
nial of service (DoS) attacks. Either server can misbehave to
block honest clients from exchanging messages, though this
does not compromise their privacy. In particular, any server
can block communication between a set of clients without
gaining any information about whether those clients were
communicating. Thus, we assume that services supporting
client communication, such as ISPs, DNS for name resolu-
tion, and servers handling requests, do not deny service.
Malicious clients alone cannot disrupt service to honest
clients. Like Pung and Talek, Myco assumes that clients
do not alter their actions in response to server misbehavior
(e.g., if the client does not receive an expected message).
This ensures that Myco’s guarantees remain intact even in
the face of selective failure attacks.

3. The Myco Protocol

We now describe the Myco protocol. In §3.1, we pro-
vide an overview of the message flow through a simplified
version of Matrix-Myco. In §3.2, we introduce independent
bucket assignment, resulting in Matrix-Myco. In §3.3, we
extend these building blocks to Tree-Myco, which uses
a tree-based oblivious data structure to overcome Matrix-
Myco’s limitations through cross-epoch obliviousness. In
§3.4, we describe how we use Matrix-Myco for a private
notification system, resulting in the full Myco protocol.
Algorithm 1 denotes the full Myco client and server API.

3.1. Overview of Myco

We begin by describing a simplified protocol flow
through Myco’s asymmetric distributed-trust servers.

3.1.1. Client setup. To exchange messages in Myco, a
client must first run client.Setup(k⃗Q), where k⃗Q maps
each of the user’s Q contacts’ user IDs to the shared
key with that contact. This operation securely derives a
set of keys from each shared key k, known exclusively
to the communicating client pair. In particular, kenc ←
KDF(k,"enc") is responsible for message encryption and
krk ← KDF(k,"routing key") derives the message
location, where KDF : {0, 1}λ × {0, 1}∗ → {0, 1}λ is a
secure key derivation function [67].

3.1.2. Sending messages to S1. Writes are processed
through S1, which handles client-written messages and
obliviously writes a batch of these messages to S2 in each
epoch. To write a message to a contact, a client invokes
client.Write(cr,m), where m is the message intended for
the receiver cr. In a write, the derived key kenc encrypts
the plaintext message m into ciphertext ct← Enckenc(m; t),
concealing the message content from S1. Enck(m; t) is
a key-private (§C) AEAD (authenticated encryption with
additional data [68], [69], [70]) scheme that takes key k,
plaintext m, and integrity tag input t, where the current
epoch t is taken as authenticated data to prevent message
replays. Due to the key-privacy property, this ciphertext does
not reveal anything about the key used to encrypt it. Thus,
it does not reveal anything about the intended recipient of
the message.

krk is then used to key a pseudorandom function [71]
with input t to generate a bucket index ℓ← PRFkrk

(t) that
determines the message’s location, where PRF : {0, 1}λ ×
{0, 1}∗ → {0, 1}|ℓ|. Due to the security of the pseudoran-
dom function, ℓ appears random to S1 during the write,
irrespective of which of its conversations’ PRF key the
sender used. The sender then transmits ct and ℓ to S1 by
calling S1.Write(ct, ℓ), which adds ct to bucket ℓ of S1’s
epoch-specific hash-table Tt.

3.1.3. Batch writes from S1 to S2. S1 is tasked with
writing messages to S2 while concealing the sender and
therefore the conversation associated with each message.
S1.BatchWrite() transfers the table Tt to S2, from which
clients can read. S1 signs [72], [73] each bucket in the batch
write to allow clients to detect tampering by S2.

Upon receiving a batch write, S2 increments its local
epoch counter. Messages written in the current epoch will
be made available to receivers beginning in the next epoch.

3.1.4. Receiving messages from S2. To read their message,
the receiver uses krk to compute ℓ and fetches the ℓ-indexed
bucket from S2. The receiver then trial-decrypts each entry
in the bucket using kenc until it successfully decrypts its
message m. Since the message was encrypted by an AEAD,
the receiver can detect any tampering from the servers.

Because the servers already know which epochs each
client goes offline, clients can read from all missed con-
versations after coming back online after δ epochs without
leaking new information. Let L be the matrix of Q · δ
message locations, one for each potential bucket containing
a message for the receiver across the δ unread epochs. The
receiver sends L to S2, who responds with the buckets at
the requested indices.

In §3.2, we will discuss how we ensure that the bucket
indices do not reveal any information to S2 about which
conversations were written to. In addition, the receiver will
not miss any messages since it checks all Q conversations
for each system epoch. Similarly, S1 has no knowledge of
when reads occur or which receiver accessed which buckets,
so it cannot link the metadata of written messages to a
specific receiver, conversation, or read access.



3.1.5. Message expiration. We must support asynchrony
while preventing the message database from growing indef-
initely. To do so, messages are stored in S2 for ∆ epochs
before being garbage-collected. This mirrors the approach
of current messaging apps [1], [2], [3], which temporarily
store messages before requiring the receiver to re-request
the message from the sender once they are online again.
In Matrix-Myco, this means the hash-table Tt−∆ is deleted
from S2’s memory every epoch t.

3.1.6. Fake accesses. Typically, a client would not want
to perform Q reads and writes per epoch. As such, each
online client must perform some fake accesses to pad their
accesses in each epoch to Q. In particular, if no real message
needs to be sent, the client generates dummy values for
these elements using client.FakeWrite(), which is indis-
tinguishable from a real write from the perspective of S1
and therefore S2. A fake write calls S1.Write(ct′, ℓ′) where
ct′ ← Enck′(0m), k′ $←− {0, 1}λ, and ℓ′

$←− {0, 1}|ℓ|. Sim-
ilarly, client.FakeRead() downloads bucket ℓ′

$←− {0, 1}|ℓ|.
Due to the security of the key-private AEAD scheme and
the pseudorandomness of the PRF, fake accesses are indis-
tinguishable from real ones, which we ensure in §3.2 and
prove in §A.

3.2. Matrix-Myco

In this section, we will complete the Matrix-Myco pro-
tocol. As we have detailed, each epoch t has a new hash-
table Tt, consisting of Q ·N buckets. S1 places each client’s
message ct in bucket ℓ of Tt. Myco clients write to a bucket
using a pseudorandom location ℓ. At the end of the epoch, S1
fills all empty blocks of Tt with dummy values, and shuffles
each bucket. We now enhance our bucket structure with
independent bucket assignment to protect against malicious
clients and ensure fake read indistinguishability.

3.2.1. Infinite buckets. Each bucket must inherently have a
bucket capacity ZM . Suppose that ZM is a small constant,
and messages get pushed to another bucket if bucket ℓ is full.
This is the case in Talek [44], in which message locations
depend on other messages in the database. This does not
leak any information for Talek because the PIR reads do
not reveal the bucket that was read to the servers.

In our case, an adversary controlling a subset of receivers
and S2 could infer information about the placement of
honest clients’ messages by observing which bucket it found
its message in. For instance, if the receiver finds its message
in a backup bucket, it can deduce that the first bucket it
checked was full with other honest user messages, leaking
information about those messages. Similarly, if a fake read
occurs to a bucket which is full of malicious client messages,
the attacker can deduce that the read was fake.

By always adhering to the invariant that receivers find
their messages in a deterministically computable bucket, a
malicious receiver colluding with S2 cannot gain additional
information based on which bucket contains its message.

This effectively requires that we configure our buckets to
act as infinitely sized; in particular, ZM should be large
enough such that messages will always fit in the bucket
corresponding to their PRF location ℓ.

3.2.2. Fake access indistinguishability. Infinite buckets
ensure that fake and real accesses are indistinguishable.

Fake & dummy writes. Recall that before writing
buckets to S2 at the end of each epoch, S1 adds dummy
blocks to fill each bucket, then randomly shuffles them be-
fore sending them to S2, which prevents malicious receivers
from learning anything from their message’s position within
the bucket. To remain indistinguishable from real values,
dummy blocks are generated by S1 as Enck′(0m) where
k′

$←− {0, 1}λ.
Fake reads. The only difference between a real read

and a fake read is that the former has a corresponding real
write. As long as each fake read could plausibly correspond
to a real write, the adversary cannot distinguish real reads
from fake ones. Since real writes are indistinguishable from
dummy writes, and we can accommodate any number of
valid real writes, all fake reads could also potentially have
a corresponding real write, and fake and real reads are
indistinguishable.

3.2.3. Layered PRFs for unbiasable writes. A remaining
challenge in our bucket structure is preventing a malicious
sender from crafting a message location ℓ to distort the dis-
tribution of message placements, potentially causing bucket
overflows. Naively, we would have to set the bucket capacity
very large to ensure that buckets behave as if they are
infinitely sized, because an attacker could force all of its
messages in the same bucket.

To prevent such an attack, S1 does not write the sender’s
ciphertext ct directly to the client-specified location. In-
stead, we use the sender’s submitted PRF output as an
intermediate input f . S1 then derives the final message
location ℓ by applying an additional PRF to f , using an
epoch-specific, client-agnostic server routing key ksrk,t. In
particular, ℓ ← PRFksrk,t

(f, cs). After the epoch, S1 sends
ksrk,t to S2. To compute ℓ, the receiver then downloads ksrk,t
from S2 and uses it to key the external PRF layer, yielding
the message location ℓ. Since each message is placed at the
output of a PRF on distinct inputs, this distributes each mes-
sage uniformly over the buckets and thwarts any adversarial
strategy to manipulate bucket distribution. In Theorem 2 of
§5, we prove that the asymptotic bucket size of Matrix-
Myco is logarithmic in Q ·N , resulting in a corresponding
asymptotic access linear in Q · δ and logarithmic in Q ·N .

3.3. Tree-Myco

Matrix-Myco has a shortcoming: The number of buckets
downloaded by the client scales with Q · δ, which can be
problematic since clients typically have many contacts Q,
and can go offline for an extended number of epochs δ.
We now introduce Tree-Myco, which solves this problem
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5

Derive re-enc 
key

<latexit sha1_base64="zJMrBKTeklyh3+1/PXricXHonk0=">AAAC7HicbVHJbhNBEG0PWxg2B45cWliRwsWyoyhwzAISF0OAOIlkW1ZPT9nTci+j7hpsqzV/wQEJceHAZ3CFX+Bv6PEi4YSSWnr1ql+tSS6Fw1brTy26cfPW7Ttbd+N79x88fFTffnzuTGE5dLmRxl4mzIEUGrooUMJlboGpRMJFMjmp4hefwDph9BnOcxgoNtZiJDjDQA3re33FMHMjz7Gk/TGgo2vmtebl0E+Gax+CX+6q58N6o9VsLYxeB+0VaJCVnQ63a9/7qeGFAo1cMud67VaOA88sCi6hjPuFg5zxCRtDL0DNFLiBXwxX0h0aqJSOjA1PI13Q/0o8U87NVVJ9XbR6NViR/w32Chy9HHih8wKr6Za1RoWkaGi1LZoKCxzlPADGrQj9Up4xyziGncYbharsOapZleVMhAnoW5jSD0YxTRFmSKcCs0UP1BV5bixuyDVMcbbutFIucyz1FR/HO7TrgGIG1CHTKbMpPTGq6t3SjknB6uXtOJNx/xWEVVvoBP9I5hlLAP06Wvp3nY+l58rNS69Kr8s4DldtX73hdXC+12wfNA/e7zcOj1f33SJPyTOyS9rkBTkkb8gp6RJOvpCf5Bf5Henoc/Q1+rb8GtVWmidkw6IffwG2rO1m</latexit>

ct← Enc!enc (!)

<latexit sha1_base64="9vbCPPy69PvN8XHgYZtuHVvCdK4=">AAACznicbVFNbxMxEHWWr7J8pcCNi0VUiQOKEoQKx0I5cAkEaNpKSRR5vbNdK/5Y2bNNgrXiys9A3OAf8W/wblKJtIxk6fmN38zzTFJI4bDX+9OKrl2/cfPWzu34zt179x+0dx8eO1NaDiNupLGnCXMghYYRCpRwWlhgKpFwkswP6/zJOVgnjD7CVQFTxc60yARnGKhZ+/F85ieKYe4yb0Hz6jnFatbu9Lq9JuhV0N+ADtnEcLbb+jlJDS8VaOSSOTfu9wqcemZRcAlVPCkdFIzP2RmMA9RMgZv6xn5F92igUpoZG45G2tD/SjxTzq1UUj9tvF5O1uR/k+MSs9dTL3RRYv27da+slBQNredBU2GBo1wFwLgVwS/lObOMY5havNWorl6gWtZVjkT4Af0AC/rZKKYpwhLpQmDeeKCuLApjcUuuYYHLC6e1cl1jra/5ON6jIwcUc6AOmU6ZTemhUbV3SwcmBatpsyzOZDx5B2HUFgbh/kYWOUsA/UW28h8HXyrPlVtVXlVeV3Ecttq/vMOr4PhFt7/f3f/0snPwdrPfHfKEPCXPSJ+8IgfkPRmSEeHkK/lBfpHf0TA6j6ro2/pp1NpoHpGtiL7/BQtg4GU=</latexit>

!renc,!
<latexit sha1_base64="eQPNhdgT5F/iJ7t9AH+xfWGiF70=">AAAC5HicbVFNbxMxEHWWj5blK4UjlxFRJYSqKEGo9FgoBy6BAk1bKRtFXu9sY2XtXdmzJJG1/4ADEuLKgR/BFf4G/wZvPiTSMpKl5zd+4zczcZFJS53On0Zw7fqNm1vbt8Lbd+7eu9/ceXBq89II7Is8y815zC1mUmOfJGV4XhjkKs7wLJ4c1fmzT2iszPUJzQscKn6hZSoFJ0+Nmk8jB5HiNLapE1TtQboHk5FbUwa18CRVEFWjZqvT7iwCroLuCrTYKo5HO40fUZKLUqEmkXFrB91OQUPHDUmRYRVGpcWCiwm/wIGHmiu0Q7doqoJd8FQCaW780QQL+l+J48rauYrrpwu7l5M1+d/koKT0YOikLkqqG1z+lZYZUA71lCCRBgVlcw+4MNL7BTHmhgvysww3PqqrF6RmdZUT6TuAtziFD7niGghnBFNJ44UHsGVR5IY25BqnNFs7rZXLGkt9zYfhLvQtAo0RLHGdcJPAUa5q7wZ6eYJGL1coeBZGr9GP2mDP319mxZjHSG6drdy73sfKCWXnlVOV01UY+q12L+/wKjh91u7ut/ffP28dvlrtd5s9Yo/ZE9ZlL9ghe8OOWZ8J9oX9ZL/Y7yANPgdfg2/Lp0FjpXnINiL4/hcCqOjd</latexit>{ct, ! , "renc,! }

<latexit sha1_base64="VTkVEOqxPK8F/BSZb9CaqLzieBc=">AAAC5nicbVFNbxMxEHWWr7J8pXDkMiKqhERUJQgVjoVy4BIo0LSVslHk9U66Vmzvyp4liVb7FzggIa6IX8EV/gX/Bu8mlUjLSJbGb/zGb+bFuZKOer0/reDK1WvXb2zdDG/dvnP3Xnv7/rHLCitwKDKV2dOYO1TS4JAkKTzNLXIdKzyJZwd1/eQTWiczc0TLHMeanxk5lYKThybtblRChEp1YTYpI80pddPSohFVF6g+8ASi16iIQ1RN2p3ebq8JuJz010mHreNwst36ESWZKDQaEoo7N+r3chqX3JIUCqswKhzmXMz4GY58arhGNy6bsSrYAQ8lMM2sP4aggf+llFw7t9Rx/bSRfrFYg/8tjgqavhiX0uQF1cOu/poWCiiDek+QSIuC1NInXFjp9YJIueWC/DbDjY/q7jnpRd3lSPoJ4C3O4UOmuQHCBcFcUtpoAFfkeWZpg25wTotzpTVz1WPFr/Ew3IGhQ6AUwRE3CbcJHGS61m5hkCVoDTTeCa5C75ZftcWBv79UecpjpPK8WpXvBh+rUmi3rEpdlaYKQ+9q/6KHl5Pjp7v9vd299886+6/W/m6xh+wRe8z67DnbZ2/YIRsywb6wn+wX+x2kwefga/Bt9TRorTkP2EYE3/8Cl6Tomw==</latexit>{ℓ, "renc,! , # +Δ}

<latexit sha1_base64="NKgLsnc9hjOyEzb6G7l+ihG2pyA=">AAADAXicbVFNixNBEO2MX+v4ldWjl8awsIKERGT1uLqKXqKrbnYXkhB6eiqZJtPdQ3eNSWj65D/x5kEQr/4MT4L+F3vygWbXgoE3r+pVv6pKilxYbLV+1qILFy9dvrJ1Nb52/cbNW/Xt28dWl4ZDl+tcm9OEWciFgi4KzOG0MMBkksNJMjmo8icfwFih1RHOCxhINlZiJDjDQA3rL/nQ9SXDzI6ctGPvaX8MaOmae6G4H7rJ3yIDgXlA0fvdNcXR3x/WG61maxH0PGivQIOs4nC4XfvUTzUvJSjkObO2124VOHDMoOA5+LhfWigYn7Ax9AJUTIIduMXEnu7QQKV0pE34FNIF/a/EMWntXCZV6cLm2WRF/jfZK3H0ZOCEKkqsZl2+NSpzippWK6SpMMAxnwfAuBHBL+UZM4xjWHS88VDVvUA5q7ociTABfQ1T+k5LpijCDOlUYLbwQG1ZFNrghlzBFGdrp5Vy2WOpr/g43qFdCxQzoBaZSplJ6YGWlXdDOzoFo5a35CyP+88hrNpAJ/w/zYuMJYBunfXuTee9d1zauXfSO+XjOFy1ffaG58Hxw2Z7r7n39lFj/9nqvlvkLrlHdkmbPCb75BU5JF3CyRfyg/wiv6OP0efoa/RtWRrVVpo7ZCOi738A4Tn2zQ==</latexit>

!msg← Enc!renc,! (ct)

<latexit sha1_base64="jnq3zBDtaIUkE1RN5rTvymthxIo=">AAAC2nicbVFNbxMxEHWWr7J8pXDkMiKqxKGKElQVjoVy4BIo0LSVslHk9U66Vmzvyp4liay9cEBCXPkFnLnCf+HfsLtJJdIykqXnN37jNzNxrqSjXu9PK7h2/cbNW1u3wzt3791/0N5+eOKywgocikxl9izmDpU0OCRJCs9yi1zHCk/j2WGdP/2E1snMHNMyx7Hm50ZOpeBUUZM2RB4iVGoXZhMfaU6pm3qLRpS7QCVE5aTd6XV7TcBV0F+DDlvH0WS79SNKMlFoNCQUd27U7+U09tySFArLMCoc5lzM+DmOKmi4Rjf2TSsl7EBFJTDNbHUMQUP/K/FcO7fUcf20sXs5WZP/TY4Kmr4Ye2nyguoGV39NCwWUQT0bSKRFQWpZAS6srPyCSLnlgqoJhhsf1dVz0ou6yrGsOoC3OIcPmeYGCBcEc0lp4wFckeeZpQ25wTktLpzWylWNlb7mw3AHhg6BUgRH3CTcJnCY6dq7hUGWoDXQ7EtwFUavsRq1xUF1f6nylMdI/iJb+neDj6UX2i1Lr0tvyjCsttq/vMOr4ORZt7/f3X+/1zl4td7vFnvMnrCnrM+eswP2hh2xIRPsC/vJfrHfQRR8Dr4G31ZPg9Za84htRPD9LysC5LI=</latexit>{ℓ, "renc,! }

<latexit sha1_base64="3ZyYfJikmXGCQYmu+88pZ/gBeDQ=">AAAC/3icbVHLbhMxFHWGVxleKSzZWESVioSiBKHCsqUgsQkUaNpKSTTyeG4SK7ZnZN9pElle8CtsWCAhtnwGS+Bn8OQhkZYrjXTmXJ/rc33SQgqLrdavWnTl6rXrN7Zuxrdu37l7r759/8TmpeHQ5bnMzVnKLEihoYsCJZwVBphKJZymk8Oqf3oOxopcH+O8gIFiIy2GgjMMVFJ/3VcMx3boOHraHwFaumZeAfeJmyRuTRjQ3D+h6P0uT9aksiP/OKk3Ws3Wouhl0F6BBlnVUbJd+9zPcl4q0Mgls7bXbhU4cMyg4BJ83C8tFIxP2Ah6AWqmwA7cYl9Pd2igMjrMTfg00gX9r8QxZe1cpdXRhc+LzYr8b7NX4vDFwAldlFitu7xrWEqKOa0ekGbCAEc5D4BxI4JfysfMMI7hmeONi6rpBapZNeVYhA3oW5jSD7limiLMkE4FjhceqC2LIje4IdcwxdnaaaVczljqKz6Od2jXAsUxUItMZ8xk9DBXlXdDO3kGRi/j5EzG/RCoZAY64f9AFmOWArp117t3nY/ecWXn3invtI/jkGr7YoaXwcnTZnuvuff+WWP/5SrfLfKQPCK7pE2ek33yhhyRLuHkK/lJfpM/0afoS/Qt+r48GtVWmgdko6IffwH2lvW3</latexit>

ct← Dec!renc,! (!msg)
<latexit sha1_base64="U4c1SvMxAXPB5jTeCAWdhusPnU0=">AAAC7HicbVHLblMxEHUur3J5pbBkYxFVKpsoqVBhWSgLNoECTVspiSJf30lixY8rey5JZPkvWCAhNiz4DLbwC/wNvnlIpGUkSzNnfMZnfLJCCoet1p9acu36jZu3dm6nd+7eu/+gvvvwzJnScuhyI429yJgDKTR0UaCEi8ICU5mE82x6XPXPP4F1wuhTXBQwUGysxUhwhhEa1g8U7Y8BHe0rhhM38q+Bh6GfDjc1aB7C/qbiGJ4O641Ws7UMejVpr5MGWcfJcLf2vZ8bXirQyCVzrtduFTjwzKLgEkLaLx0UjE/ZGHox1UyBG/jlcoHu0QjldGRsPBrpEv6X4plybqGy6upS5uVmBf632Stx9GLghS5KrPZcvTUqJUVDq9+iubDAUS5iwrgVUS/lE2YZx/in6dZD1fQC1byaciriBvQtzOgHo5imCHOkM4GTpQbqyqIwFrfoGmY43yitmKsZK36Fp+ke7TqgOAHqkOmc2ZweG1Vpt7RjcrB65SJnMu1HHyWz0In1S1lMWAboN93g33U+Bs+VWwSvgtchTaOr7cseXk3ODprtw+bh+2eNo1drf3fIY/KE7JM2eU6OyBtyQrqEky/kJ/lFfic6+Zx8Tb6tria1NecR2Yrkx1+Sae1c</latexit>

!← Dec!enc (ct)

Figure 3: Simplified mes-
sage flow of a sender send-
ing a single message m
through Tree-Myco to mes-
sage location ℓ, and a re-
ceiver reading this message.
Shaded orange indicates the
epoch’s path-set and tree
nodes with bold outline in-
dicate the path read by the
receiver, P(ℓ).

with cross-epoch obliviousness. The Tree-Myco message
database is instead arranged as a binary-tree in S2, taking
inspiration from the tree-based ORAM literature [58], [59].
S1 obliviously writes to a bucket on the root-to-leaf path
P(ℓ), and receivers download the path P(ℓ), trial decrypt-
ing the path to locate their message. Figure 3 shows the
message flow through Tree-Myco.

3.3.1. Setup. Since the entire message database is stored in
a single data structure unlike Matrix-Myco’s epoch-specific
hash-tables, S1 must re-encrypt any buckets that are edited
to prevent S2 from observing how the messages are moving
across the tree. To do so, however, S1 needs to re-encrypt
message ciphertexts with a key that the receiver can derive.
Thus, in addition to kenc and krk, client.Setup derives a
conversation-specific re-encryption key krenc. However, it
is essential to prevent S1 from deducing the receiver’s
identity by correlating re-encryption keys used by the sender
across different epochs. To address this, we can create
message-specific values by making them unique to the
current epoch t. To this end, senders derive a message-
specific re-encryption key krenc,t ← PRFkrenc(t). S1 encrypts
the ciphertext ct with krenc,t to create a double-encrypted
ciphertext cmsg. This also means we now compute dummy
blocks as Enck′(Enck′′(0m)) where k′, k′′

$←− {0, 1}λ.
Both S1 and S2 store copies of the tree. S2’s copy

is where clients read from. S1’s copy is void of dummy
blocks and is simply ⊥ for blocks with no real message.
Additionally, S1 also stores a metadata tree Tmd, which is a
mirror of the message tree storing the krenc,t value, intended
path ℓ, and expiration date texp of each message, which will
be used in future batch evictions.

3.3.2. Batch evictions. S1 must hide the message’s intended
path P(ℓ) when writing a cmsg value to S2. At the start of
each epoch t, we call S1.BatchInit(), in which S1 randomly
samples N leaves with replacement, where N denotes the
number of clients in the system. S1 creates a path-set P from
the union of these root-to-leaf paths in the tree. P contains
the only buckets where messages for the current epoch will
be written. Each cmsg is added to the bucket at the least
common ancestor (LCA) of P and P(ℓ). Recall from §3.2
that Myco requires independent bucket assignment. Thus,

a critical difference between our eviction protocol and Path
ORAM’s is that in Path ORAM, messages are simply evicted
as deep as they go within the freshly sampled path. This
would lead to leakage in Myco. For instance, if the receiver
finds its message at a node closer to the root than the LCA,
it can deduce that the LCA was full with other honest
user messages, leaking information about those messages’
intended paths.

S1 follows the same process as fresh message writes
for handling preexisting messages found within P . First,
it retrieves the corresponding metadata from the relevant
bucket and block in Tmd. If texp has passed the current epoch,
the message is expired and is deleted from the path-set P
and Tmd. If the message is unexpired, S1 reads the message’s
intended path ℓ from the metadata tree and inserts the data
cmsg into the bucket that is the LCA of the current epoch’s
path-set and ℓ. Finally, krenc,t from the metadata is used
to re-encrypt the underlying ciphertext ct, providing a fresh
encryption for the message. The corresponding block in Tmd

is updated accordingly. In order to avoid timing attacks,
we ensure that each bucket involves ZT decryptions and
ZT encryptions in total, where ZT is the Tree-Myco bucket
capacity. This avoids timing attacks by ensuring that each
epoch’s duration is independent of the number of dummies
vs. real messages in the path-set.

At the end of the epoch, S1 sends the path-set P to S2,
which overwrites the corresponding paths with S1’s edited
path-set. As in Matrix-Myco, all data in the buckets is
re-encrypted, while empty blocks are filled with dummy
blocks. Consequently, S2 can only observe that a set of
random paths were written by S1 with data indistinguishable
from dummy data.

Figure 2 depicts an example of a message’s movement
through the tree over time. Messages gradually move deeper
towards the leaves through successive epochs. In Theorem 3
of §5, we prove that the asymptotic bucket size of Tree-
Myco is logarithmic in N and ∆, resulting in polylogarith-
mic accesses in N and ∆ per user.

3.3.3. Receiving messages. Tree-Myco enables receivers
to download a single root-to-leaf path in which they are
guaranteed to find their message. As such, receivers only
need to process a polylogarithmic number of data blocks by



deriving ℓ and downloading the path P(ℓ) from S2. Since
the honest receiver does not know which path-sets were
selected in previous epochs, it trial-decrypts each block in
the path using krenc,t until it finds the correct one. Finally,
it decrypts the inner layer with kenc to retrieve the message
m. Because the sender used AEAD, the receiver can detect
any replay attacks or tampering to the internal ciphertext
by S1. A malicious S2 cannot link the receiver’s read to
any prior write since only the path-sets were written to and
re-encrypted per epoch, and S1 used independent bucket
assignment.

3.4. Full Myco

Tree-Myco requires clients to read Q paths every epoch
to avoid missing messages, similar to Matrix-Myco. Al-
ternatively, clients could guess which path to read each
epoch, but could therefore risk missing a message they never
checked before expiry.2 To fully utilize Tree-Myco’s cross-
epoch obliviousness, a private notification system is needed
to identify the paths containing new messages.

Although Matrix-Myco is inefficient for messaging due
to the need to check all Q inboxes across δ epochs, its
asymptotically quasilinear server workload makes it well-
suited for notifications, which only need to be λ bits long
(e.g., λ = 128 bits), 16× smaller than message sizes of prior
work [41], [44].

In this design, S1 and S2 run a lightweight version of
Matrix-Myco, replacing messages with notifications. Clients
derive notification keys {kntf , kntfrk } from their shared key
k during client.Setup. When a sender writes a message to
S1 in Tree-Myco, they also write a notification ctntf ←
PRFλ,kntf (t) to Matrix-Myco, where PRFλ : {0, 1}λ ×
{0, 1}∗ → {0, 1}λ. Notification locations are derived using
kntfrk to obtain fntf as the intermediate location, and ℓntf as
the final bucket index. Receivers compute ctntf and fntf

locally, and if they find ctntf in the bucket with index
ℓntf , this indicates that the Tree-Myco path derived from
t contains a new message from the sender associated with
the shared key k. This prompts the receiver to fetch the
corresponding path in Tree-Myco. The small size of notifica-
tions significantly reduces Matrix-Myco’s client bandwidth
consumption when downloading missed notifications instead
of missed messages after an offline period.

Notifications are unforgeable because to add a fake
notification which gets accepted by a receiver, the server
would have to guess the PRF output in each epoch t without
knowing the PRF key, undermining the security of a PRF.
An adversary who deletes or tampers with a notification
would simply result in the receiver not finding their message,
and has no impact on security.

Push-based system. The private notification system en-
ables a push-based model where each receiver checks their
inboxes depending on which notifications it receives. We de-
fine a deterministic, client-specific pushPolicy that dictates

2. By contrast, systems like Pung and Talek allow repeated queries
without revealing information, enabling clients to re-check mailboxes to
avoid message loss.

Key Exchange Ideal Functionality FKE

Initialize keyCount and keyRequests to {⊥}.
On input ⟨GenerateKey, c′⟩ from client c:

1) If keyRequests contains (c′, c), send k
$←−

{0, 1}λ to c and c′.
2) Else, add (c, c′) to keyRequests.

Figure 4: Ideal functionality of symmetric key exchange.

inbox selection, e.g., prioritizing smaller user IDs, random
selection, or client-specified priority lists. Unlike Pung and
Talek, where clients must repeatedly check inboxes until a
message arrives, Myco only requires downloading a message
when one is received.

4. Security

4.1. Ideal Functionality F

In this section, we define the ideal functionality F
securely realized by Myco and explain how it encapsulates
the properties outlined in §2.2. Specifically, we present
a simulation-based definition that captures Myco’s secu-
rity guarantees. Unlike Pung and Talek, which use game-
based definitions [41], [44], our definition captures denial
of service attacks, which are inherent to prior work but not
explicitly captured by their game-based definitions.

4.1.1. Key exchange ideal functionality FKE. Recall from
§2.1 that Myco clients are assumed to have a shared key
agreed upon out-of-band. We describe this functionality
using FKE defined in Figure 4 and prove Myco’s security
in the FKE-hybrid model. FKE receives ⟨GenerateKey, c′⟩
from client c seeking to communicate with another client
c′, and returns the same symmetric key k to both if c and
c′ queried each other. If both clients did not query for each
other, they do not receive any signal from FKE. As a result,
a malicious client does not learn whether the honest user
is interacting with others in the system. We assume each
user’s list of Q contacts remains fixed during the protocol
for simplicity, though this can be extended to allow dynamic
contact additions.

4.1.2. Myco ideal functionality F . Myco’s ideal function-
ality, defined in Figure 5, mediates communication between
clients. Clients first specify the list of contacts from which
they will accept messages. In each epoch, a client can send
one message using Write and can receive one message using
Read. If the receiver has more than one unread message,
F applies a deterministic client-specific pushPolicy to pri-
oritize the returned message. Messages are accessible until
they expire after ∆ epochs. Incrementing the epoch requires
a request from the simulator to capture delays introduced by



a corrupted server or network, and F obliges provided the
minimum epoch time has passed.

Message privacy, integrity, and metadata privacy. For
honest communicating clients, the adversary learns nothing
about message contents or metadata because F does not
send any information to our simulator S regarding these
accesses. All either server or S should see is when a client
makes a write or read request within an epoch, not the
content of any message or any knowledge about which
parties communicated. In fact, the requests can be fake:
For writes, the receiver cr could be ⊥, and for reads, there
could be no unread messages at all. A message that is
received by cr is marked as read (⊤) and cannot be marked
as unread again. F also does not allow sending messages
to non-contacts by confirming that any message request’s
receiver contains the message sender in their contact list. To
prevent replay attacks, observe that a malicious server can
only delete items from the database DB to deny service, but
has no ability to replay an already-read message.

Since we cannot ensure security for malicious clients
and we do not hide communication patterns in this case, F
notifies the simulator S of the (cs, cr) sender-receiver IDs
if at least one of the clients is malicious. For a malicious
cr, F sends the IDs, message content, and current epoch to
S. For a malicious cs, F sends the IDs and epoch in which
the malicious message was read to S. We allow malicious
clients to change their previously written messages as long
as the message is not already marked as read.
S could learn if an honest cs is talking to other clients

simply based on when it fetches the adversary’s message.
To avoid this, clients can use a pushPolicy that fetches
messages in each conversation independently of other con-
versations [74].

Availability. Either server can deny service in Myco.
We prove that malicious server actions can be modeled as
denial of service attacks and do not compromise the security
of honest clients. S1 can deny service by tampering with the
data or storing it in a location other than where the client
expects to find it. Similarly, S2 can deny service by failing
to return the intended data to clients or by tampering with
it in any manner.

We model DoS attacks from the servers in two ways:
(1) simply rejecting read and write requests, and (2) the
Avail API. F allows the servers to block communication
between two clients without knowing if they are interacting.
S1 can reject any write request and S2 can reject any read
request, both without any knowledge of the message or the
other participant in the conversation. However, S1 has an
additional, more nuanced way that it can deny service. It can
deny a write when the sender requests it, but also process
it later and reintroduce the write into the system sometime
before it is read. To model this ability to toggle a message’s
availability, we allow S to access our more expressive Avail
API, which allows S to select if the message sent by cs in
epoch t is currently retrievable or not. If pushPolicy selects
a message which is not available, this message will still be
marked as read because honest clients will not attempt to
read it again.

Ideal Functionality F

F maintains a message database DB for all clients,
where DB[cs, cr, t] stores the message at epoch t
between sender cs and receiver cr, and Avail[cs, t]
stores whether the message sent by cs in epoch t is
currently available for reading. DB entries can also
have the following special symbols: uninitialized (ϕ)
and marked as read (⊤). The message written in
epoch t can only be read after the end of epoch t. Ini-
tially, F sets tcurr ← 0. For t ∈ Z≥0 and cs, cr ∈ C,
F sets DB[cs, cr, t] = ϕ and Avail[cs, t] = true. F
receives a contact list contacts[c] and a push policy
pushPolicy[c] (determines which unread message is
fetched first) from each client c. F sends all honest-
malicious client pairs (c, c′) to S s.t. c ∈ CH ,
c′ ∈ CM , and c′ ∈ contacts[c]. ∆ is the number
of epochs a message is accessible before expiration.

On input ⟨Write, cr,m, t⟩ from sender client cs:
1) If DB[cs, cr, t] = ⊤, cr = ⊥, or m ∈ {ϕ,⊤},
F ignores this request.

2) Send ⟨Write, cs, t⟩ to S and wait for its ap-
proval. If S disapproves, ignore this request.

3) If cr ∈ CM , send ⟨Write, cs, cr,m, t⟩ to S.
4) Update DB[cs, cr, t]← m.

On input ⟨Read⟩ from receiver client cr:
1) For all cs ∈ contacts[cr] and t ∈ [tcurr −

∆, tcurr − 1], if m = DB[cs, cr, t] /∈ {ϕ,⊤},
add (cs, cr, t) to a list Mall.

2) If Mall is empty, return ⊥.
3) Get (cs, cr, t) ← pushPolicy[cr](Mall), set

m← DB[cs, cr, t] and DB[cs, cr, t]← ⊤.
4) If cs ∈ CM , send ⟨Read, cs, cr, tcurr⟩ to S, else

send ⟨Read, cr, tcurr⟩.
5) Wait for approval from S and return ⊥ if it

disapproves.
6) Return m to cr if Avail[cs, t] = true, else ⊥.

On input ⟨Avail, cs, t, b⟩ from S:
1) Set Avail[cs, t]← b, where b ∈ {true, false}.

On input ⟨NextEpoch⟩ from S:
1) Increment tcurr if minimum epoch time has

passed.

Figure 5: Ideal functionality of Myco.

Recall from §2.2 that clients will not alter their actions
based on server misbehavior, which ensures security in the
face of selective failure attacks. Indeed, if a client’s read
fails, then they will simply continue as usual and move onto
their next message without altering their actions.



4.2. Definition & Security Theorem

We now define the ideal and real-world experiments,
which are parameterized by the security parameter λ. Com-
munication patterns are depicted in Figure 11. In the be-
ginning of both the real and ideal world experiments, the
environment Z establishes the list of all malicious clients
CM ⊆ C. We use a static adversary model. For honest
clients, the environment Z decides the push policy, the
contact list, which clients are online or offline, the exact
time of each request, and who each client messages in
every epoch. This is subject to the following constraints: the
contact list can be of length at most Q, clients may message
at most one contact per epoch, and clients can only message
when they are online. In addition, Z also sees the honest
client outputs in each epoch, as soon as a client receives
the output from F . Z ensures that S1 and S2 follow their
respective APIs if they are honest. Z gets the view of the
adversary A after every operation. Note, however, that Z
and A can communicate throughout the protocol, not only
at operation boundaries.

The ideal experiment. In the ideal world, honest parties
interact only with F , and S interacts with F on behalf of the
corrupted parties. S simulates the honest parties in the real
protocol for A. Each client executes the setup protocol by
submitting their contacts list before epoch 0. In each epoch
t ∈ Z≥0 and for each honest client c ∈ CH , Z specifies a
set of at most one write access Wc = {cr,m}. If Wc ̸=⊥, c
invokes F with input ⟨Write, cr,m, t⟩. Otherwise, c invokes
F with input ⟨Write,⊥,⊥, t⟩. For reads, c invokes F with
input ⟨Read⟩, returning the result m to the environment Z .
At the end of the experiment (Z decides when), Z outputs
a bit, which we denote by IDEALF,S,Z(λ).

The real experiment. In the real world, honest
parties follow the real Myco protocol described in §3
and Algorithm 1. Each client executes the setup proto-
col client.Setup(k⃗Q). In each epoch t ∈ Z≥0 and for
each honest client c ∈ CH , Z specifies a set of at
most one write access Wc = {cr,m}. If Wc ̸=⊥,
c executes client.Write(cr,m). Otherwise, c executes
client.FakeWrite(). For reads, c executes client.Read(),
returning the result m to the environment Z . S1 per-
forms S1.BatchInit() at the beginning of each epoch, and
S1.BatchWrite() at the end of each epoch. At the end of
the experiment, Z outputs a bit REALΠ,A,Z(λ).

Definition 1. Let Π be a protocol in the FKE-hybrid model.
Then Π securely realizes F (Figure 5) in the FKE-hybrid
model if for all PPT adversaries A controlling a malicious
subset of clients CM ⊆ C (where C is the set of all clients
and CM is chosen adversarially) and at most one of S1 and
S2, there exists a PPT simulator S such that for every PPT
environment Z , λ ∈ N, we have:∣∣∣∣Pr[IDEALF,S,Z(λ) = 1]

− Pr[REALΠ,A,Z(λ) = 1]

∣∣∣∣ ≤ negl(λ)

Theorem 1. As per Definition 1, the Myco protocol defined
in §3 and Algorithm 1 securely realizes the ideal function-

ality F in the FKE-hybrid model when instantiated with a
secure pseudorandom function, a key-derivation function, a
key-private authenticated encryption with authenticated data
scheme, and a digital signature scheme.

We prove Theorem 1 in §A.

5. Capacity Analysis

We now provide theoretical bounds on the bucket capac-
ities ZT (Tree-Myco) and ZM (Matrix-Myco) that ensure
negligible overflow probability. We then conduct an empir-
ical simulation to offer a smaller heuristic ZT and ZM that
do not overflow in practice.

5.1. Theoretical Bounds

5.1.1. Bucket capacity. The following theorems show that
setting the bucket capacity to be logarithmic in Q and N for
Matrix-Myco, and logarithmic in N and ∆ for Tree-Myco,
ensures negligible overflow probability across all buckets
over ∆ epochs. We prove both theorems in §B.

Theorem 2 (Matrix-Myco Capacity). Choosing the bucket
capacity ZM = Θ(κ + log (QN)) ensures that the total
overflow probability in each epoch of Matrix-Myco (i.e.,
the probability that some node receives more than ZM

messages) is at most 2−κ for security parameter κ.

Theorem 3 (Tree-Myco Capacity). Choosing the bucket
capacity ZT = Θ(κ + log (N∆3)) ensures that the total
overflow probability across ∆ epochs of Tree-Myco (i.e., the
probability that some node receives more than ZT messages)
is at most 2−κ for security parameter κ.

Beyond ∆ epochs. Note that since the capacity analysis
holds for ∆ epochs, it will hold for infinite epochs. This
is because after ∆ epochs, the system’s overflow probabil-
ity reaches a steady state. Since messages expire after ∆
epochs, any expired message encountered again through fu-
ture path-set selection will be deleted. Consequently, expired
messages do not occupy space in the system beyond their
lifetime. As such, the same argument as above can apply to
the range t ∈ [1,∆ + 1), t ∈ [2,∆ + 2), t ∈ [3,∆ + 3),
etc. This effect is exemplified in Figure 6. Since there will
only be polynomially many epochs, the union bound on the
probability that no overflow happens in any of these epochs
is still negligible in κ.

5.1.2. Total server work per epoch. We now compute the
total work per epoch.

Matrix-Myco. In each epoch, Q ·N buckets of size ZM

are processed. Thus, the total server work in each epoch is:

O
(
QN (κ+ log(QN))

)
Tree-Myco. When an eviction batch is triggered, N root-

to-leaf paths are evicted. Each path has D = log(N∆)



<latexit sha1_base64="RSsx3Bg02K5cum+uZNrl5hZvWko=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdoF6HCBamlHLgECm3aSkkUeb2TrFt/yZ4liVb7E7jCnX/Fv8GbbCXSMpKl5zfzZp49mZXCY5L86UR37t67v7X9IH746PGTpzu7z868KR2HATfSuIuMeZBCwwAFSriwDpjKJJxnV0dN/vw7OC+MPsWlhbFiMy2mgjMM1Ek+SSc73aSXrILeBmkLuqSN48lu5/coN7xUoJFL5v0wTSyOK+ZQcAl1PCo9WMav2AyGAWqmwI+rldea7tFA5XRqXDga6Yr+V1Ix5f1SZU2pYlj4m8mG/G9yWOL03bgS2pYImrezpqWkaGjzeJoLBxzlMgDGnQh+KS+YYxzDF8Ubg5ruFtWi6XIqwgvoZ5jTb0YxTREWSOcCi5UH6ktrjcMNuYY5Lq6dNsp1j7W+4eN4jw48UCyAemQ6Zy6nR0Y13h3tmxycpqOmkjMZjz5C+GoH/XA/lLZgGWB1na2rL/2TuuLKL+tK1ZWu4zhsNb25w9vg7HUv3e/tf33TPfjQ7nebvCAvySuSkrfkgHwix2RAOJmRH+Qn+RW9j3h0Gcl1adRpNc/JRkTlXzfR2H0=</latexit>

!1
<latexit sha1_base64="y790mKTrPZ6VlPXlUcDKQlXdgrM=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdot0KFS6VCOXAJFNq0lZIo8nonWVN/rOxZkmi1P4Er3PlX/BvsZCuRlpEsPb+ZN/PsyUopHCbJn0505+69+1vbD+KHjx4/ebqz++zcmcpyGHAjjb3MmAMpNAxQoITL0gJTmYSL7Oo45C++g3XC6DNcljBWbKbFVHCGnjrNJ/uTnW7SS1ZBb4O0BV3Sxslkt/N7lBteKdDIJXNumCYljmtmUXAJTTyqHJSMX7EZDD3UTIEb1yuvDd2jnsrp1Fh/NNIV/a+kZsq5pcpCqWJYuJvJQP43Oaxw+nZcC11WCJq3s6aVpGhoeDzNhQWOcukB41Z4v5QXzDKO/ovijUGhe4lqEbqcCf8C+gnm9KtRTFOEBdK5wGLlgbqqLI3FDbmGOS6unQblusdaH/g43qMDBxQLoA6ZzpnN6bFRwbulfZOD1XQUKjmT8egD+K+20Pf3d7IsWAZYX2eb+nP/tKm5csumVk2tmzj2W01v7vA2ON/vpQe9gy+vu0fv2/1ukxfkJXlFUvKGHJGP5IQMCCcz8oP8JL+iw4hH3yK5Lo06reY52Yio+gs6Jth+</latexit>

!2

<latexit sha1_base64="zDBG/kJRNqaoGRP0rfYFR1tP06g=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdoF6HCBamlHLgECm3aSkkUeb2TrFt/yZ4liVb7E7jCnX/Fv8GbbCXSMpKl5zfzZp49mZXCY5L86UR37t67v7X9IH746PGTpzu7z868KR2HATfSuIuMeZBCwwAFSriwDpjKJJxnV0dN/vw7OC+MPsWlhbFiMy2mgjMM1Ek+SSY73aSXrILeBmkLuqSN48lu5/coN7xUoJFL5v0wTSyOK+ZQcAl1PCo9WMav2AyGAWqmwI+rldea7tFA5XRqXDga6Yr+V1Ix5f1SZU2pYlj4m8mG/G9yWOL03bgS2pYImrezpqWkaGjzeJoLBxzlMgDGnQh+KS+YYxzDF8Ubg5ruFtWi6XIqwgvoZ5jTb0YxTREWSOcCi5UH6ktrjcMNuYY5Lq6dNsp1j7W+4eN4jw48UCyAemQ6Zy6nR0Y13h3tmxycpqOmkjMZjz5C+GoH/XA/lLZgGWB1na2rL/2TuuLKL+tK1ZWu4zhsNb25w9vg7HUv3e/tf33TPfjQ7nebvCAvySuSkrfkgHwix2RAOJmRH+Qn+RW9j3h0Gcl1adRpNc/JRkTlXzV82Hw=</latexit>

!0
<latexit sha1_base64="zDBG/kJRNqaoGRP0rfYFR1tP06g=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdoF6HCBamlHLgECm3aSkkUeb2TrFt/yZ4liVb7E7jCnX/Fv8GbbCXSMpKl5zfzZp49mZXCY5L86UR37t67v7X9IH746PGTpzu7z868KR2HATfSuIuMeZBCwwAFSriwDpjKJJxnV0dN/vw7OC+MPsWlhbFiMy2mgjMM1Ek+SSY73aSXrILeBmkLuqSN48lu5/coN7xUoJFL5v0wTSyOK+ZQcAl1PCo9WMav2AyGAWqmwI+rldea7tFA5XRqXDga6Yr+V1Ix5f1SZU2pYlj4m8mG/G9yWOL03bgS2pYImrezpqWkaGjzeJoLBxzlMgDGnQh+KS+YYxzDF8Ubg5ruFtWi6XIqwgvoZ5jTb0YxTREWSOcCi5UH6ktrjcMNuYY5Lq6dNsp1j7W+4eN4jw48UCyAemQ6Zy6nR0Y13h3tmxycpqOmkjMZjz5C+GoH/XA/lLZgGWB1na2rL/2TuuLKL+tK1ZWu4zhsNb25w9vg7HUv3e/tf33TPfjQ7nebvCAvySuSkrfkgHwix2RAOJmRH+Qn+RW9j3h0Gcl1adRpNc/JRkTlXzV82Hw=</latexit>

!0
<latexit sha1_base64="zDBG/kJRNqaoGRP0rfYFR1tP06g=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdoF6HCBamlHLgECm3aSkkUeb2TrFt/yZ4liVb7E7jCnX/Fv8GbbCXSMpKl5zfzZp49mZXCY5L86UR37t67v7X9IH746PGTpzu7z868KR2HATfSuIuMeZBCwwAFSriwDpjKJJxnV0dN/vw7OC+MPsWlhbFiMy2mgjMM1Ek+SSY73aSXrILeBmkLuqSN48lu5/coN7xUoJFL5v0wTSyOK+ZQcAl1PCo9WMav2AyGAWqmwI+rldea7tFA5XRqXDga6Yr+V1Ix5f1SZU2pYlj4m8mG/G9yWOL03bgS2pYImrezpqWkaGjzeJoLBxzlMgDGnQh+KS+YYxzDF8Ubg5ruFtWi6XIqwgvoZ5jTb0YxTREWSOcCi5UH6ktrjcMNuYY5Lq6dNsp1j7W+4eN4jw48UCyAemQ6Zy6nR0Y13h3tmxycpqOmkjMZjz5C+GoH/XA/lLZgGWB1na2rL/2TuuLKL+tK1ZWu4zhsNb25w9vg7HUv3e/tf33TPfjQ7nebvCAvySuSkrfkgHwix2RAOJmRH+Qn+RW9j3h0Gcl1adRpNc/JRkTlXzV82Hw=</latexit>

!0
<latexit sha1_base64="zDBG/kJRNqaoGRP0rfYFR1tP06g=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdoF6HCBamlHLgECm3aSkkUeb2TrFt/yZ4liVb7E7jCnX/Fv8GbbCXSMpKl5zfzZp49mZXCY5L86UR37t67v7X9IH746PGTpzu7z868KR2HATfSuIuMeZBCwwAFSriwDpjKJJxnV0dN/vw7OC+MPsWlhbFiMy2mgjMM1Ek+SSY73aSXrILeBmkLuqSN48lu5/coN7xUoJFL5v0wTSyOK+ZQcAl1PCo9WMav2AyGAWqmwI+rldea7tFA5XRqXDga6Yr+V1Ix5f1SZU2pYlj4m8mG/G9yWOL03bgS2pYImrezpqWkaGjzeJoLBxzlMgDGnQh+KS+YYxzDF8Ubg5ruFtWi6XIqwgvoZ5jTb0YxTREWSOcCi5UH6ktrjcMNuYY5Lq6dNsp1j7W+4eN4jw48UCyAemQ6Zy6nR0Y13h3tmxycpqOmkjMZjz5C+GoH/XA/lLZgGWB1na2rL/2TuuLKL+tK1ZWu4zhsNb25w9vg7HUv3e/tf33TPfjQ7nebvCAvySuSkrfkgHwix2RAOJmRH+Qn+RW9j3h0Gcl1adRpNc/JRkTlXzV82Hw=</latexit>

!0
<latexit sha1_base64="RSsx3Bg02K5cum+uZNrl5hZvWko=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdoF6HCBamlHLgECm3aSkkUeb2TrFt/yZ4liVb7E7jCnX/Fv8GbbCXSMpKl5zfzZp49mZXCY5L86UR37t67v7X9IH746PGTpzu7z868KR2HATfSuIuMeZBCwwAFSriwDpjKJJxnV0dN/vw7OC+MPsWlhbFiMy2mgjMM1Ek+SSc73aSXrILeBmkLuqSN48lu5/coN7xUoJFL5v0wTSyOK+ZQcAl1PCo9WMav2AyGAWqmwI+rldea7tFA5XRqXDga6Yr+V1Ix5f1SZU2pYlj4m8mG/G9yWOL03bgS2pYImrezpqWkaGjzeJoLBxzlMgDGnQh+KS+YYxzDF8Ubg5ruFtWi6XIqwgvoZ5jTb0YxTREWSOcCi5UH6ktrjcMNuYY5Lq6dNsp1j7W+4eN4jw48UCyAemQ6Zy6nR0Y13h3tmxycpqOmkjMZjz5C+GoH/XA/lLZgGWB1na2rL/2TuuLKL+tK1ZWu4zhsNb25w9vg7HUv3e/tf33TPfjQ7nebvCAvySuSkrfkgHwix2RAOJmRH+Qn+RW9j3h0Gcl1adRpNc/JRkTlXzfR2H0=</latexit>

!1
<latexit sha1_base64="RSsx3Bg02K5cum+uZNrl5hZvWko=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdoF6HCBamlHLgECm3aSkkUeb2TrFt/yZ4liVb7E7jCnX/Fv8GbbCXSMpKl5zfzZp49mZXCY5L86UR37t67v7X9IH746PGTpzu7z868KR2HATfSuIuMeZBCwwAFSriwDpjKJJxnV0dN/vw7OC+MPsWlhbFiMy2mgjMM1Ek+SSc73aSXrILeBmkLuqSN48lu5/coN7xUoJFL5v0wTSyOK+ZQcAl1PCo9WMav2AyGAWqmwI+rldea7tFA5XRqXDga6Yr+V1Ix5f1SZU2pYlj4m8mG/G9yWOL03bgS2pYImrezpqWkaGjzeJoLBxzlMgDGnQh+KS+YYxzDF8Ubg5ruFtWi6XIqwgvoZ5jTb0YxTREWSOcCi5UH6ktrjcMNuYY5Lq6dNsp1j7W+4eN4jw48UCyAemQ6Zy6nR0Y13h3tmxycpqOmkjMZjz5C+GoH/XA/lLZgGWB1na2rL/2TuuLKL+tK1ZWu4zhsNb25w9vg7HUv3e/tf33TPfjQ7nebvCAvySuSkrfkgHwix2RAOJmRH+Qn+RW9j3h0Gcl1adRpNc/JRkTlXzfR2H0=</latexit>

!1
<latexit sha1_base64="y790mKTrPZ6VlPXlUcDKQlXdgrM=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdot0KFS6VCOXAJFNq0lZIo8nonWVN/rOxZkmi1P4Er3PlX/BvsZCuRlpEsPb+ZN/PsyUopHCbJn0505+69+1vbD+KHjx4/ebqz++zcmcpyGHAjjb3MmAMpNAxQoITL0gJTmYSL7Oo45C++g3XC6DNcljBWbKbFVHCGnjrNJ/uTnW7SS1ZBb4O0BV3Sxslkt/N7lBteKdDIJXNumCYljmtmUXAJTTyqHJSMX7EZDD3UTIEb1yuvDd2jnsrp1Fh/NNIV/a+kZsq5pcpCqWJYuJvJQP43Oaxw+nZcC11WCJq3s6aVpGhoeDzNhQWOcukB41Z4v5QXzDKO/ovijUGhe4lqEbqcCf8C+gnm9KtRTFOEBdK5wGLlgbqqLI3FDbmGOS6unQblusdaH/g43qMDBxQLoA6ZzpnN6bFRwbulfZOD1XQUKjmT8egD+K+20Pf3d7IsWAZYX2eb+nP/tKm5csumVk2tmzj2W01v7vA2ON/vpQe9gy+vu0fv2/1ukxfkJXlFUvKGHJGP5IQMCCcz8oP8JL+iw4hH3yK5Lo06reY52Yio+gs6Jth+</latexit>

!2

<latexit sha1_base64="T8auMioIbpnzKnLUqDdq2AqVb0c=">AAACvnicbVFNbxMxEHWWr7J8tXDkYhFV4hTtIlQ4BsqBS6BAk1ZKosrrne269ZfsWZJotf+BKxz5V/wbvMlWIi0jWXp+M2/m2ZNZKTwmyZ9edOv2nbv3du7HDx4+evxkd+/pxJvKcRhzI407zZgHKTSMUaCEU+uAqUzCSXZ52OZPvoPzwuhjXFmYK3auRSE4w0BNZh9AIjvb7SeDZB30Jkg70CddHJ3t9X7PcsMrBRq5ZN5P08TivGYOBZfQxLPKg2X8kp3DNEDNFPh5vbbb0H0aqJwWxoWjka7pfyU1U96vVNaWKoalv55syf8mpxUWb+e10LZC0LybVVSSoqHt+2kuHHCUqwAYdyL4pbxkjnEMvxRvDWq7W1TLtsuxCC+gn2BBvxrFNEVYIl0ILNceqK+sNQ635BoWuLxy2io3PTb6lo/jfTr2QLEE6pHpnLmcHhrVend0ZHJwms7aSs5kHFYVvtrBKNzfSVuyDLC+yjb159G3pubKr5paNbVu4jhsNb2+w5tg8mqQHgwOvrzuD993+90hz8kL8pKk5A0Zko/kiIwJJxfkB/lJfkXDqIhUZDalUa/TPCNbES3/AsGZ2e0=</latexit>

Δ<latexit sha1_base64="eZk3S8RG5XQCXlIwceH+FgLugeU=">AAACu3icbVFNbxMxEHWWr7J8tXDkYhFV4hRtECpcKhXKgUug0KatlESV1zvJmvpL9ixJtNqfwBXu/Cv+DXaylUjLSJae38ybefbkVgqPWfank9y6fefuva376YOHjx4/2d55eupN5TgMuZHGnefMgxQahihQwrl1wFQu4Sy/PIz5s+/gvDD6BJcWJorNtJgKzjBQx7ifXWx3s162CnoT9FvQJW0cXex0fo8LwysFGrlk3o/6mcVJzRwKLqFJx5UHy/glm8EoQM0U+Em98trQXRqogk6NC0cjXdH/SmqmvF+qPJYqhqW/nozkf5OjCqdvJ7XQtkLQvJ01rSRFQ+PjaSEccJTLABh3IvilvGSOcQxflG4Mit0tqkXsciLCC+gnmNOvRjFNERZI5wLLlQfqK2uNww25hjkurpxG5brHWh/5NN2lQw8US6AemS6YK+ihUdG7owNTgNN0HCs5k+n4A4SvdjAI93fSliwHrK+yTf15cNzUXPllU6um1k2ahq32r+/wJjh91evv9fa+vO4evG/3u0WekxfkJemTN+SAfCRHZEg4mZEf5Cf5lewnPPmWyHVp0mk1z8hGJNVfC4DYag==</latexit>

! = 0
<latexit sha1_base64="FS6ZaP0uMdBKg+WwNymT4tnKT54=">AAACu3icbVFNbxMxEHWWr7J8tXDkYhFV4hRlESpcKhXKgUug0KatlESV1zvJmvpL9ixJtNqfwBXu/Cv+DXaylUjLSJae38ybefbkVgqP/f6fTnLr9p2797bupw8ePnr8ZHvn6ak3leMw5EYad54zD1JoGKJACefWAVO5hLP88jDmz76D88LoE1xamCg202IqOMNAHeN+drHd7ff6q6A3QdaCLmnj6GKn83tcGF4p0Mgl836U9S1OauZQcAlNOq48WMYv2QxGAWqmwE/qldeG7tJAFXRqXDga6Yr+V1Iz5f1S5bFUMSz99WQk/5scVTh9O6mFthWC5u2saSUpGhofTwvhgKNcBsC4E8Ev5SVzjGP4onRjUOxuUS1ilxMRXkA/wZx+NYppirBAOhdYrjxQX1lrHG7INcxxceU0Ktc91vrIp+kuHXqgWAL1yHTBXEEPjYreHR2YApym41jJmUzHHyB8tYNBuL+TtmQ5YH2VberPg+Om5sovm1o1tW7SNGw1u77Dm+D0VS/b6+19ed09eN/ud4s8Jy/IS5KRN+SAfCRHZEg4mZEf5Cf5lewnPPmWyHVp0mk1z8hGJNVfDdXYaw==</latexit>

! = 1
<latexit sha1_base64="UlO7M9IImc5rLAF8Re6LCXfoJ3c=">AAACu3icbVFLbxMxEHaWV1leLRy5WESVOEW7FSpcKvXBgUug0KatlESV1zvJuvVL9ixJtNqfwBXu/Cv+Dd5kK5GWkSx9/ma+mc+ezErhMUn+dKJ79x88fLTxOH7y9NnzF5tbL8+8KR2HATfSuIuMeZBCwwAFSriwDpjKJJxn10dN/vw7OC+MPsWFhbFiUy0mgjMM1Anu7VxudpNesgx6F6Qt6JI2ji+3Or9HueGlAo1cMu+HaWJxXDGHgkuo41HpwTJ+zaYwDFAzBX5cLb3WdJsGKqcT48LRSJf0v5KKKe8XKmtKFcPC30425H+TwxInH8aV0LZE0LydNSklRUObx9NcOOAoFwEw7kTwS3nBHOMYviheG9R0t6jmTZdTEV5AP8OMfjOKaYowRzoTWCw9UF9aaxyuyTXMcH7jtFGueqz0DR/H23TggWIB1CPTOXM5PTKq8e5o3+TgNB01lZzJePQRwlc76If7gbQFywCrm2xdfemf1BVXflFXqq50Hcdhq+ntHd4FZzu9dLe3+/Vdd/+w3e8GeU3ekLckJe/JPvlEjsmAcDIlP8hP8ivai3h0FclVadRpNa/IWkTlXxAq2Gw=</latexit>

! = 2
<latexit sha1_base64="bS8IrDpSd2KnxbTtGr0q4F/lXK8=">AAACu3icbVFNbxMxEHWWj5blq4UjF4uoEqdoF6rCpVJLOXAJFNq0lZKo8nonWVN/yZ4liVb7E7jCnX/Fv8GbbCXSMpKl5zfzZp49mZXCY5L86UR37t67v7H5IH746PGTp1vbz868KR2HATfSuIuMeZBCwwAFSriwDpjKJJxnV0dN/vw7OC+MPsWFhbFiUy0mgjMM1Anuv7nc6ia9ZBn0Nkhb0CVtHF9ud36PcsNLBRq5ZN4P08TiuGIOBZdQx6PSg2X8ik1hGKBmCvy4Wnqt6Q4NVE4nxoWjkS7pfyUVU94vVNaUKoaFv5lsyP8mhyVO3o0roW2JoHk7a1JKioY2j6e5cMBRLgJg3Ingl/KCOcYxfFG8NqjpblHNmy6nIryAfoIZ/WoU0xRhjnQmsFh6oL601jhck2uY4fzaaaNc9VjpGz6Od+jAA8UCqEemc+ZyemRU493RvsnBaTpqKjmT8egDhK920A/3Q2kLlgFW19m6+tw/qSuu/KKuVF3pOo7DVtObO7wNzl730r3e3pfd7sH7dr+b5AV5SV6RlLwlB+QjOSYDwsmU/CA/ya9oP+LRt0iuSqNOq3lO1iIq/wISf9ht</latexit>

! = 3

Figure 6: Tree-Myco percolation example with ∆ =
3, N = 10. In epoch 0, green messages settle below
depth d0. In epoch 1, blue messages settle below d0,
and green shift below d1. In epoch 2, pink settle below
d0, blue shift below d1, and green shift below d2. In
epoch 3, green expire (after ∆ epochs); orange settle
below d0, pink shift below d1, and blue shift below
d2. For clarity, we show a separation between di and
di+1, though they may be equal.

buckets, each with capacity ZT . Therefore, the total number
of blocks processed in an epoch is:

O(N DZT ) = O
(
N log(N∆)

(
κ+ log(N∆3)

))
Thus, the cost per client is polylogarithmic in N and ∆.

5.2. Empirical Simulation

In this section, we perform a simulation to derive heuris-
tic upper bounds on the bucket capacity that outperform the
conservative bounds we obtain theoretically in the previous
section. We note that this is in line with many foundational
and practically efficient ORAM schemes [59], [75], [76].
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Figure 7: Usage of maximally filled buckets for N =
335.5K. Tree-Myco (left) and Matrix-Myco (right).

We perform the simulation for Matrix-Myco and Tree-
Myco for the largest parameter setting we consider in the
evaluation (§6): N = 335.5K and ∆ = 25, as the theoretical
bucket capacity grows with these parameters. Figure 7 re-
ports these results. We set the bucket capacity to ZM = 25
and ZT = 50, and it is evident from the figure that this
is well above the maximum bucket usage of 15 and 35 in
Matrix-Myco and Tree-Myco, respectively.

6. Evaluation

We now answer: How does Myco’s performance com-
pare to PIR-based metadata-private messaging systems?

6.1. Implementation

We implement Myco using 5, 500 lines of pure Rust.
Our codebase can be found at:

https://github.com/myco-org/myco/

We use well-reputed libraries for the cryptographic build-
ing blocks: aes-gcm of RustCrypto3 for authenticated
encryption with AES-128-GCM, the ring4 crate’s HKDF-
SHA256 for our key derivation function and HMAC-
SHA256 for our pseudorandom functions, rand_chacha’s
ChaCha205 for pseudorandom number generation, and
ed25519_dalek6 for digital signatures. We build a net-
working stack with the tonic RPC framework7. All net-
work communication occurs over TLS. We remark that
while our protocol and design are secure against timing
attacks, our implementation is not guaranteed to be void
of timing side channel attacks.

6.2. Experiment Setup

Baselines. As discussed in §1 and §2.2, Myco’s strong
cryptographic guarantees are most comparable to the PIR-
based approaches, such as Pung [41], which is single-server,
and Talek [44], which is multi-server. Thus, we plug the
state-of-the-art non-preprocessing single-server and multi-
server PIR protocols into the Pung and Talek settings,
respectively. For two-server PIR, we use Google’s imple-
mentation8 of incremental distributed point functions [77].
For single-server PIR, we use Microsoft’s implementation9

of SealPIR [42] via the sealpir-rust library10. We
emphasize that single-server PIR schemes do not require
the non-collusion assumption, which remains a limitation
of both Myco and the multi-server PIR approach. Inspired
by Talek’s naming convention [44], we refer to these con-
figurations as Pung++ and Talek++.

Deployment. We deploy the baseline and Myco servers
on 64 vCPU, 640 GB n2-custom-64-655360-ext
machines in us-west1 with extended memory to accom-
modate the larger database configurations and high-memory
throughput experiments. Clients use 16 vCPU, 64 GB mem-
ory n2-standard-16 machines in us-east4 to simu-
late realistic WAN latency between clients and servers. We

3. https://github.com/RustCrypto
4. https://github.com/briansmith/ring
5. https://github.com/rust-random/rand/tree/master/rand chacha
6. https://github.com/dalek-cryptography/curve25519-dalek
7. https://github.com/hyperium/tonic
8. https://github.com/google/distributed point functions
9. https://github.com/microsoft/SealPIR
10. https://github.com/sga001/sealpir-rust

https://github.com/myco-org/myco/
https://github.com/RustCrypto
https://github.com/briansmith/ring
https://github.com/rust-random/rand/tree/master/rand_chacha
https://github.com/dalek-cryptography/curve25519-dalek
https://github.com/hyperium/tonic
https://github.com/google/distributed_point_functions
https://github.com/microsoft/SealPIR
https://github.com/sga001/sealpir-rust


Throughput Local Latency End-to-End Latency (s) Bandwidth
Clients System Clients/Min. Client (ms) Server (s) Write Read Total Client (KB) S1-S2 (GB)
10.5K Myco 255.7K 1 0.83 1.58 0.38 1.96 297.3 1.13
= 218/25 Talek++ 24.1K 2 0.09 0.11 0.15 0.26 10.6 -

Pung++ 2.4K 27 0.74 0.11 1.09 1.20 394.2 -
21.0K Myco 243.8K 1 1.70 3.06 0.45 3.51 311.5 2.27
= 219/25 Talek++ 12.0K 2 0.18 0.11 0.24 0.35 10.7 -

Pung++ 1.3K 27 1.34 0.11 1.75 1.86 394.2 -
41.9K Myco 236.1K 1 3.65 6.25 0.52 6.77 325.8 4.53
= 220/25 Talek++ 5.5K 2 0.37 0.11 0.43 0.54 10.8 -

Pung++ 0.7K 27 2.52 0.11 2.92 3.03 459.9 -
83.9K Myco 223.9K 1 7.55 12.63 0.64 13.27 340.1 9.06
= 221/25 Talek++ 2.7K 2 0.66 0.11 0.72 0.83 11.0 -

Pung++ 0.4K 27 4.74 0.11 5.13 5.24 459.9 -
167.8K Myco 215.6K 1 15.25 25.56 0.88 26.44 354.3 18.12
= 222/25 Talek++ 1.4K 2 1.37 0.11 1.44 1.55 11.1 -

Pung++ 0.2K 27 10.09 0.11 10.98 11.09 459.9 -
335.5K Myco 203.8K 1 33.18 54.30 1.12 55.42 368.6 36.25
= 223/25 Talek++ 0.7K 2 2.78 0.11 3.05 3.16 11.3 -

Pung++ 0.1K 27 20.45 0.11 20.98 21.09 459.9 -

TABLE 1: Throughput, single-client latency, & bandwidth of Myco, Talek++, and Pung++.

measured a roundtrip time of 0.41 ms between S1 and S2
and 56 ms between the client and the servers. The network
bandwidth between S1 and S2 is 32 Gbps. The client has
410 Mbps bandwidth with the servers.

Parameters. We set N = 2D/∆, where D is the
tree depth and N represents system clients, following
Talek’s [44] approach to message time-to-live. We use an
expiration period of ∆ = 25, ensuring messages persist
for 25 epochs before deletion by S1. We set the number
of conversations each client is participating in to Q = 64,
similar to prior work [36], [41], [42], [44].

Given the empirical analysis of §5.2, we set ZT = 50
for Tree-Myco and ZM = 25 for Matrix-Myco. Message
ciphertexts are 256 bytes, as evaluated in prior work [41],
[42]. Our experiments vary the number of clients from
218/25 ≈ 10.5K clients to 223/25 ≈ 335.5K clients. We
average results over 10 consecutive protocol epochs.

6.3. Throughput

Myco achieves higher throughput than the baselines due
to polylogarithmic reads and writes, as shown in Figure 8
and Table 1. For each N that the system is configured to
handle, all N clients write, followed by all clients reading
a message before proceeding to the next epoch. We report
the number of clients processed per minute.

For the throughput experiment, we simulate all the N
clients on an additional server in the same region as S1 and
S2 to capture the effect of bandwidth on throughput. For the
PIR baselines, we take a conservative approach and do not
consider the communication costs.

Varying N from 10.5K to 335.5K, Myco achieves
11-302× the throughput of Talek++ and 106-2, 219× the
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Figure 8: Server throughput in clients processed per minute
in linear (left) and log2-scale (right). Each client sends and
receives one message per epoch.

throughput of Pung++.11 In all three systems, throughput de-
clines when the system must accommodate more clients (Ta-
ble 1). However, as demonstrated in Figure 8, Myco experi-
ences significantly less throughput degradation as the system
scales. This is because of Myco’s asymptotic improvement,
which means that the servers perform O(N log2 N) work in
N per epoch. This is in contrast with the PIR-based systems,
which degrade quadratically in N .

6.4. Single-Client Latency

We now measure the end-to-end latency for sending a
single message through our system and compare it to our
baselines, as shown in Table 1 and Figure 9. When a single
client is writing and reading a message, Myco’s single-client
end-to-end latency ranges from a few seconds to under a

11. Ratios use full-precision data; table values are rounded.
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Figure 9: End-to-end latency of a single client sending a
message across total number of supported clients.
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Figure 10: Client-server bandwidth of sending one message.

minute, while Talek++’s remains under a few seconds and
Pung++’s reaches up to 21 seconds.

A limitation of Myco is that even if only one user
is online, S1 must perform a batch write on N paths to
ensure our capacity analysis in §5 holds. Thus, the end-
to-end latency includes: (1) S1 invoking BatchInit, (2) a
single client executing a S1.Write with its message, (3) S1
calling BatchWrite to write the processed path-set, including
the message, back to S2, and (4) the client reading from
S2. The true value of Myco emerges in realistic scenarios
with simultaneous participation of many clients, as shown
in our throughput experiments (§6.3). In these situations,
the average latency of Talek++ and Pung++ will be much
higher than Myco. Assuming all clients write in an epoch,
the worst-case latency of Myco for N = 335.5K is under
2 minutes, while the worst-case latency for Talek++ and
Pung++ is around 8 and 60 hours, respectively. We note that
the worst-case latency of the PIR works could be reduced
linearly by introducing more servers, but it would require
hundreds of servers to achieve a latency similar to Myco.

6.5. Bandwidth

Table 1 and Figure 10 report the communication com-
parison of Myco versus the PIR-based works. A tradeoff of
Myco is that it has larger communication costs than Talek++
in terms of both server-server communication and client-
server communication. While Talek++ has no server-server
communication, Myco sends 1.13-36.25 GB of data per
epoch between the servers. The client-server communication

of Myco grows up to 369 KB, which is also much higher
than Talek++’s 11 KB. Like Talek++, Myco’s client-server
communication grows sub-linearly with N .

7. Related Work

Myco is the first asynchronous metadata-private mes-
saging system offering strong cryptographic guarantees and
high throughput. We now discuss how Myco is situated in
the related work. Prior SoKs [14], [15], [16] provide more
details on secure and anonymous communication systems.

PIR-based messaging systems [41], [42], [43], [44],
[45], [46], [78] closely align with Myco’s asynchronous
mailbox design [79], but incur O(N2) total server work
for handling N queries by N users. Receivers use private
information retrieval (PIR) to read messages obliviously.
Oblivious message retrieval [80], [81] enables clients to
retrieve messages obliviously but incurs high computational
costs due to its reliance on fully-homomorphic encryption,
and requires a linear scan over the message database, as
in PIR-based works. Distributed PIR [82] shifts PIR server
computation to the clients, but this significantly increases
client overhead.

DC networks [62], [63], [64], [65], [83] offer crypto-
graphic guarantees like PIR-based systems. However, they
require an all-to-all broadcast of messages among all users,
resulting in prohibitively high communication costs. Con-
sequently, these systems are typically limited to very small
client groups.

Mix networks (mixnets) [17], [18], [19], [20], [21],
[22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32]
rely on servers to shuffle messages before delivery. Mixnets
are efficient with O(N) server overhead, but are typically
only synchronous, limiting users to one conversation for
which they must be perpetually online. Originally, these
systems either depended on trusted servers [30], [31] or
faced potential manipulation by mixnet servers [84], [85],
[86], [87], [88], [89], [90], [91], [92]. Peer-to-peer renditions
of mixnets and routing protocols [93], [94], [95], [96],
[97], [98], [99], [100], [101] similarly can only withstand
a limited number of malicious clients and are vulnerable to
strong Sybil adversaries [102], [103], [104], [105], [106],
[107], [108].

Differential privacy [109] has more recently been ap-
plied to enhance mixnets by introducing noise into the
network [33], [34], [35], [36], [37]. While these systems
retain the high performance of mixnets, their security de-
pends on differential privacy. XRD [24] and Yodel [32] are
mixnets that offer cryptographic guarantees, but these works
limit clients to a single conversation for which they must
constantly be online to avoid missing messages. Groove [36]
is the first work to add asynchronous flexibility to mixnets,
but also relies on differential privacy.

MPC-based systems [60], [61], [110], [111], [112] lever-
age multi-party computation at the servers to enhance
mixnets. These synchronous systems also limit users to one
conversation for which they must constantly be online.



Reverse-PIR-based systems [47], [48], [49], [50] use
reverse PIR to target a different setting of whistleblowing,
where the writer is hidden, but reads go to trusted entities.
Our goal is instead the messaging setting.

TEE-based metadata-hiding approaches [38], [39],
[113], [114], [115] have been proposed, but enclaves are
susceptible to side-channel attacks that undermine remote
attestation [116], [117], [118], [119]. With root access to
servers, application providers can exploit these vulnerabili-
ties to access secrets. Consequently, while enclaves serve as
a supplementary defense, real-world applications often pri-
oritize cryptography as the primary security measure [120].

Onion routing [121], [122], [123], [124] is widely
adopted for anonymous communication due to its scalability.
However, it remains highly vulnerable to traffic analysis
attacks that undermine its anonymity guarantees [89], [125],
[126], [127], [128], [129], [130], [131], [132].

Oblivious data structures. ORAM [56], [57], partic-
ularly tree-based ORAMs [58], [59] inspire many of our
techniques. Multi-client ORAMs [133], [134], [135] mostly
assume semi-honest clients. PANDA [136] allows for a
limited set of malicious clients, while solutions that tolerate
arbitrarily many malicious clients remain theoretical [137].

8. Conclusion

This work introduces Myco, a metadata-private
messaging system that achieves polylogarithmic read and
write efficiency. Myco uses an asymmetric distributed-trust
model and introduces a novel tree-based oblivious data
structure that allows clients to write to S1, who obliviously
transfers messages to S2, from which clients read. In doing
so, Myco overcomes the linear-access barrier of prior
works with strong cryptographic guarantees, and takes a
significant step towards cryptographic metadata-private
messaging at scale.
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Algorithm 1: Myco

client.Setup(k⃗Q)

1: for (c, k) ∈ k⃗Q do
2: kenc ← KDF(k,"enc")
3: krenc ← KDF(k,"re_enc")
4: krk ← KDF(k,"routing_key")
5: kntf ← KDF(k,"notif")
6: kntf

rk ← KDF(k,"routing_notif")
7: client.keys[c] = {kenc, krenc, krk, kntf , kntf

rk }

client.Write(cr,m)

1: {kenc, krenc, krk, kntf , kntf
rk } ← client.keys[cr]

2: ct← Enckenc(m; client.t)

3: ctntf ← PRFλ,kntf (client.t)

4: f ← PRFkrk(client.t)

5: fntf ← PRFkntf
rk
(client.t)

6: krenc,t ← PRFkrenc(client.t)

7: S1.Write(ct, ctntf , f, fntf , krenc,t)

client.Read()

1: L,Mall ← {}, {}
2: k⃗srk ← S2.GetPRFKeys()

3: δ ← epochsOffline()

4: for t ∈ [client.t− δ, client.t) do
5: for cs ∈ client.contacts do
6: { , , , , kntf

rk } ← client.keys[cs]

7: fntf ← PRFkntf
rk
(t)

8: ksrk,t ← ksrk[∆− (client.t− t)]

9: ℓntf ← PRFksrk,t(f
ntf , cs)

10: L[t].Add(ℓntf)

11: pntf ← S2.ReadNotifs(L)

12: for bkt ∈ pntf do
13: for b ∈ [0, ZM ), t ∈ L.keys(), cs ∈ client.contacts do
14: { , , , kntf , } ← client.keys[cs]

15: if PRFλ,kntf (t) = bkt[b] then
16: Mall.Add((cs, t))

17: if (cs, t)← pushPolicy(Mall) ̸=⊥ then
18: {kenc, krenc, krk, , } ← client.keys[cs]

19: krenc,t ← PRFkrenc(t)

20: f ← PRFkrk(t)

21: ksrk,t ← ksrk[∆− (client.t− t)]

22: ℓ← PRFksrk,t(f, cs)

23: p← S2.Read(ℓ)

24: for each bkt ∈ p do
25: if Verify(ksvk, bkt.sig, bkt) then
26: for b ∈ [0, ZT ) do
27: if ct← Deckrenc,t(bkt[b]) succeeds then
28: return m← Deckenc(ct)

29: else
30: client.FakeRead()

client.FakeWrite()

1: k′ $←− {0, 1}λ
2: ct′ ← Enck′(0m)

3: ctntf
′ $←− {0, 1}λ

4: f ′ $←− {0, 1}D

5: fntf ′ $←− {0, 1}Q·N

6: k′
renc,t

$←− {0, 1}λ

7: S1.Write(ct′, ctntf
′
, f ′, fntf ′, k′

renc,t)

client.FakeRead()

1: ℓ′
$←− {0, 1}D

2: S2.Read(ℓ
′)

S1.BatchInit()

1: S1.ksrk,t
$←− {0, 1}λ

2: S1.P ←
⋃

i∈[N ] S1.P(ℓi), ℓi
$←− {0, 1}D

3: S1.Tntf,t, S1.Pt, S1.Tmd,t = [ ], emptyTreeFrom(P ), emptyTreeFrom(P )

S1.Write(ct, ctntf , f, fntf , krenc,t)

1: texp = S1.t+∆

2: cs ← getCallingClient()

3: ℓ← PRFS1.ksrk,t(f, cs)

4: ℓntf ← PRFS1.ksrk,t(f
ntf , cs)

5: S1.insertMessage(ct, ℓ, krenc,t, texp)

6: S1.Tntf,t[ℓ
ntf ].Add(ctntf)

S1.BatchWrite()

1: for each bkt ∈ S1.P do
2: for each b ∈ [0, ZT ) do
3: ℓ, krenc,t, texp ← S1.Tmd[bkt][b]

4: if ℓ, krenc,t, texp ̸=⊥,⊥ and S1.t < texp then
5: cmsg ← bkt[b]

6: ct← Deckrenc,t(cmsg)

7: S1.insertMessage(ct, ℓ, krenc,t, texp)

8: for each bkt ∈ S1.Pt do
9: s

$←− {0, 1}λ
10: bkt.shuffle(s)

11: S1.Tmd,t[bkt].shuffle(s)

12: S1.Tmd.Write(S1.Tmd,t)

13: S1.P = S1.Pt

14: for each bkt ∈ S1.Pt do
15: for b ∈ [0, ZT ) do
16: if bkt[b] =⊥ then
17: bkt[b]← Enck′(Enck′′(0m)) where k′, k′′ $←− {0, 1}λ

18: bkt.sig← Sign(S1.kssk, bkt)

19: S2.Write(S1.Pt)

20: for each bkt ∈ S1.Tntf,t do
21: for b ∈ [bkt.size(), ZM ) do
22: bkt[b]

$←− {0, 1}λ

23: bkt.shuffle(s), s $←− {0, 1}λ

24: S2.WriteNotifs(S1.Tntf,t)

25: S2.AddPRFKey(S1.ksrk,t)

26: S1.t += 1

S2.Read(ℓ)

1: return P(ℓ)

S2.Write(Pt)

1: S2.P = Pt

S2.GetPRFKeys()

1: return S2.PRFKeys

S2.AddPRFKey(ksrk,t)

1: S2.PRFKeys.Add(ksrk,t)

2: if S2.t ≥ ∆ then
3: S2.PRFKeys.Remove(0)

4: S2.t+ = 1

S2.ReadNotifs(L)

1: p← [ ]

2: for each t ∈ L.keys(), i ∈ [Q] do
3: j = ∆− (S2.t− t)

4: p.Add(S2.Tntf [j][L[t][i]])

5: return p

S2.WriteNotifs(Tntf,t)

1: S2.Tntf .Add(Tntf,t)

2: if S2.t ≥ ∆ then
3: S2.Tntf .Remove(0)

S1.insertMessage(ct, ℓ, krenc,t, texp):
1: cmsg = Enckrenc,t(ct)

2: bkt← LCA(S1.Pt, ℓ)

3: bkt.Add(cmsg)

4: S1.Tmd,t[bkt].Add(ℓ, krenc,t, texp)



Appendix A.
Security Proof

We now define our simulator S in §A.1 and prove Theo-
rem 1 in §A.2. Although our security proof is independent of
ORAM, it relies on Myco’s ORAM-style properties, such as
padding buckets with indistinguishable dummy blocks and
sampling fresh bucket indices per epoch.

<latexit sha1_base64="jsfaMKRNdEQnM4b5nH/OXt1FQxk=">AAACw3icbVHbbhMxEHWWW1luLTzyYhFV4inaIG6PLQWJl0CBpq2URJXXO+la8U32LElk7WfwChJ/xd/gTTYSaRnJ0vEZn5njmdxK4THL/nSSGzdv3b6zcze9d//Bw0e7e49PvakchyE30rjznHmQQsMQBUo4tw6YyiWc5bOjJn/2HZwXRp/g0sJEsUstpoIzjNRorBiWnMlwWF/sdrNetgp6HfRb0CVtHF/sdX6PC8MrBRq5ZN6P+pnFSWAOBZdQp+PKg2V8xi5hFKFmCvwkrDzXdJ9GqqBT4+LRSFf0v5LAlPdLlTdPG5f+arIh/5scVTh9OwlC2wpB87bXtJIUDW2GQAvhgKNcRsC4E9Ev5SVzjGMcVbrVqKluUS2aKici/oB+gjn9ahTTFGGBdC6wXHmgvrLWONySa5jjYuO0Ua5rrPUNn6b7dOiBYgnUI9MFcwU9Mqrx7ujAFOA03awpHb+HOGoHg3g/lLZkOWDYZOvwefCtDlz5ZR1UHXSdpnGr/as7vA5OX/T6r3uvvrzsHrxr97tDnpJn5DnpkzfkgHwkx2RIODHkB/lJfiUfklniElw/TTqt5gnZiqT+C5i13Ec=</latexit>A

<latexit sha1_base64="MYYhZlbHzghzmK07lL5VdlIUY4U=">AAAC1HicbVFNbxMxEHWWr7J8pXCDi0VUqVyiDQLaYyEcuAQKbdJKSRR5vZOuVX+s7FmSaFkJCXHlR3DgCn+Hf4M32SDSMpKl5zd+M88zcSaFwyj63QiuXL12/cbWzfDW7Tt37zW37w+cyS2HPjfS2NOYOZBCQx8FSjjNLDAVSziJz7tV/uQjWCeMPsZFBmPFzrSYCs7QU5Pmw5FimHImi6Ny9y/ulpPek0mzFbWjZdDLoFODFqnjcLLd+D5KDM8VaOSSOTfsRBmOC2ZRcAllOModZIyfszMYeqiZAjculp8o6Q71VEKnxvqjkS7pfyUFU84tVFw9rYy6i8mK/G9ymON0f1wIneUImte9prmkaGg1FZoICxzlwgPGrfB+KU+ZZRz97MKNRlX1DNW8qnIs/A/oW5jRD0YxTRHmSGcC06UH6vIsMxY35BpmOF87rZSrGit9xYfhDu07oJgCdch0wmxCu0ZV3i3tmQSsputNhaPX4EdtoefvL2WWshiwWGfL4l3vqCy4couyUGWhyzD0W+1c3OFlMHja7rxoP3//rHXwqt7vFnlEHpNd0iF75IC8IYekTzj5TH6Qn+RXMAg+BV+Cr6unQaPWPCAbEXz7A6FH4o4=</latexit>S (C" )
<latexit sha1_base64="2/HzJJhT6fZnjyUDBlCf6Jlw6+4=">AAAC1HicbVFLbxMxEHaWV1leKdzgYhFVKpdoU/E6FsKhl0ChTVopiSKvd9K16sfKniWJlpWQEFd+BAeu8Hf4N3iTDSItI1n6/I2/mc8zcSaFwyj63QiuXL12/cbWzfDW7Tt37zW37w+cyS2HPjfS2NOYOZBCQx8FSjjNLDAVSziJz7tV/uQjWCeMPsZFBmPFzrSYCs7QU5Pmw5FimHImi6Ny9y/ulpODJ5NmK2pHy6CXQacGLVLH4WS78X2UGJ4r0Mglc27YiTIcF8yi4BLKcJQ7yBg/Z2cw9FAzBW5cLD9R0h3qqYROjfVHI13S/0oKppxbqLh6Whl1F5MV+d/kMMfpy3EhdJYjaF73muaSoqHVVGgiLHCUCw8Yt8L7pTxllnH0sws3GlXVM1Tzqsqx8D+gb2FGPxjFNEWYI50JTJceqMuzzFjckGuY4XzttFKuaqz0FR+GO7TvgGIK1CHTCbMJ7RpVebe0ZxKwmq43FY7egB+1hZ6/v5JZymLAYp0ti3e9o7Lgyi3KQpWFLsPQb7VzcYeXwWCv3Xnefvb+aWv/db3fLfKIPCa7pENekH1yQA5Jn3DymfwgP8mvYBB8Cr4EX1dPg0ateUA2Ivj2B5WZ4ok=</latexit>S (C� )

<latexit sha1_base64="m+qJ2wo1Jc8+G3pdmesw2p5q82o=">AAACw3icbVHbbhMxEHWWW1luLTzyYhFV4inaRdweCwWJl0ChTVspiSqvd9K14pvsWZJotZ/BK0j8FX+DnYtEWkaydHzGZ+Z4prBSeMyyP53kxs1bt+/s3E3v3X/w8NHu3uNTb2rHYcCNNO68YB6k0DBAgRLOrQOmCglnxfQw5s++g/PC6BNcWBgrdqnFRHCGgRqOFMOKM9kctxe73ayXLYNeB/kadMk6ji72Or9HpeG1Ao1cMu+HeWZx3DCHgkto01HtwTI+ZZcwDFAzBX7cLD23dJ8GqqQT48LRSJf0v5KGKe8XqohPo0t/NRnJ/yaHNU7ejhuhbY2g+brXpJYUDY1DoKVwwFEuAmDcieCX8oo5xjGMKt1qFKtbVPNY5USEH9DPMKPfjGKaIsyRzgRWSw/U19Yah1tyDTOcb5xG5arGSh/5NN2nAw8UK6AemS6ZK+mhUdG7o31TgtN0s6Z09AHCqB30w/2dtBUrAJtNtm2+9I/bhiu/aBvVNrpN07DV/OoOr4PTF738de/V15fdg/fr/e6Qp+QZeU5y8oYckE/kiAwIJ4b8ID/Jr+RjMk1cgqunSWeteUK2Imn/AsLB3Fk=</latexit>S

<latexit sha1_base64="dakPqVNl7TdPn5CvteJ8xpgY37I=">AAACxXicbVHbbhMxEHWWW1luLTzyYhFV4inaIG6PhSDBS6BA01ZKVpHXO+la9WWxZ5tEqxWfwSvwV/wNdrKRSMtIlo7P+Mwcz2SlFA6T5E8nunb9xs1bO7fjO3fv3X+wu/fw2JnKchhxI409zZgDKTSMUKCE09ICU5mEk+x8EPInF2CdMPoIlyWkip1pMROcoafSiWJYcCbrQTMdTne7SS9ZBb0K+i3okjYOp3ud35Pc8EqBRi6Zc+N+UmJaM4uCS2jiSeWgZPycncHYQ80UuLReuW7oPvVUTmfG+qORruh/JTVTzi1VFp4Gn+5yMpD/TY4rnL1Oa6HLCkHztteskhQNDWOgubDAUS49YNwK75fyglnG0Q8r3moUqpeoFqHKkfA/oB9hTr8YxTRFWCCdCyxWHqirytJY3JJrmONi4zQo1zXW+sDH8T4dOaBYAHXIdM5sTgdGBe+WDk0OVtPNouLJO/CjtjD09zeyLFgGWG+yTf1p+LWpuXLLplZNrZs49lvtX97hVXD8rNd/2Xvx+Xn34G273x3ymDwhT0mfvCIH5AM5JCPCyTfyg/wkv6L3kYowulg/jTqt5hHZiuj7X4Nw3Qk=</latexit>C"

<latexit sha1_base64="Eg1PZS813XoirCkPU3hwGVgj348=">AAACw3icbVHbbhMxEHWWW1luLTzyYhFV4inaRdweCwXES6BA01ZKosrrnXSt+CZ7liSy9jN4BYm/4m/w5iKRlpEsHZ/xmTmeKawUHrPsTye5dv3GzVs7t9M7d+/df7C79/DEm9pxGHAjjTsrmAcpNAxQoIQz64CpQsJpMT1s86ffwXlh9DEuLIwVu9BiIjjDSA1HimHFmQwfmvPdbtbLlkGvgnwNumQdR+d7nd+j0vBagUYumffDPLM4Dsyh4BKadFR7sIxP2QUMI9RMgR+HpeeG7tNIlXRiXDwa6ZL+VxKY8n6hivZp69JfTrbkf5PDGievx0FoWyNovu41qSVFQ9sh0FI44CgXETDuRPRLecUc4xhHlW41aqtbVPO2yrGIP6CfYEa/GsU0RZgjnQmslh6or601DrfkGmY43zhtlasaK33Lp+k+HXigWAH1yHTJXEkPjWq9O9o3JThNN2tKR+8gjtpBP97fSFuxAjBssk343P/WBK78ogmqCbpJ07jV/PIOr4KTZ738Ze/Fl+fdg7fr/e6Qx+QJeUpy8oockI/kiAwIJ4b8ID/Jr+R9Mk1cgqunSWeteUS2Imn+AqRj3Ew=</latexit>F
<latexit sha1_base64="Bg4C5s+wllOKtosDVc2bJUTRpXc=">AAACu3icbVFNbxMxEHWWr7J8tXDkYhFV4hTtIgpckArlwCVQaNNGSqLI651kTf2xsmdJotX+BK5w51/xb7CTrURaRrL0/GbezLMnK6VwmCR/OtGNm7du39m5G9+7/+Dho929x2fOVJbDgBtp7DBjDqTQMECBEoalBaYyCefZxVHIn38H64TRp7gqYaLYXIuZ4Aw9dTKc9qe73aSXrINeB2kLuqSN4+le5/c4N7xSoJFL5twoTUqc1Myi4BKaeFw5KBm/YHMYeaiZAjep114buk89ldOZsf5opGv6X0nNlHMrlYVSxbBwV5OB/G9yVOHszaQWuqwQNG9nzSpJ0dDweJoLCxzlygPGrfB+KS+YZRz9F8Vbg0L3EtUydDkV/gX0EyzoV6OYpghLpAuBxdoDdVVZGotbcg0LXF46DcpNj40+8HG8TwcOKBZAHTKdM5vTI6OCd0v7Jger6ThUcibj8QfwX22h7+/vZFmwDLC+zDb15/5JU3PlVk2tmlo3cey3ml7d4XVw9qKXvuodfHnZPXzf7neHPCXPyHOSktfkkHwkx2RAOJmTH+Qn+RW9jXj0LZKb0qjTap6QrYiqv1y32Iw=</latexit>

-" <latexit sha1_base64="sYXh8N+nTPT95eWIg8s/ztRplbg=">AAAC03icbVFNbxMxEHWWr7J8pXBCXCyiSuUSJQgVjoVy4BIotNtWSqLI6500Vv2xsmdJImuFhLjyJ5C4wu/h3+DdbCTSMpKl5zd+M88zaS6Fw17vTyu6dv3GzVtbt+M7d+/df9DefnjiTGE5JNxIY89S5kAKDQkKlHCWW2AqlXCaXhxU+dPPYJ0w+hiXOYwVO9diKjjDQE3aj0eK4Ywz6Y/K3Rq7aYCTwbNJu9Pr9uqgV0G/AR3SxOFku/VjlBleKNDIJXNu2O/lOPbMouASynhUOMgZv2DnMAxQMwVu7Os/lHSHBiqjU2PD0Uhr+l+JZ8q5pUqrp7XPy8mK/G9yWOD01dgLnRcImje9poWkaGg1FJoJCxzlMgDGrQh+KZ8xyziG0cUbjarqOapFVeVYhB/Q9zCnn4ximiIskM4FzmoP1BV5bixuyDXMcbF2WilXNVb6io/jHZo4oDgD6pDpjNmMHhhVebd0YDKwmq6XFo/eQhi1hUG4v5b5jKWAfp0t/YfBUem5csvSq9LrMo7DVvuXd3gVnDzv9ve6ex9fdPbfNPvdIk/IU7JL+uQl2SfvyCFJCCdfyE/yi/yOkshHX6Nvq6dRq9E8IhsRff8LzMbiPg==</latexit>S (S! )

<latexit sha1_base64="OCFDjU0P+GyMDHss54tMSwJhj2E=">AAAC0XicbVFNbxMxEHWWr7J8pXDgwMUiqlQuUVKh0mNLOXAJFNK0lZIo8npnu1b9sbJnSVarlRBX/gVc4Qfxb/BuEom0jGTp+Y3fzPNMlEnhsNf70wpu3b5z997W/fDBw0ePn7S3n545k1sOI26ksRcRcyCFhhEKlHCRWWAqknAeXR3X+fMvYJ0w+hSLDKaKXWqRCM7QU7P284limHImy2G122CXePhq1u70ur0m6E3QX4EOWcXJbLv1YxIbnivQyCVzbtzvZTgtmUXBJVThJHeQMX7FLmHsoWYK3LRsflDRHeqpmCbG+qORNvS/kpIp5woV1U8bl9eTNfnf5DjH5GBaCp3lCJqveiW5pGhoPRIaCwscZeEB41Z4v5SnzDKOfnDhRqO6eoZqUVc5Ff4H9APM6WejmKYIC6RzgWnjgbo8y4zFDbmGOS7WTmvlssZSX/NhuENHDiimQB0yHTMb02Ojau+WDkwMVtP1ysLJO/CjtjDw9yOZpSwCLNfZqvw4GFYlV66oSlWVugpDv9X+9R3eBGd73f5+d//T687h29V+t8gL8pLskj55Qw7Je3JCRoSTivwkv8jvYBgUwdfg2/Jp0FppnpGNCL7/BdzZ4X4=</latexit>S (S) <latexit sha1_base64="plFizfUHcH1VdecPlXRH3NKgX4Y=">AAACxHicbVHbbhMxEHWWW1luLTzyYhFV4inaINTyWChCvAQKbdpK2SjyeieNVd9kz5JE1vIZvIL4K/4G7yaVSMtIlo7P+MwczxRWCo9Z9qeT3Lp95+69rfvpg4ePHj/Z3nl66k3lOAy5kcadF8yDFBqGKFDCuXXAVCHhrLg8bPJn38B5YfQJLi2MFbvQYio4w0jluWI489NwXE8Gk+1u1svaoDdBfw26ZB1Hk53O77w0vFKgkUvm/aifWRwH5lBwCXWaVx4s45fsAkYRaqbAj0Nruqa7NFIlnRoXj0ba0v9KAlPeL1XRPG1tXk825H+Towqnb8ZBaFshaL7uNa0kRUObKdBSOOAolxEw7kT0S/mMOcYxzirdaNRUt6gWTZUTEX9AP8GcfjWKaYqwQDoXOGs9UF9ZaxxuyDXMcXHltFGuaqz0DZ+mu3TogeIMqEemS+ZKemhU493RgSnBadruiTOZ5u8hjtrBIN7fSjtjBWC4ytbh8+C4Dlz5ZR1UHXSdpnGr/es7vAlOX/X6e729L6+7B+/W+90iz8kL8pL0yT45IB/JERkSTiz5QX6SX8mHRCY+qVZPk85a84xsRPL9L7QY3Lk=</latexit>

S!

<latexit sha1_base64="HJoMiKleT2f8DDy986p0c6OHyIc=">AAAC4HicbVFNbxMxEHWWr7J8pXDkYhEVlUuUVKj02FJASChQaNNWSqLI6500Vtf2yp4liSzfOSAhrhz5CVzhj/Bv8G4SRFpGsvTmjd/4eSbJM2Gx1fpdi65cvXb9xtrN+NbtO3fv1dfvH1tdGA5drjNtThNmIRMKuigwg9PcAJNJBifJ+X5ZP/kIxgqtjnCWw0CyMyVGgjMM1LD+uC8ZjjnL3KHf/Itf+aGrEjtyb156/2RYb7SarSroZdBegAZZxMFwvfa9n2peSFDIM2Ztr93KceCYQcEz8HG/sJAzfs7OoBegYhLswFUf8nSDBiqlI23CUUgr+l+JY9LamUzKq5XPi8WS/G+xV+BoZ+CEygsExRdvjYqMoqblhGgqDHDMZgEwbkTwS/mYGcYxzDFeeajsnqOcll2ORPgBfQsT+kFLpijCFOlE4LjyQG2R59rgilzBBKdLp6Vy3mOuL/k43qBdCxTHQC0ylTKT0n0tS++GdnQKRtHl1uL+CwijNtAJ+V6Wj1kC6JZV7951Dr3j0s68k94pH8dhq+2LO7wMjrea7e3m9vunjd3ni/2ukYfkEdkkbfKM7JLX5IB0CSefyQ/yk/yKkuhT9CX6Or8a1RaaB2Qlom9/ANx96Bw=</latexit>S (FKE)
<latexit sha1_base64="QAkwIhr9LV06zTcITlur3b5y4wo=">AAACw3icbVHbbhMxEHWWW1luLTzyYhFV4inaIFR4LBQkXgIFmrYiiSqvd9K14svKniWJrP0MXkHir/gb7GQjkZaRLB2f8Zk5nskrKRxm2Z9OcuPmrdt3du6m9+4/ePhod+/xqTO15TDkRhp7njMHUmgYokAJ55UFpnIJZ/nsKObPvoN1wugTXFYwUexSi6ngDAM1GiuGJWfSf2sudrtZL1sFvQ76LeiSNo4v9jq/x4XhtQKNXDLnRv2swolnFgWX0KTj2kHF+IxdwihAzRS4iV95bug+DVRBp8aGo5Gu6H8lninnliqPT6NLdzUZyf8mRzVOX0+80FWNoHnba1pLiobGIdBCWOAolwEwbkXwS3nJLOMYRpVuNYrVK1SLWOVEhB/QjzCnX4ximiIskM4FlisP1NVVZSxuyTXMcbFxGpXrGmt95NN0nw4dUCyBOmS6YLagR0ZF75YOTAFW082a0vE7CKO2MAj3N7IqWQ7oN9nGfxp8bTxXbtl41XjdpGnYav/qDq+D0xe9/kHv4PPL7uHbdr875Cl5Rp6TPnlFDskHckyGhBNDfpCf5FfyPpklNsH106TTap6QrUiav9Nt3GE=</latexit>Z

<latexit sha1_base64="CRvcXDI35LbAO8wZiteVY+SBBiI=">AAACu3icbVFNbxMxEHWWr7J8tXDkYhFV4hTtIlS4IBXKoZdAoU0bKYkir3eSNfXHyp4liVb7E7jCnX/Fv8FOthJpGcnS85t5M8+erJTCYZL86US3bt+5e2/nfvzg4aPHT3b3np47U1kOA26kscOMOZBCwwAFShiWFpjKJFxkl0chf/EdrBNGn+GqhIlicy1mgjP01Olwejzd7Sa9ZB30Jkhb0CVtnEz3Or/HueGVAo1cMudGaVLipGYWBZfQxOPKQcn4JZvDyEPNFLhJvfba0H3qqZzOjPVHI13T/0pqppxbqSyUKoaFu54M5H+Towpnbye10GWFoHk7a1ZJioaGx9NcWOAoVx4wboX3S3nBLOPovyjeGhS6l6iWocuZ8C+gn2BBvxrFNEVYIl0ILNYeqKvK0ljckmtY4PLKaVBuemz0gY/jfTpwQLEA6pDpnNmcHhkVvFvaNzlYTcehkjMZjz+C/2oLfX9/L8uCZYD1VbapP/dPm5ort2pq1dS6iWO/1fT6Dm+C81e99KB38OV19/BDu98d8py8IC9JSt6QQ3JMTsiAcDInP8hP8it6F/HoWyQ3pVGn1TwjWxFVfwFRYNiI</latexit>

!!
<latexit sha1_base64="kHRWEYu9MRFPp/7azTZaDs/A6YE=">AAACu3icbVFNbxMxEHWWr7J8tXDkYhFV4hTtItRyQSqUQy+BQpu2KIkir3eSNfWX7FmSaLU/gSvc+Vf8G7zJViItI1l6fjNv5tmTWSk8JsmfTnTr9p2797buxw8ePnr8ZHvn6Zk3peMw4EYad5ExD1JoGKBACRfWAVOZhPPs8rDJn38H54XRp7i0MFZspsVUcIaBOvk6OZpsd5Nesgp6E6Qt6JI2jic7nd+j3PBSgUYumffDNLE4rphDwSXU8aj0YBm/ZDMYBqiZAj+uVl5ruksDldOpceFopCv6X0nFlPdLlTWlimHhrycb8r/JYYnTN+NKaFsiaN7OmpaSoqHN42kuHHCUywAYdyL4pbxgjnEMXxRvDGq6W1SLpsupCC+gH2FOvxjFNEVYIJ0LLFYeqC+tNQ435BrmuLhy2ijXPdb6ho/jXTrwQLEA6pHpnLmcHhrVeHe0b3Jwmo6aSs5kPPoA4asd9MP9nbQFywCrq2xdfeqf1BVXfllXqq50Hcdhq+n1Hd4EZ6966V5v7/Pr7sH7dr9b5Dl5QV6SlOyTA3JEjsmAcDIjP8hP8it6G/HoWyTXpVGn1TwjGxGVfwFTt9iJ</latexit>

!!

(a) Ideal World

C𝑀C𝐻

<latexit sha1_base64="jsfaMKRNdEQnM4b5nH/OXt1FQxk=">AAACw3icbVHbbhMxEHWWW1luLTzyYhFV4inaIG6PLQWJl0CBpq2URJXXO+la8U32LElk7WfwChJ/xd/gTTYSaRnJ0vEZn5njmdxK4THL/nSSGzdv3b6zcze9d//Bw0e7e49PvakchyE30rjznHmQQsMQBUo4tw6YyiWc5bOjJn/2HZwXRp/g0sJEsUstpoIzjNRorBiWnMlwWF/sdrNetgp6HfRb0CVtHF/sdX6PC8MrBRq5ZN6P+pnFSWAOBZdQp+PKg2V8xi5hFKFmCvwkrDzXdJ9GqqBT4+LRSFf0v5LAlPdLlTdPG5f+arIh/5scVTh9OwlC2wpB87bXtJIUDW2GQAvhgKNcRsC4E9Ev5SVzjGMcVbrVqKluUS2aKici/oB+gjn9ahTTFGGBdC6wXHmgvrLWONySa5jjYuO0Ua5rrPUNn6b7dOiBYgnUI9MFcwU9Mqrx7ujAFOA03awpHb+HOGoHg3g/lLZkOWDYZOvwefCtDlz5ZR1UHXSdpnGr/as7vA5OX/T6r3uvvrzsHrxr97tDnpJn5DnpkzfkgHwkx2RIODHkB/lJfiUfklniElw/TTqt5gnZiqT+C5i13Ec=</latexit>A

<latexit sha1_base64="TtWr34FkUrkvdft1ENZQu6c5Mm8=">AAACwnicbVFNbxMxEHWWr7J8tXDkYhFV4hTtIlQ4FtoDl0ChTVuRRJXXO+ma+gt7liRa9l9whQP/in+Dd7OVSMtIlp7f+M08z2RWCo9J8qcX3bh56/adjbvxvfsPHj7a3Hp87E3pOIy4kcadZsyDFBpGKFDCqXXAVCbhJLvYa/In38B5YfQRLi1MFTvXYiY4w0B9niiGhZ9Vh/XZZj8ZJG3Q6yDtQJ90cXC21fs9yQ0vFWjkknk/ThOL04o5FFxCHU9KD5bxC3YO4wA1U+CnVWu5pts0UDmdGReORtrS/0oqprxfqqx52pq8mmzI/ybHJc5eTyuhbYmgeddrVkqKhjYzoLlwwFEuA2DcieCX8oI5xjFMKl5r1FS3qBZNlSMRfkDfw5x+MoppirBAOhdYtB6oL601DtfkGua4uHTaKFc1VvqGj+NtOvJAsQDqkemcuZzuGdV4d3RocnCatlviTMaTfQijdjAM9zfSFiwDrC6zdfVheFhXXPllXam60nUch62mV3d4HRy/GKQ7g52PL/u7b7v9bpCn5Bl5TlLyiuySd+SAjAgnmvwgP8mvaD/6En2N/Opp1Os0T8haRN//As6b2/k=</latexit>

S
<latexit sha1_base64="plFizfUHcH1VdecPlXRH3NKgX4Y=">AAACxHicbVHbbhMxEHWWW1luLTzyYhFV4inaINTyWChCvAQKbdpK2SjyeieNVd9kz5JE1vIZvIL4K/4G7yaVSMtIlo7P+MwczxRWCo9Z9qeT3Lp95+69rfvpg4ePHj/Z3nl66k3lOAy5kcadF8yDFBqGKFDCuXXAVCHhrLg8bPJn38B5YfQJLi2MFbvQYio4w0jluWI489NwXE8Gk+1u1svaoDdBfw26ZB1Hk53O77w0vFKgkUvm/aifWRwH5lBwCXWaVx4s45fsAkYRaqbAj0Nruqa7NFIlnRoXj0ba0v9KAlPeL1XRPG1tXk825H+Towqnb8ZBaFshaL7uNa0kRUObKdBSOOAolxEw7kT0S/mMOcYxzirdaNRUt6gWTZUTEX9AP8GcfjWKaYqwQDoXOGs9UF9ZaxxuyDXMcXHltFGuaqz0DZ+mu3TogeIMqEemS+ZKemhU493RgSnBadruiTOZ5u8hjtrBIN7fSjtjBWC4ytbh8+C4Dlz5ZR1UHXSdpnGr/es7vAlOX/X6e729L6+7B+/W+90iz8kL8pL0yT45IB/JERkSTiz5QX6SX8mHRCY+qVZPk85a84xsRPL9L7QY3Lk=</latexit>

S!

<latexit sha1_base64="Vo9fq3trQvYRr6elOxgw2s92rWs=">AAAC03icbVFdaxNBFJ2sX3X9SvVJfBkMBZ/CRqT6WK2KINGq3baQhDA7e9MMnY9l5q5JGBZBfPVPCL7q7/HfOLtJwLReGDj33Dl3ztybFVI4TJI/rejS5StXr21dj2/cvHX7Tnv77pEzpeWQciONPcmYAyk0pChQwklhgalMwnF2tl/Xjz+DdcLoQ1wUMFLsVIuJ4AwDNW7fHyqGU86kf12NfZO4iX/7qqrG7U7STZqgF0FvBTpkFQfj7daPYW54qUAjl8y5QS8pcOSZRcElVPGwdFAwfsZOYRCgZgrcyDd/qOgODVROJ8aGo5E29L8Sz5RzC5XVVxub54s1+d/ioMTJs5EXuigRNF+9NSklRUProdBcWOAoFwEwbkXwS/mUWcYxjC7eeKjuXqCa110ORfgBfQcz+tEopinCHOlM4LTxQF1ZFMbihlzDDOdrp7Vy2WOpr/k43qGpA4pToA6ZzpnN6b5RtXdL+yYHq+l6afHwJYRRW+iH/LkspiwD9Otq5d/3P1WeK7eovKq8ruI4bLV3focXwdHjbm+3u/vhSWfvxWq/W+QBeUgekR55SvbIG3JAUsLJF/KT/CK/ozTy0dfo2/Jq1Fpp7pGNiL7/BRFC4sg=</latexit>FKE

<latexit sha1_base64="QAkwIhr9LV06zTcITlur3b5y4wo=">AAACw3icbVHbbhMxEHWWW1luLTzyYhFV4inaIFR4LBQkXgIFmrYiiSqvd9K14svKniWJrP0MXkHir/gb7GQjkZaRLB2f8Zk5nskrKRxm2Z9OcuPmrdt3du6m9+4/ePhod+/xqTO15TDkRhp7njMHUmgYokAJ55UFpnIJZ/nsKObPvoN1wugTXFYwUexSi6ngDAM1GiuGJWfSf2sudrtZL1sFvQ76LeiSNo4v9jq/x4XhtQKNXDLnRv2swolnFgWX0KTj2kHF+IxdwihAzRS4iV95bug+DVRBp8aGo5Gu6H8lninnliqPT6NLdzUZyf8mRzVOX0+80FWNoHnba1pLiobGIdBCWOAolwEwbkXwS3nJLOMYRpVuNYrVK1SLWOVEhB/QjzCnX4ximiIskM4FlisP1NVVZSxuyTXMcbFxGpXrGmt95NN0nw4dUCyBOmS6YLagR0ZF75YOTAFW082a0vE7CKO2MAj3N7IqWQ7oN9nGfxp8bTxXbtl41XjdpGnYav/qDq+D0xe9/kHv4PPL7uHbdr875Cl5Rp6TPnlFDskHckyGhBNDfpCf5FfyPpklNsH106TTap6QrUiav9Nt3GE=</latexit>Z
<latexit sha1_base64="CRvcXDI35LbAO8wZiteVY+SBBiI=">AAACu3icbVFNbxMxEHWWr7J8tXDkYhFV4hTtIlS4IBXKoZdAoU0bKYkir3eSNfXHyp4liVb7E7jCnX/Fv8FOthJpGcnS85t5M8+erJTCYZL86US3bt+5e2/nfvzg4aPHT3b3np47U1kOA26kscOMOZBCwwAFShiWFpjKJFxkl0chf/EdrBNGn+GqhIlicy1mgjP01Olwejzd7Sa9ZB30Jkhb0CVtnEz3Or/HueGVAo1cMudGaVLipGYWBZfQxOPKQcn4JZvDyEPNFLhJvfba0H3qqZzOjPVHI13T/0pqppxbqSyUKoaFu54M5H+Towpnbye10GWFoHk7a1ZJioaGx9NcWOAoVx4wboX3S3nBLOPovyjeGhS6l6iWocuZ8C+gn2BBvxrFNEVYIl0ILNYeqKvK0ljckmtY4PLKaVBuemz0gY/jfTpwQLEA6pDpnNmcHhkVvFvaNzlYTcehkjMZjz+C/2oLfX9/L8uCZYD1VbapP/dPm5ort2pq1dS6iWO/1fT6Dm+C81e99KB38OV19/BDu98d8py8IC9JSt6QQ3JMTsiAcDInP8hP8it6F/HoWyQ3pVGn1TwjWxFVfwFRYNiI</latexit>

!!
<latexit sha1_base64="kHRWEYu9MRFPp/7azTZaDs/A6YE=">AAACu3icbVFNbxMxEHWWr7J8tXDkYhFV4hTtItRyQSqUQy+BQpu2KIkir3eSNfWX7FmSaLU/gSvc+Vf8G7zJViItI1l6fjNv5tmTWSk8JsmfTnTr9p2797buxw8ePnr8ZHvn6Zk3peMw4EYad5ExD1JoGKBACRfWAVOZhPPs8rDJn38H54XRp7i0MFZspsVUcIaBOvk6OZpsd5Nesgp6E6Qt6JI2jic7nd+j3PBSgUYumffDNLE4rphDwSXU8aj0YBm/ZDMYBqiZAj+uVl5ruksDldOpceFopCv6X0nFlPdLlTWlimHhrycb8r/JYYnTN+NKaFsiaN7OmpaSoqHN42kuHHCUywAYdyL4pbxgjnEMXxRvDGq6W1SLpsupCC+gH2FOvxjFNEVYIJ0LLFYeqC+tNQ435BrmuLhy2ijXPdb6ho/jXTrwQLEA6pHpnLmcHhrVeHe0b3Jwmo6aSs5kPPoA4asd9MP9nbQFywCrq2xdfeqf1BVXfllXqq50Hcdhq+n1Hd4EZ6966V5v7/Pr7sH7dr9b5Dl5QV6SlOyTA3JEjsmAcDIjP8hP8it6G/HoWyTXpVGn1TwjGxGVfwFTt9iJ</latexit>

!!

(b) Real World

Figure 11: S and CH denote the honest server and clients;
SM and CM denote the malicious server and clients. Dashed
outlines mark parties fully controlled by the adversary. The
simulator S maintains internal state per party, denoted S(·).
Shaded nodes run the server protocol. Solid arrows represent
protocol interactions; dashed, internal communication within
A and S; dotted, ideal-world interactions; and gray, com-
munication between A and Z . XH and XM are honest and
malicious client inputs; YH are the honest clients’ outputs.
XH is chosen by Z , which also receives YH from the
reactive functionality F each epoch.

A.1. Simulator S
H→H , M→H , H→M , and M→M represent the

honesty of the sender and receiver: H →H indicates that
both are honest, M→H a malicious sender with an honest
receiver, H→M an honest sender with a malicious receiver,
and M →M both being malicious. Let S and SM denote
the honest and malicious server, respectively.

At a high level, when H → H , S replaces each write
performed by a simulated honest client with a fake write and
each read with a fake read. For H→M , M→H , or M→
M , S adheres to the real protocol when simulating honest
clients. S can simulate the honest server S by following the
real protocol.

We now provide the detailed simulator descriptions for
the two cases: (i) S2 is malicious, and (ii) S1 is malicious,
respectively. In both cases, at system instantiation, upon
receiving {(c, c′) | c ∈ CH , c′ ∈ CM , c′ ∈ contacts[c]}
from F , S uses FKE to establish shared symmetric keys
between honest and malicious clients. By default, the writes
and reads performed by simulated clients (in case Z decided
to keep them online) are fake writes and fake reads. Based
on information received from A and F , S modifies the
behavior of these simulated clients.

A.1.1. Simulator S for Case 1. S simulates S1 and honest
clients CH for the adversary, while interacting with F on

behalf of malicious clients CM . In this case, S approves all
write requests from honest clients. S faithfully simulates S1
according to the protocol. When S2 sends the ACK to the
simulated S1 after S1’s batch write, S sends ⟨NextEpoch⟩
to F . Per conversation:
• H → H: Honest clients perform fake writes and fake

reads. In particular, they perform one fake write for both
the message and notification, Q fake notification reads,
and one fake message read. When F informs S of a read
request ⟨Read, cr, t⟩, S makes the fake read request from
cr. If the simulated cr does not abort, S approves the read
request of the real cr; otherwise, it disapproves.

• M → H: S monitors its simulation of S1 for messages
from a cs ∈ CM (with cs ∈ contacts[cr] for an honest
client cr ∈ CH ) in epoch t. If cs sends a well-formed
message m (i.e., one that the simulated cr can retrieve
successfully), then S sends ⟨Write, cr,m, t⟩ to F on
behalf of cs at the end of epoch t. If cr is able to retrieve
more than one message from cs in the same epoch, S does
not send any write request from cs in epoch t to F . When
honest cr eventually reads this message, F informs S by
sending ⟨Read, cs, cr, t′⟩ for some epoch t′ > t. When
this happens, S makes a real read request from simulated
cr. Rejecting reads in case simulated cr aborts is the same
as in H→H .

• H→M : S receives ⟨Write, cs, cr,m, t⟩ from F and uses
its shared keys to perform a real write for simulated client
cs to send m to cr in epoch t.

• M →M : S follows the protocol and does not need to
communicate anything to F .

A.1.2. Simulator S for Case 2. S simulates S2 and honest
clients CH for the adversary, while interacting with F on
behalf of the malicious clients CM . In this case, S approves
all read requests from honest clients. S faithfully simulates
S2 according to the protocol. If the batch write from S1
is well-formed, S sends ⟨NextEpoch⟩ to F provided the
minimum epoch time has elapsed. Per-conversation:
• H → H: Honest clients perform fake reads and fake

writes. S monitors its simulation of S2 and does the
following based on how the corrupted S1 processes the
write:

1) If the notification corresponding to the fake write that
a simulated cs performs in epoch t is not in the right
bucket, S disapproves the write request from cs on
receiving ⟨Write, cs, t⟩.

2) If the notification is in the right bucket, S approves the
write request from cs and tracks whether the message
is retrievable in epochs t′ ≥ t. At the end of each epoch
t′, S sends ⟨Avail, cs, t, b⟩ to F where b = true if the
message is in the right bucket during the batch write
from S1 in epoch t′.

• M → H: S monitors its simulation of S2 for messages
from a cs ∈ CM (with cs ∈ contacts[cr] for cr ∈ CH )
in epoch t. Suppose S sees a well-formed notification
from cs in epoch t. First, S sends ⟨Write, cr,⊥, t⟩ to F
and approves it. Then, it observes the current retrievable



message corresponding for this notification in epoch t′ ≥
t, and does the following in epoch t′:

1) If there is a single retrievable message m, S
sends ⟨Write, cr,m, t⟩, approves it, and then sends
⟨Avail, cs, t, true⟩ to F .

2) Else (there are zero or multiple retrievable messages),
S sends ⟨Avail, cs, t, false⟩ to F .

• H→M & M→M : Same as Case 1.

A.2. Security Proof

Proof. (Theorem 1) There are two cases.
Case 1: A controls SM = S2 and CM .

Hybrid 0 H0: Real world. The real Myco protocol.
Hybrid 1 H1: Simulator controls FKE, honest clients

CH , and S1. Protocol responsibilities are delegated to S: it
controls FKE, the honest clients CH , and S1 according to the
protocol. Consequently, it generates the shared symmetric
keys and it knows honest party inputs (contacts, messages
to send, push policies). Since S faithfully simulates FKE, the
honest clients, and S1, H0 and H1 are indistinguishable.

Hybrid 2H2: Replace client’s KDF-derived keys with
uniformly random keys. In this hybrid, the honest clients
freshly and independently sample all KDF-derived keys (i.e.,
kenc, krenc, krk, kntf , and kntfrk ) for their H → H conver-
sations, instead of deriving them from the corresponding
shared secret k. The simulator ensures that communicating
honest clients use the same keys so that the receivers can
successfully retrieve the messages as in the previous hybrid.
Since the shared secret k (i.e., source key material to KDF)
has at least λ bits of entropy, this hybrid is indistinguishable
due to the pseudorandomness of the KDF.

Hybrid 3 H3: Replace client’s PRF outputs with
uniformly random values. In this hybrid, if an honest
client cs is sending a message to another honest client cr,
it replaces the PRF outputs (i.e., f and fntf , key krenc,t,
and notification ctntf ) with uniformly random values, instead
of deriving them from client.keys[cr] (i.e., krk, kntfrk , krenc,
kntf , respectively). Again, the simulator ensures that the
honest client cr uses the same random values to replace PRF
outputs to ensure the same output behavior as before. This
hybrid is indistinguishable due to the pseudorandomness of
the PRF since all PRF keys are uniformly random in this
hybrid.

Hybrid 4 H4: Authenticity of notifications. In this
hybrid, the simulator aborts if an honest client cr accepts a
notification ctntf from honest client cs with respect to epoch
t even though cs did not send this notification in epoch t.
This hybrid is indistinguishable because the notifications for
each epoch are uniformly random values of λ bits, and there
is a negligible probability that the adversary will guess the
correct value.

Hybrid 5 H5: Authenticity of messages. In this hybrid,
the simulator aborts if an honest client cr accepts a message
m from honest client cs with respect to epoch t, even though
cs did not send m during epoch t. This hybrid is indis-
tinguishable because the simulator aborts with negligible

probability due to the INT-CTXT property of the AEAD
scheme which provides integrity for both the ciphertext and
the associated data. The integrity of the ciphertext prevents
the adversary from presenting a valid ciphertext that cs
did not generate, and the integrity of the additional data
prevents it from replaying an old valid ciphertext because
the associated data embeds the write epoch.

Hybrid 6 H6: Confidentiality of client messages. In
this hybrid, if any honest client cs wants to send some
message m to another honest client cr, it sends 0 instead:
ct← Enckenc(0; client.t). To keep the outputs of honest par-
ties consistent with the previous hybrid, if cr receives a valid
ciphertext from cs in epoch t, the simulator has cr output m
in epoch t instead of 0. This hybrid is indistinguishable due
to the IND-CPA property of the AEAD scheme. Note that
the IND-CPA property is enough in this hybrid because we
already have the guarantee that honest clients can identify
adversarially generated ciphertexts.

Hybrid 7 H7: Real → fake client writes. In this
hybrid, when an honest client cs sends a message to another
honest client cr in epoch t, instead of using kenc, it samples
a uniformly random key k′enc

$←− {0, 1}λ, that is freshly
sampled each epoch t. Accordingly, cr trial decrypts with
k′enc for that epoch instead of using kenc. This hybrid is
indistinguishable due to the key-privacy property of the
AEAD scheme. Note that in this hybrid, honest clients have
replaced real writes to honest clients with fake writes.

Hybrid 8 H8: H→H client writes → dummy writes.
In this hybrid, S1 replaces krenc,t in Tree-Myco for H →
H conversations with the random key k′renc,t

$←− {0, 1}λ,
that is freshly sampled during each epoch t. Accordingly,
the honest receivers also use k′renc,t for that epoch to trial-
decrypt cmsg ← Enck′

renc,t
(ct). It also replaces the dummy

writes as follows: sample random keys k′, k′′
$←− {0, 1}λ

and output Enck′(Enck′′(0m)). Due to the key-privacy and
the IND-CPA property of the AEAD scheme, this hybrid
is indistinguishable. Note that the H→H client writes are
now identically distributed to the dummy writes introduced
by S1.

Hybrid 9 H9: Corrupted S2 response leads to abort.
In this hybrid, the simulator aborts if an honest client does
not output abort in an epoch even though S2’s response in
that epoch was not according to the protocol specification.
S2 can deviate from the protocol in one of the following
three ways:
1) It can refuse service by not responding to the client’s

read request.
2) It can provide the wrong epoch counter to the client.
3) It can tamper with the buckets sent by S1.
The honest client can detect all three deviations. For (2), it
asks for the epoch counter from both servers and confirms
they are the same before accepting it, and for (3), it verifies
a signature from S1 on each bucket it accepts. Thus, S
will abort with negligible probability due to the EUF-CMA
property of signatures, and this hybrid is indistinguishable.

Hybrid 10 H10: Correct S2 response guarantees
H → H message delivery. In this hybrid, S aborts if S1



aborts because it cannot fit the client writes (both honest
and malicious) in the Myco buckets. If S1 does not abort
and S2 provides the right response to a client, the client is
guaranteed to receive its H→H messages. In §5 and §B,
we prove that we choose the Myco parameters such that S1
can always accommodate the writes in the buckets assuming
the bucket indices for each write are chosen uniformly at
random. Recall that bucket indices ℓ and ℓntf are chosen
by a PRF output. Since the PRF seed ksrk,t is chosen after
the inputs to the PRF are decided, it is straightforward to
prove that an adversary that can make a bucket overflow with
PRF outputs can also distinguish the PRF from a random
function. Thus, the simulator never aborts in this hybrid and
it is indistinguishable from the previous one.

Hybrid 11 H11: Real → fake client reads. In this
hybrid, any honest client receiver cr makes the following
changes: the buckets to read fntf and f for conversations
with any honest sender cs are chosen at random (indepen-
dently of the corresponding sender cs). As a result, the real
client reads for H→H conversations are now identical to
the fake client reads. Client cr preserves the output from
the previous hybrid if it does not detect protocol deviation
from S2 because the correct output is guaranteed if S2 does
not deviate.

Since we have just replaced real H → H client reads
with fake reads, this hybrid is indistinguishable from the
previous hybrid if real H → H and fake client reads are
indistinguishable for the adversary which sees reads through
corrupted S2. To prove that this is indeed the case, consider
the following facts about this hybrid:
• The real H→H writes are identical to the dummy writes

introduced by S1 from adversary’s perspective. So we can
think of real H→H writes also as dummy writes.

• The only difference between a real H → H read and a
fake read in the previous hybrid is that the former has a
corresponding real write.

Thus, as long as each fake read in this hybrid could
potentially have a corresponding real write, any of these
could potentially be a real H→H read for the adversary.
This is the case if the total number of fake reads by honest
receivers (includes real H →H reads) to a bucket do not
exceed the number of dummy writes (includes real H →
H writes) in that bucket. All the malicious client writes
and the fake reads from honest receivers can be seen as
Q·N and N random accesses to the Matrix-Myco and Tree-
Myco buckets, and our parameter selection in §5 ensures the
accesses never overflow the bucket.

Hybrid 12 H12: Ideal world. In this hybrid, we realize
the complete simulator described in §A.1.1. The following
changes are made from the previous hybrid:
1) The honest clients and S1 are no longer controlled by

the simulator, and the honest clients only interact with
the ideal functionality F . Thus, S no longer has access
to honest client inputs like their messages, contacts, and
push policies.

2) S receives {(c, c′) | c ∈ CH ∧ c′ ∈ CM ∧ c′ ∈
contacts[c]} from F , and accordingly makes request

from the simulated honest clients to FKE to setup shared
symmetric keys with malicious clients just like before.

3) When S2 sends the ACK to the simulated S1 after S1’s
batch write, S sends ⟨NextEpoch⟩ to F . Note that simu-
lated S1 will only perform a batch write after minimum
epoch time has elapsed.

4) For H → H conversations, the honest clients in the
previous hybrid are only performing fake writes and fake
reads, and thus, the simulator does not need to know their
inputs to simulate them. From the previous hybrid, we
have the following guarantees for H→H conversations:
messages from honest senders cannot be spoofed or
replayed, they are either delivered according to push
policy if S2 follows the protocol or the honest client
outputs ⊥ otherwise. Whenever F sends ⟨Read, cr, t⟩ to
S, it performs a fake read from simulated cr, and if
simulated cr does not abort, it approves the read request
of real cr. Once the read is approved, F delivers reads
according to the push policy and the message delivery
from honest senders is guaranteed without spoofing or
replaying. In case cr aborts, S disapproves the read
request and F informs cr to output ⊥. Importantly, in
the previous hybrids, if a read is disapproved in epoch t
that was supposed to output some message mt, then the
next epoch t′ > t when a successful read happens, cr
outputs the message mt′ according to the push policy,
and skips over {mt, . . . ,mt′−1} (as is prescribed in the
real protocol). F also enforces the same output behavior
by setting DB[cs, cr, t] = ⊤ (marking it as read) even if
cr’s read was disapproved.

5) For M→H conversations, since S has set up shared keys
between honest and malicious clients and it simulates S1,
it can detect when a malicious client cs in the contact
list12 of an honest client cr is sending a message m to cr
in epoch t. Accordingly, at the end of epoch t, S sends
⟨Write, cr,m, t⟩ to F on behalf of cs if the message is
well-formed such that the simulated honest client can
actually retrieve it without outputting ⊥. Sending these
requests at the end of epoch t is okay because honest
clients can only receive them in epoch t + 1 onwards.
Note that a malicious client cs can potentially send
multiple messages to an honest cr in a single epoch
(potentially through multiple malicious senders). In case
this happens, the protocol prescribes cr to output ⊥
(since that proves the sender is malicious). Accordingly,
if S detects that there are multiple retrievable messages
to a cr from the same cs, it does not send any message
to F from cs. Finally, when honest cr eventually reads
the message sent by a malicious cs, F informs S by
sending ⟨Read, cs, cr, t′⟩ for some epoch t′ > t. When
this happens, S makes a real read request from simulated
cr to ensure that the adversary’s view of M →H con-
versations is identical to the previous hybrid. Rejecting

12. The simulator does not care about malicious clients outside the
contact list of an honest client because the honest clients in the previous
hybrid do not assign messages to clients outside their contact list and the
ones interacting with F do not get messages from clients outside their
contact list.



reads in case simulated cr aborts is the same as in the
H→H conversations.

6) For H→M conversations, whenever an honest client cs
writes a message m to malicious client cr during epoch
t, F sends ⟨Write, cs, cr,m, t⟩ to S. Since S already has
a shared key setup with cr and an honest client only
performs a single write per epoch, S performs a real
write (instead of a fake write) for simulated client cs to
send m to cr in epoch t.

7) For M→M conversations, S does not change anything
from the previous hybrid as it does not need to simulate
these clients.

This hybrid is the same as the ideal world, and ensures
that the output of honest parties and adversary’s view are
identical to the previous hybrid.

Case 2: A controls SM = S1 and CM .
H0: Real world. The real Myco protocol.
H1: Simulate FKE, honest clients CH , and S2. Same

as Case 1 except S controls S2 instead of S1.
H2, . . . ,H7: Same as Case 1. As in Case 1, in this

hybrid, real H → H writes have been replaced with fake
writes, we have authenticity of notifications and messages
for H → H conversations, and the bucket indices for
H → H messages are chosen uniformly at random (with
the constraint that a communicating honest pair of clients
write and read to the same bucket) instead of being derived
from a PRF.

Hybrid 8 H8: Real → fake client reads. The same
change as H11 in Case 1. This hybrid is indistinguishable
because the adversary does not control S2, and as such, does
not get to see the honest client reads.

Hybrid 9 H9: Ideal world. In this hybrid, we realize
the complete simulator described in §A.1.2. The following
changes are made from the previous hybrid:
1) The honest clients and S2 are no longer controlled by

the simulator, and the honest clients only interact with
the ideal functionality F , as described in the description
of ideal world (§4.2). Thus, S no longer has access to
honest client inputs like their messages, contacts, and
push policies.

2) S sets up the shared symmetric keys between honest and
malicious clients as in Case 1.

3) If the batch write sent by S1 to simulated S2 is well-
formed (has valid signatures and has the right structure),
S sends ⟨NextEpoch⟩ to F on behalf of S1 provided the
minimum epoch time has elapsed.

4) For H → H conversations, the honest clients in the
previous hybrid were performing fake reads and writes,
and thus, the simulator does not need to know their inputs
to simulate them. For any epoch t and any honest sender
client cs, the simulated S2 can track whether the message
sent by the simulated cs in epoch t is retrievable in some
epoch t′ ≥ t. A message is retrievable if and only if
the corrupted S1 put it in the right bucket according to
the protocol. The notification must be put in the right
bucket during epoch t for the message to be retrievable
because the notifications have separate buckets for each

epoch. Thus, if the notification was not in the right
bucket, S disapproves the write request from cs on
receiving ⟨Write, cs, t⟩. Otherwise, S approves the write
request and tracks whether the message is retrievable in
epochs t′ ≥ t. At the end of each epoch t′, S sends
⟨Avail, cs, t, b⟩ to F where b = true if the message is
in the right bucket during the batch write from S1 in
epoch t′. Note that the H→H messages are delivered
according to the push policy (modulo their availability)
in this hybrid and the previous one. Every successful
notification in the previous hybrid is considered by an
honest receiver while applying the push policy, and S
tells F to approve all H → H write requests which
had a successful notification, which are then ultimately
considered by F while applying the push policy. Note
that it is okay to delay setting the availability of writes
requests until the end of epoch (when corrupted S1
performs the batch write) because messages written in
epoch t will only be read epoch t+ 1 onwards.

5) For M→H conversations, like in Case 1, S can detect
when a malicious client cs in the contact list of an honest
client cr is sending a message m to cr in epoch t (since
S simulates S2). In case S1 follows the protocol, S
simulates the same way as Case 1. If not, corrupted S1
and cs can deviate in the following ways:

a) The notification is not in the right bucket during
epoch t.

b) The notification is in the right bucket but the cor-
responding message changes every epoch, and for
some epochs, it could even be unavailable (in the
wrong bucket or absent).

For the first behavior, S does not perform a write on
behalf of cs because the honest client’s push policy will
not consider this message without a valid notification,
and notification for epoch t cannot be introduced in
a later epoch. For the second behavior, it first sends
⟨Write, cr,⊥, t⟩ to F and approves it to ensure the
notification is considered by the push policy of cr. Then,
it observes the current retrievable message corresponding
for this notification in epoch t′ ≥ t, and does the follow-
ing in epoch t′: if there is a single retrievable message
m, S sends ⟨Write, cr,m, t⟩, approves it, and then sends
⟨Avail, cs, t, true⟩ to F . Else (there are zero or multiple
retrievable messages), S sends ⟨Avail, cs, t, false⟩ to F .
With this simulation strategy, we ensure that malicious
client messages availability is the same in ideal world
and the previous hybrid. Since the push policy only
depends on the valid notifications, these messages are
also delivered to an honest client according to their push
policy.

6) S handles H→M and M→M conversations the same
way as in the ideal world of Case 1.

This hybrid is the same as the ideal world, and ensures that
the outputs of honest parties and the adversary’s view are
identical to the previous hybrid.



Appendix B.
Capacity Analysis Proof

B.1. Matrix-Myco

Proof. (Theorem 2) Let QN be the number of buckets in
Matrix-Myco, and let Xv denote the number of messages
(out of these QN ) that land in bucket v. Because each
message chooses its bucket uniformly at random, the place-
ment of any single message in v is a Bernoulli trial with
probability p = 1/(QN). Hence

Pr[Xv > ZM ] = Pr
[
Binomial(QN, 1/(QN)) > ZM

]
.

Set ZM = 1 + δ with δ = 2
(
κ + log(QN)

)
≥ 2.

Applying the Chernoff bound gives

Pr
[
Binomial(QN, 1/(QN)) > ZM

]
≤ exp

(
− δ2

2+δ

)
(Chernoff)

≤ exp
(
− δ

2

)
≤ exp

(
−κ− log(QN)

)
≤ 2−κ−log(QN).

Taking a union bound over all QN buckets,

Pr
[ ⋃
v∈[QN ]

{Xv > ZM}
]
≤ QN · 2−κ−log(QN)

≤ 2−κ.

B.2. Tree-Myco

B.2.1. Overflow probability for a single node.

Theorem 4. Let Xv,d be a random variable representing the
total number of messages (out of N ) that are assigned to a
node v at depth d. Then the probability that Xv,d exceeds
capacity ZT satisfies

Pr[Xv,d > ZT ] = 2
[(
1− 2−(d+1)

)n − (
1− 2−d

)n]
· Pr

[
Binomial(N, 2−(d+1)) > ZT

]
.

Proof. (Theorem 4) Let P = (VP , EP ) denote the sparse
binary tree representing the path-set of n paths, where VP

is the set of nodes in the tree that are part of the path-set,
and EP is the set of edges between them. Let Ld,n be an
event that denotes that exactly one child of the node v is one
of the path-set nodes in VP . Note that this is a pre-requisite
for v to be an LCA. If both children are in the path-set,
v can not be the deepest node for any path that intersects
with the path-set; this is because v’s child or an even deeper
node would be considered the LCA. Conversely, if none of
the children are in the path-set, then v is also not in the
path-set.

We can define the probability of Ld,n as follows: we
want at least one path in the path-set to go through v at
depth-d, but we do not want any path in the path-set to go
through a child w of v.

To calculate the probability that the path-set goes
through v but not w, we first analyze the probability that
the path-set goes through a node v. Note that:

Pr[v ∈ VP ] = 1− Pr[v ̸∈ VP ] = 1− (1− 2−d)n

Likewise, the probability that the path-set goes through the
child w of this particular node v is given by:

Pr[w ∈ VP ] = 1− Pr[w ̸∈ VP ] = 1− (1− 2−(d+1))n

Note that every path that passes through a child node w
must also pass through its parent v. In other words, the event
{w ∈ VP } is a subset of the event {v ∈ VP }. Therefore,
subtracting the probability Pr[w ∈ VP ] from Pr[v ∈ VP ]
directly yields the probability that the path-set goes through
v but not through w. Since Pr[Ld,n] is the probability that
path-set goes through v (depth d) but not w (depth d + 1)
for two choices of w, we can write:

Pr[Ld,n] = 2 · [Pr[v ∈ VP ]− Pr[w ∈ VP ]]

= 2 · [(1− (1− 2−d)n)− (1− (1− 2−(d+1))n)]

= 2 · [(1− 2−(d+1))n − (1− 2−d)n]

Now that we have established the probability a node v
could be an LCA, we look at the probability that a message
with a random path ℓ will be put in v. Let A be this event.
Then, we have (Pr[A|¬Ld,n] = 0):

Pr[A] = Pr[Ld,n] · Pr[A|Ld,n] + Pr[¬Ld,n] · Pr[A|¬Ld,n]

= Pr[Ld,n] · Pr[A|Ld,n]

= Pr[Ld,n] · 2−(d+1)

In the above expression, Pr[A|Ld,n] = 2−(d+1) because
the path ℓ needs to go exactly through the child w (at depth
d+ 1) for v to be the LCA.

We can extend this analysis to N messages, and since
all of these messages are independently chosen w.r.t. a given
path-set. Once the path-set is fixed and node v is an LCA
with probability Pr[Ld,n], each message sampling can be
seen as an independent Bernoulli trial with probability p =
2−(d+1). Thus, we can write the probability Pr[Xv,d > ZT ]
as follows:
Pr[Xv,d > ZT ] = Pr[Ld,n] · Pr[Xv,d > ZT | Ld,n]

+ Pr[¬Ld,n] · Pr[Xv,d > ZT | ¬Ld,n]

= Pr[Ld,n] · Pr[Xv,d > ZT | Ld,n]

= Pr[Ld,n] · Pr[Binomial(N, 2−(d+1)) > ZT ]



B.2.2. Overflow probability for a single epoch.

Theorem 5. Choosing the bucket capacity ZT = Θ(κ +
logN∆) ensures that the total overflow probability in a
single epoch in the tree (i.e., the probability that some node
receives more than ZT messages) is at most 2−κ for security
parameter κ.

Proof. (Theorem 5) We split this analysis into two parts. Let
d0 = ⌊log( N

2 ln 2(κ+logN∆+2) )⌋ be the breakeven tree level
where we split the analysis. First, we analyze the overflow
probability of nodes at shallow levels 0 ≤ d ≤ d0 and then
later we look at the overflow probability of nodes at deeper
levels d0 < d ≤ D.
Shallow levels 0 ≤ d ≤ d0. Recall from Theorem 4 that
Pr[Xv,d > ZT ] = Pr[Ld,n] · Pr[Binomial(N, 2−(d+1)) >
ZT ] ≤ Pr[Ld,n]. We first argue that Pr[Ld,n] is
O(2−(κ+logN)) for these shallow levels.

Given n = N , we can re-write Pr[Ld,n] as follows for
levels 0 ≤ d ≤ d0:

Pr[Ld,n]

= 2 · [(1− 2−(d+1))N − (1− 2−d)N ]

= 2 · [2N log(1−2−(d+1)) − 2N log(1−2−d)]

≤ 2 · 2N log(1−2−(d+1))

≤ 2 · 2−N · 2−d

2 ln 2(
log(1− x) ≤ −x

ln(2)
for 0 < x < 1

)
≤ 2 · 2−κ−logN∆−2(

2 ln 2(κ+ logN∆+ 2)

N
≤ 2−d0 ≤ 2−d

)
≤ 2−κ

2N∆
≤ 2−κ

2N

Given that there are at most 2d0+1 ≤ 2· N
2 ln 2(κ+logN∆) ≤ N

nodes in the shallow levels, by the union bound it follows
that:

Pr
[ ⋃
0≤d≤d0

⋃
v∈Vd

{Xv,d > ZT }
]
≤ N · 2

−κ

2N
≤ 2−κ−1.

Deep levels d0 < d ≤ D. Recall from Theorem 4 that
Pr[Xv,d > ZT ] = Pr[Ld,n] · Pr[Binomial(N, 2−(d+1)) >
ZT ] ≤ Pr[Binomial(N, 2−(d+1)) > ZT ]. We first argue
that Pr[Binomial(N, 2−(d+1)) > ZT ] ≤ 2−(κ+logN∆) for
the deep levels d > d0, and then take a union bound over
all N∆ buckets to show that all of them overflow with at
most 2−κ−1 probability.

For d > d0, the mean of binomial is µ ≤ N · 2−(d+1) ≤
N ·2−d0 ≤ N · 4 ln 2(κ+logN∆+2)

N = 4 ln 2·(κ+logN∆+2).
Let µ0 = 4 ln 2(κ + logN∆ + 2) and ZT = (1 + δ) · µ0,
where δ = 2 is a constant. Now, we can rewrite the binomial
for depth d as follows:

Pr[Binomial(N, 2−(d+1)) > ZT ]

≤ Pr[Binomial(N,
µ0

N
) > ZT ] (

1

2d+1
<

µ0

N
)

≤ Pr[Binomial(N,
µ0

N
) > (1 + δ) · µ0]

≤ exp(− δ2

2 + δ
· µ0) (Chernoff Bound)

≤ exp
(
− δ2

2 + δ
· (κ+ logN∆+ 2)

)
≤ exp

(
−(κ+ logN∆+ 2)

)
(δ = 2)

≤ 2−κ

4N∆

Given that there are at most 2D ≤ 2N∆ nodes in the deep
levels, by the union bound it follows that:

Pr
[ ⋃
d0<d≤D

⋃
v∈Vd

{Xv,d > ZT }
]
≤ 2N∆ · 2−κ

4N∆
≤ 2−κ−1.

Combining the results. If we take a union bound over the
shallow as well as deep layers, we get the following result
for ZT = Θ(κ+ logN∆):

Pr
[ ⋃
0≤d≤D

⋃
v∈Vd

{Xv,d > ZT }
]
≤ 2−κ−1 + 2−κ−1 ≤ 2−κ.

B.2.3. Overflow probability across ∆ epochs.

Proof. (Theorem 3) Building on the analysis of shallow and
deep layers from Theorem 5, we prove that across epochs
t ∈ [0,∆ − 1], the combined overflow probability of any
bucket is negligible.

Let di = ⌊log( (i+1)·N
2 ln 2(κ+log (N∆3)+2) )⌋. Intuitively, the di

value helps us define the level above which messages from
certain epochs are guaranteed to not be stored. In particular,
in epoch t, we have the guarantee that messages from epochs
≤ t − i will always occupy levels > di. This is shown
pictorially in Figure 6.

To bound the combined overflow probability, we define
some bad events that we do not want to happen.

Bad Events. ∀t ∈ [0,∆), i ∈ [0, t], let At,i denote
the bad event that any epoch i message falls within layers
0 ≤ d ≤ dt−i in epoch t. ∀t ∈ [0,∆), i ∈ [1, t], let
Bt,i denote the bad event that at least one bucket in layers
d ∈ (di−1, di] overflows when i·N messages (corresponding
to epochs (t − i, t]) are inserted in epoch t. Note that if
events {At,j}j∈[0,t−i] do not happen, these buckets are only
supposed to get messages from epochs (t− i, t]. Bt,t+1 is a
special case that considers layers (dt, D] and the bad event
is that one of the buckets in these layers overflows when
(t+1) ·N messages (corresponding to all t+1 epochs) are
inserted.

Success Condition. If for all epochs t ∈ [0,∆− 1] and
i ∈ [0, t], all the bad events At,i and Bt,i+1 do not happen,
note that no overflows happen across ∆ epochs. Now, we
bound the probability that these bad events happen.

Analyzing Pr[At,i]. This is similar to the shallow-level
argument from Theorem 5. Note that epoch i messages have
access to a (t+ 1− i) ·N -sized pathset in epoch t.



This is the case because the following are equivalent in
terms of the placement of a message: (1) the path-set being
sampled incrementally, with N paths sampled at a time in
each epoch and a message moving from its current location
to its LCA with the path-set; (2) the path-set being sampled
for all t′ epochs at once and a message is placed at its
LCA with this path-set. To see why, consider a message
with a fixed, random leaf. In epoch 0, it is assigned to
the deepest node along its path that appears in the initial
set of N random paths. In each subsequent epoch, N new
independent random paths are added, and the message is
reassigned to the deepest node common to its leaf path and
the new path-set. After t′ epochs, the union of all path-sets
comprises t′N independent random paths. Since the LCA
operator is monotonic, adding paths can only push the LCA
deeper or leave it unchanged. Thus, the final assignment is
equivalent to computing the LCA over a single batch of t′N
paths.

Recall from Theorem 4 that Pr[Xv,d > 0] ≤ Pr[Ld,n].
Given n = (t + 1 − i) · N , we can re-write Pr[Ld,n] as
follows for levels 0 ≤ d ≤ dt−i:

Pr[Ld,n] = 2 · [(1− 2−(d+1))n − (1− 2−d)n]

≤ 2 · 2n log(1−2−(d+1))

≤ 2 · 2−n· 2−d

2 ln 2(
log(1− x) ≤ −x

ln(2)
for 0 < x < 1

)
≤ 2 · 2−κ−logN∆3−2(

2 ln 2(κ+logN∆3+2)
(t+1−i)·N ≤ 2−dt−i ≤ 2−d

)
≤ 2−κ

2N∆3

Given that there are at most 2dt−i+1 ≤ 2 ·
(t+1−i)·N

2 ln 2(κ+logN∆3+2) ≤ (t + 1 − i) · N nodes in the shallow
levels, by the union bound it follows that:

Pr[At,i] ≤ Pr
[ ⋃
0≤d≤dt−i

⋃
v∈Vd

{Xv,d > 0}
]

≤ (t+ 1− i)N · 2−κ

2N∆3
≤ t+ 1− i

2∆3
2−κ.

Analyzing Pr[Bt,i]. This is similar to the deep-level
argument from Theorem 5. Recall from Theorem 4 that
Pr[Xv,d > ZT ] = Pr[Ld,n] ·Pr[Binomial(i ·N, 2−(d+1)) >
ZT ] ≤ Pr[Binomial(i ·N, 2−(d+1)) > ZT ]. For di−1 < d ≤
di, the mean of binomial is µ ≤ i·N ·2−(d+1) ≤ i·N ·2−di ≤
i ·N · 4 ln 2(κ+logN∆3+2)

(i+1)·N = 4 ln 2 · (κ+ logN∆3 + 2). Let
µ0 = 4 ln 2(κ+logN∆3+2) and ZT = (1+ δ) ·µ0, where
δ = 2 is a constant. Note that µ0 is independent of i and
t, and thus, ZT stays consistent for all Bt,i. Now, we can

rewrite the binomial for depth d as follows:

Pr[Binomial(i ·N, 2−(d+1)) > ZT ]

≤ Pr[Binomial(i ·N, µ0

i·N ) > ZT ]
(

1
2d+1 < µ0

i·N
)

≤ Pr[Binomial(i ·N, µ0

i·N )

> (1 + δ)µ0]

≤ exp(− δ2

2+δ · µ0) (Chernoff Bound)

≤ exp
(
− δ2

2+δ

· 4 ln 2(κ+ logN∆3 + 2)
)

≤ exp(−(κ+ logN∆3 + 2)) (δ = 2)

≤ 2−κ

4N∆3

Given that there are at most 2di+1 − 2di−1+1 nodes in the
deep levels, by the union bound it follows that:

Pr[Bt,i] ≤ Pr
[ ⋃
di−1<d≤di

⋃
v∈Vd

{Xv,d > ZT }
]

≤ 2 · (2di − 2di−1) · 2−κ

4N∆3
≤ (2di − 2di−1)

2−κ

2N∆3
.

For Bt,t+1, the levels dt < d ≤ D are considered that
could have at most 2D+1− 2dt+1 nodes. Thus, we have the
following by the union bound:

Pr[Bt,t+1] ≤ Pr
[ ⋃
dt<d≤D

⋃
v∈Vd

{Xv,d > ZT }
]

≤ 2 · (2D − 2dt) · 2−κ

4N∆3
≤ (2D − 2dt)

2−κ

2N∆3
.

Union bound over all bad events. Now, we take a union
bound over all bad events to upper bound the failure prob-
ability.

∪t∈[0,∆−1] ∪i∈[0,t](Pr[At,i] ∪ Pr[Bt,i+1])

≤
∑

t∈[0,∆−1]

∑
i∈[0,t]

(Pr[At,i] + Pr[Bt,i+1])

≤
∑
t

∑
i

t+ 1− i

2∆3
2−κ +

∑
t

(
(2D − 2dt)

2−κ

2N∆3

+
∑

i∈[1,t]

(2di − 2di−1)
2−κ

2N∆3

)

≤ 2−κ
(1
2
+

∆−1∑
t=0

2D

2N∆3

)
≤ 2−κ

(1
2
+

1

2∆

)
≤ 2−κ

Success Probability. Note that the success probability (no
bucket overflows over ∆ epochs) is as follows:

Pr[success] ≥ ∩t∈[0,∆−1] ∩i∈[0,t] (Pr[¬At,i] ∩ Pr[¬Bt,i+1])

In other words, the success probability is ≥ none of the
bad events happening. Using DeMorgan’s principle, we can



alternatively write it as:

Pr[success] ≥ 1−
⋃

t∈[0,∆−1]

⋃
i∈[0, t]

(Pr[At,i] ∪ Pr[Bt,i+1])

≥ 1− 2−κ

Appendix C.
Key Privacy

Prior work shows that if a probabilistic (or nonce-based
with randomized nonces) authenticated encryption scheme
produces ciphertexts indistinguishable from random, this
implies key-privacy [70].

Definition 2 (Key Privacy). For any PPT adversary A,
given access to two encryption oracles Enc(k0, ·) and
Enc(k1, ·) with randomly chosen keys k0, k1 ∈ {0, 1}l, the
advantage of distinguishing which key is used is:

AdvKP
Æ (λ) :=

∣∣∣∣Pr [1← AEnc(kb,·)(1λ) : b
$← {0, 1}

]
− 1

2

∣∣∣∣
We say the scheme is key-private if this advantage is negli-
gible in λ.

As we note in §6.1, we use AES-GCM for authenticated
encryption with random nonces, which indeed has indistin-
guishability from random ciphertexts property [138]. Thus,
we consider AES-GCM to be a key-private AE.

Appendix D.
Meta-Review

The following meta-review was prepared by the program
committee for the 2025 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

D.1. Summary

The paper designs a metadata-private communication
system, Myco, in the two-server model. They use techniques
based on ORAM to achieve polylogarithmic server compu-
tation and polylogarithmic communication complexity for
sending and receiving messages.

D.2. Scientific Contributions

• Addresses a Long-Known Issue
• Creates a New Tool to Enable Future Science
• Provides a Valuable Step Forward in an Established

Field

D.3. Reasons for Acceptance

1) Provides interesting technique to utilize ORAM to-
wards designing metadata-private messaging system.

2) Consequently, makes significant improvement in
asymptotic complexity for server computation, com-
pared to existing PIR-based systems.

D.4. Noteworthy Concerns

1) The paper does not solve the scenario when the long-
term secret key material is compromised. They discuss
the issue and consider it as a future work.

2) Similar to many other systems in the literature, Myco is
also not resilient against DoS attacks and other poten-
tially “undetectable” malicious behaviors by adversarial
servers. However, they discuss the issue in the paper
and discussed how such attacks do not impact the
privacy of the honest users.
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