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Abstract. In this paper, we investigate the Extended Gabidulin (EG)
codes and the Interleaved EG (IEG) codes, and enhance the Rank Quasi-
Cyclic (RQC) encryption scheme. Our primary contribution is the devel-
opment of a general decoding algorithm for (I)EG codes, for which we
precisely provide the DFR, bound the decoding capacity, and estimate
the decoding complexity. As the core tool, we demonstrate that the Lin-
ear Reconstruction (LR) problem derived from the decoding (I)EG codes
problem can be probabilistically solved, enabling (I)EG codes to achieve
arbitrarily small DFRs, decode up to the rank Gilbert-Varshamov bound
(even close to the minimal distance), and decode by the Welch-Berlekamp
like algorithm. An interesting and important byproduct is that we demon-
strate that decoding interleaved Gabidulin codes can be achieved deter-
ministically by solving the LR problem. We finally apply the EG codes
to improve RQC (NIST PQC & Asiacrypt 2023). For 128-bit security,
our optimized RQC reduces bandwidth by 69% and 34% compared to
the original versions, respectively. The scheme also achieves at least 50%
improvement in efficiency and mitigates MM algebraic attacks (as dis-
cussed in Eurocrypt 2020, Asiacrypt 2020 & 2023) as EG codes facilitate
schemes operating over smaller finite fields. Overall, our scheme outper-
forms code-based schemes of NIST PQC Round 4 submissions, such as
HQC, BIKE, and Classic McEliece, in terms of bandwidth. A conserva-
tive parameters set still remains competitive bandwidths.
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1 Introduction

Rank Metric Codes and Gabidulin Codes. The rank metric codes were
introduced by Delsarte [19] in 1978, and later were also found by Gabidulin
[22], along with Gabidulin codes. Since then, rank metric codes have been used
for many applications: coding theory and space time coding in particular, and
also for cryptography. The rank metric codes used in cryptography are com-
pressed over an extension field Fym of degree m of the finite field F, to save
the size of cryptosystems, and are called F,m-linear codes. An Fym-linear code
([n, k]gm-linear code) of length n and dimension k is a k-dimensional subspace
of Fym. Any word can be associated with an m x n matrix and the rank weight
is defined as the rank of this matrix. Currently, the families of well-known rank
metric codes are mainly Gabidulin codes [22], Low Rank Parity Check (LR-
PC) codes [7,23], and Simple codes [24]. In this paper, we focus on Gabidulin
codes and its variants [13,9,15,31,44]. An [n, k],m-Gabidulin code is the evalua-
tion of g-polynomials [10] bounded degree k — 1 on a fixed generator of weight
n with the condition & < n < m. The Gabidulin codes are Maximum Rank
Distance (MRD) codes and are viewed as the rank metric analogues of classical
Reed-Solomon codes in Hamming metric. They therefore have a strong algebra-
ic structure. The Gabidulin codes benefit from an efficient decoding algorithm
that corrects weight errors up to L"?*’“J in a deterministic way. As is well known,
there is a gap between the decoding capacity and the Rank Gilbert-Varshamov
(RGV) bound.

Extended Gabidulin Codes. Among variants of Gabidulin codes [13,9,15] |
Extended Gabidulin (EG) codes [13] proposed by Berger and Ourivski in 2009 are
interesting. Unlike Gabidulin codes, the EG codes include many non-MRD codes
and feature a weaker algebraic structure. The EG codes still are the evaluation
of g-polynomials, but with a wide parameters region. Let ¢, m, n,t, k be integers
and k <t < min{n,m}. Let g = (g1, 92, ---,9n) € Fyjm be a generator of weight
t. Let L<j_1[z] be the set of ¢g-polynomials of ¢-degree < k — 1. The EG code of
dimension k£ and length n generated by g is defined as

BGi(g) = {7(9) = (/(91): f(92),--- F(9n)) + J(z) € Laralal ).

One can observe that if m > n and ¢t = n, namely the coordinates g1, g2, .. ., gn
of the generator is linearly independent, the EG codes are exactly Gabidulin
codes. From the Gabidulin codes to the EG codes, the main difference is that
the generator is allowed to be linearly dependent, i.e., t < min{n, m}. For long
time, the linear independence of generator has been considered as the key of suc-
cessfully and deterministically decoding Gabidulin codes. The community views
Gabidulin codes as the rank metric analogues of the RS codes, the linearly in-
dependent generator of Gabidulin codes corresponds to the mutually different
locator of the RS codes, then adapt the decoding algorithms of the RS codes to
Gabidulin codes. The linear independence and mutual difference are mainly used
to determine the locations that the error occurs. However, once introducing the



(Interleaved) Extended Gabidulin Codes and Their Applications to RQC 3

change of linear dependence, the situation is rather different, and it intuitively
does not to determine the locations that the error occurs. In the case of EG
codes, the following questions naturally arise:

1. How can EG codes be decoded directly?
2. What are the decoding performance characteristics of EG codes, including
decoding failure rate, decoding capacity, and decoding complexity?

3. Can we adapt existing decoding algorithms for Gabidulin codes to EG codes?
4. How should the interleaved EG codes be defined and decoded?

These problems were partially raised by Berger and Ourivski [13] in 2009.
One could note that the EG codes are equivalent to the Augmented Gabidulin
(AG) codes [15], where the proposed decoding technique can also be applied to
the EG codes (See Subsection 1.3 for more explanations). However, developing
other tailored and efficient decoding techniques for the EG codes has been re-
mained open and interesting. In this paper, we try to develop other decoding for
the EG codes, and deal with the above problems, exploring the potential of EG
codes for designing code-based cryptographic algorithms.

Code-Based Cryptography. Code-based cryptography is a promising candi-
date for post-quantum cryptography. Three code-based systems using Hamming
metric codes, i.e., BIKE, Classic McEliece, and HQC, have advanced to the
fourth round of the NIST Post-Quantum Cryptography (NIST PQC) standard-
ization process for potential future adoption [39]. As an alternative, rank-based
cryptosystems, which use rank metric error-correcting codes, offer competitive
bandwidth [38]. Recent studies [16,6,4,15] have further explored the potential of
rank metrics, demonstrating that McEliece [6], NTRU [36,4], and Alekhnovich
[46,4] approaches outperform the counterparts of Hamming metric systems in
bandwidth and even rival lattice-based cryptosystems. Notably, cryptosystems
using the Alekhnovich approach, namely RQC and its variants [34,37,15,46,4],
achieve a bandwidth of 1.4 KB for 128-bit security. These developments high-
light the promise of rank-based cryptosystems and warrant further investigation.

The RQC Scheme. The Alekhnovich approach was introduced in [1] and al-
lows the security to rely solely on random decoding assumptions. In the early
stages, this approach was highly inefficient. A few years later, a more optimized
approach was proposed with HQC, which relies on Quasi-Cyclic codes. It has
been generalized to rank metric with RQC [34,37]. In RQC, two types of codes
are used: the random ideal codes are used to ensure security, and the public
Gabidulin codes are used to decrypt the ciphertext. The main advantage com-
pared to McEliece and NTRU is that the security is completely based on random
decoding assumptions and is independent of the specific codes whereas McEliece
and NTRU require an additional indistinguishability assumption on a specific
code for the security of the private key; however, this advantage comes at a price
of the short plaintext size (low encryption rate).

RQC was proposed to the NIST PQC in 2017 with competitive sizes. The
combinatorial attacks [11,25,8] were once considered to be the most efficient
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attacks against the parameters region of RQC. However, it turned out later that
the dedicated algebraic attacks [10,12,11], particularly MaxMinors (MM) attack,
greatly undermine the concrete security of RQC. The main reason is that RQC
must work over a large field whose extension degree m is at least length n of
Gabidulin codes, while the MM attack is very powerful over such a large finite
field because it is highly probable to solve an overdetermined system. It was
just because of the MM attack that RQC was not selected for the third round of
NIST PQC. New parameter sets [34] were proposed to provide adequate security
against algebraic attacks and still remain competitive sizes. In [46], the authors
introduced blockwise errors into RQC to decrease the noise growth, which brings
large decoding gains and saves parameters scale. The bandwidth is ultimately
reduced to about 2.5 KB.

The more recent works [15,1] enriched the designs of RQC and made a break-
through in bandwidth. The work [15] (TIT 2024) introduced the AG codes to
improve the decoding capacity, and proposed two variants of RQC. The first one
is Unstructured RQC with Multiple Syndromes, which we term U-RQC-MS. The
U-RQC-MS scheme considers a long-term security and features a conservative
design as it relies purely on random decoding problems without any ideal struc-
ture. The second one is RQC with Multiple Syndromes, which we term RQC-MS.
The RQC-MS scheme is ideally suited for the AG codes and allows a tradeoff
between public key size and ciphertext size. By blockwise structure [416] and AG
codes, the work [1] further decreased the bandwidth of RQC-MS to 1.4 KB. This
bandwidth has outperformed latticed-based Kyber finalized by NIST PQC.

Overall, RQC and its variants feature reliable security and very competitive
bandwidths. However, we stress that further optimizations are still desirable for
the original RQC. For the improved RQC [4,15]: (1) The original RQC uses only
one syndrome while the aformentioned improvements use multiple syndromes,
which results in a change of the structure; and (2) The implementation and
efficiency are unknown. Moreover, Gabidulin codes used in the original RQC
[34,46] impose a strong limitation on the freedom of parameters due to a nec-
essary condition m > n, which also makes RQC more vulnerable to the MM
attack. A very promising optimization routine is to introduce error-correcting
codes with a desirable decoding capability (efficient decoding algorithm, negligi-
ble decoding failure rate, and high error-correcting capacity) into cryptosystems.

In this paper, our goal is to decode the EG codes by solving the linear recon-
struction problem, apply the EG codes to rank-based cryptosystems, and try to
optimize the original RQC in both size and efficiency.

1.1  Our Contributions

— We analyze the decoding of the EG codes by solving the Linear Reconstruc-
tion (LR) problem. We show that the EG codes possess an efficient decoding
algorithm and feature the DFR which can be made arbitrarily small. More
interestingly, for appropriate code parameters, the EG codes can exactly
decode up to the RGV bound (even close to the minimal distance), which
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outperforms Gabidulin codes. From this property, we obtain that by the
EG codes, any syndrome and word can be decoded efficiently to an error
of weight the RGV bound. We then show that the Welch-Berlekamp algo-
rithm can be adapted to decode the EG codes with the complexity O(n?).
Our work essentially shows that the decoding conditions of codes defined by
g-polynomial are not necessarily as strong as those of Gabidulin codes. For
decoding the same errors, the EG codes are more efficient than Gabidulin
codes if allowing a DFR. Further, we introduce the Interleaved EG (IEG)
codes and analyze its decoding performance. The IEG codes allow to decode
more errors with a negligible DFR.

— Building on our decoding approach, we present a method to demonstrate
that decoding interleaved Gabidulin codes can be achieved deterministically
by solving the Linearized Reconstruction (LR) problem. This addresses an
open question left partially unresolved in [31], where the authors provided a
proof only for the specific case where the number of columns in the system
equals the number of rows plus one. This limitation led to a misconcep-
tion in subsequent works [44,50,6], which assumed that decoding interleaved
Gabidulin codes required probabilistic algorithms.

— We apply EG codes to the original RQC (NIST PQC & Asiacrypt 2023) and
demonstrate improvements of approximately 50% in both size and efficiency.
A very conservative parameters set still remains competitive bandwidths. A
detailed comparison with related works is provided in Table 1. All improve-
ments are attributed to our enhanced decoding performance of the EG codes.

1.2 Technical Overview

We first recall the decoding model of the EG codes. Given the EG codes of the
dimension k with the generator g of weight ¢, we assume that the message ¢-
polynomial is f(z) of degree k — 1, the error occurring at the channel is e and
llellr < r, the received word is y = f(g) + e. The aim of decoding EG codes is
to recover e and f(x) from y. For any e = (e1,ez,...,¢€,) € Fy., we denote the
(s + 1) x n Moore matrix of order s of e as

el 62 ... en
9 e ... g4
€1 € €n
Moore(e, s) = .
qs qs qs
61 e e en

Decoding Errors of Exact Weight r. We reduce the decoding EG codes prob-
lem to solving the Linear Reconstruction (LR) problem. We show that the decod-
ing EG codes problem is still equivalent to solving the well-known and hard Non-
Linear Reconstruction (NLR) problems, then the obtained NLR problem can be
reduced to the LR problem. We first analyze the method solving the LR problem
by solving a linear system. Directly decoding the EG codes consists in solving the
system Az’ = 0,, where A = [Moore(y,r)" Moore(g,k+r—1)"]. The
weight value r such that the system has one-dimensional right kernel determines
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the decoding capacity of the EG codes. We conduct a comprehensive analysis on
the dimension of the right kernel of the system. A key step is that we derive that
the matrix A is equivalent to [Moore(e,r)" Moore(g,k+r —1)" |, which
greatly facilitates analysis of the right kernel. A careful reader should note that
the similar problem is still evaded in previous works [30,31,9] because analyzing
the right kernel of the linear system is rather cumbersome and challenging. We
find that for appropriate code parameters, the probability that one-dimensional
kernel does not occur is negligible. Eventually, the EG codes can decode up to
r = min {t —k, L"_kj }, which exactly reaches to the RGV bound. We give a

2
specific experiment to verify the decoding capacity and DFR (see Section 5.4).

Decoding Errors of Weight < r. A careful reader could note that, in the
above decoding idea, we only consider the decoding the maximal-weight error.
However, a crucial problem of how to decode smaller errors is omitted because the
errors and their weight are unpredictable in practical channels. How to decode
the smaller errors 7 What the sufficient and necessary condition of successful
decoding is 7 Trivially, one could try to solve r linear systems by increasing
weight values from 1 to r, but this is very cost (about O(n*)). We analyze this
problem for EG codes with a deep level. We show that one actually can decode
smaller errors by solving only “one” linear system with the cost of about O(n?).
Specifically, when the error of weight w occurs (w < r), the successful decoding
iff the right kernel of A is of dimension r — w + 1. Note that the similar prob-
lem is omitted in the case of Gabidulin codes (Algorithm 1 [9]), where authors
did not consider the sufficient and necessary condition of successful decoding for
smaller errors, instead of crudely assuming existence of non-zero right kernel.
The remaining problem now is that while the decoding is easy to implement, it
costs the complexity of O(n?), which is less efficient and should be improved.

Improved Decoding Algorithms. We consider two methods to improve de-
coding complexity. The first one is the improvement of solving the system Az ™ =
0,,. By observing the structure of A, its part is independent of the received word
y € Fym and depends only on the generator g € Fy... This fact allows us to solve
a smaller system with r 4+ 1 unknowns and n — k — r equations. The decoding
complexity is O(r?). The Welch-Berlekamp like algorithm is an efficient tech-
nique [30,9] solving the LR problem. Our second improvement is that adapting
the Welch-Berlekamp like algorithm [30,9] to solve the LR problem, further de-
code EG codes. The decoding complexity is at most O(n?). We refer to Section
6 for the details of improvements.

Interleaved EG Codes and Decoding. We introduce the Interleaved EG
(IEG) codes and analyze its decoding performance. Interleaving a code consists
in considering several codewords at the same time, corrupted by errors shar-
ing the same support. This specific structure allows to decode more errors. Let
y; = fi(g) + e;, i € [N] where all e;’s share the support of dimension r. The
decoding IEG codes problem is that given IV words y;’s, the goal is to recover IV
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g-polynomials f;(z) and errors e;. We reduce the decoding TEG codes problem
to solving the LR problem. We show that if one receives such a set of N words

y;’s, it can correct up to r = min {t —k, J\(II(V"_:;)} and the DFR can be made

arbitrarily small. We refer to Section 7 for details.

The DFR of Interleaved Gabidulin Codes. We analyze the DFR of the in-
terleaved Gabidulin codes by solving the LR problem with Gaussian elimination.
Provided that the Gabidulin codes are the special case of the EG codes, by our
DFR of the (Interleaved) EG codes, we derive that the obtained linear system
has always one-dimensional right kernel, further decoding interleaved Gabidulin
codes is deterministic. This problem is left in [31], where the authors only con-
sidered the vague case that the number of columns of the system is exactly
equal to number of rows plus 1. This leads to a mislead that the most previous
works [14,50,6] thought that there exists only probabilistic decoding algorithm-
s for interleaved Gabidulin codes. Our DFR is based on a heuristic argument
(in Theorem 3). Because the interleaved Gabidulin codes cover the Gabidulin
codes when N = 1, if our heuristic argument is invalid, then decoding Gabidulin
codes by the Gaussian elimination would not be deterministic. This challenges
the well-known conclusion: decoding Gabidulin codes is deterministic, which has
stood for over 40 years. The details are presented in Section 8.

Applications to RQC. We apply the EG codes to rank-based cryptosystem
RQC (NIST PQC & Asiacyrpt 2023) without any structural changes such as
multiple syndromes. This optimization is not considered in [15] and conference
version of [1]. We note that, very recently, RQC used AG codes is added into the
eprint version of [4]. As concurrent and independent work, we obtain an almost
same bandwidth, especially we provide a practical and efficient implementa-
tion by exploiting the explicit decoding algorithm of our EG codes. Recall that
Gabidulin codes used in the previous RQC require m > n, which makes RQC
vulnerable to powerful MM attacks (Eurocrypt 2020, Asiacrypt 2020 & 2023)
and imposes a strong limitation on security parameters. The use of the EG codes
can alleviate this case. As the EG codes can work over a smaller finite field and
allow m < n, our RQC can efficiently mitigate the advantage of the MM attack
and has more degree of freedom while choosing security parameters. This leads
to a significant improvement in both size and efficiency. A detailed comparison
with several classic code-based PKEs and lattice-based Kyber is summarized in
Table 1. We consider two types of parameters set: Our RQC for the current
attack and Our Conservative RQC for the potential attacks in the future.

For 128-bit security, our RQC has a bandwidth of 1690 bytes, which is about
69% and 34% more compact than RQC (NIST PQC) and RQC (Asiacrypt 2023),
respectively. The improvement is more significant for higher security levels. For
192-bit security, we obtain about 71% and 55% improvement, respectively. We
refer to Table 4 in Section 9 for the improvement in efficiency. Our RQC achieves
about 60% improvement in timings over RQC (NIST PQC).
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Table 1. Comparisons of RQC, HQC, BIKE, Classic McEliece, and Kyber.

Security pt sk pk ct total DFR
Level  (bits) (bytes) (bytes) (bytes) (bytes)
128 (2™%%) 159 40 590 1100 1690 27133
Our RQC 192 (2'9%) 236 40 837 1594 2431 27202
256 (2292) 292 40 1291 2566 3857 27298
128 (2'°7) 171 40 796 1512 2308 27 '%F
192 (2%43) 249 40 1711 3342 5053 27207

(

(

(

Schemes

Our

Conservative RQC - 2281y 339 40 3190 6300 9490 2727

128 (2™7) 581 40 860 1704 2564 -
192 (22'%) 381 40 1834 3652 5486 -
)

RQC
(Asiacrypt [46])

256 (2257) 417 40 2421 4826 7247 -
RQC 128 381 40 1834 3652 5486 -
(NIST [31]) 192 755 40 2853 5690 8543 -
256 543 40 4090 8164 12254 -
RQC-MS 128 (2'%%) 129 40 320 1118 1438 278
(PQC [4]) 192 (22°) 201 40 610 2278 2888 27206
HQC (NIST [35]) 128 128 40 2249 4497 6746 2718
BIKE (NIST [2]) 128 256 281 1541 1573 3114 27!

Classic McEliece
(NIST [14])

Kyber512 (NIST [43]) 118 256 1632 800 768 1568 2739
Kyber768 (NIST [43]) 182 256 2400 1184 1088 2272 2716
Kyber1024 (NIST [43]) 256 256 3168 1568 1568 3136 27'"™

128 256 6492 261120 96 @ 261216 @ -

pt: plaintext size or encryption rate; sk: private key size; pk: public key size; ct: ciphertext
size; total: bandwidth (pk + ct). In column “Security Level”, the practical security strength
is given in the bracket.

Compared to RQC-MS [4], our bandwidth is slightly shorter for 192-bit secu-
rity. Moreover, we improve the original RQC and do not consider any structural
changes because the original RQC might have more applications due to its flex-
ible structure with only one syndrome.

Compared to the NIST Round 4 code-based submissions: HQC, BIKE, and
Classic McEliece, our bandwidth is the smallest, and we obtain at least 75%
improvement over HQC. We only present submissions of 128-bit security. In fact,
for 192-bit and 256-bit security, the bandwidth of our RQC still remains optimal.
Compared to Kyber finalized by NIST PQC, our RQC features comparable
performance, particularly, shorter key sizes and smaller DFRs.

Consider that the complexity of the blockwise rank decoding problem [16,1]
needs more time to mature, to avoid potential accelerated attacks in the future,
we also choose a very conservative set of parameters for RQC (Our Conser-
vative RQC). The bandwidths still outperform HQC, BIKE, and Classic M-
cEliece. Compared to Kyber, our conservative RQC also features comparable
key sizes and smaller DFRs.



(Interleaved) Extended Gabidulin Codes and Their Applications to RQC 9

Overall, unlike Kyber, RQC lacks of the ciphertext compress technique and
the accelerated implementation. Developing efficient decoding algorithms for the
EG codes is crucial for the accelerated implementation.

1.3 Comparisons with the Decoding of the AG Codes [15]

Considering the EG codes are equivalent to the Augmented Gabidulin (AG)
codes [15]. In this section, we highlight some differences with the decoding tech-
nique (Proposition 2 in [15]) of the AG codes. We first stress some objective facts.
For some families of codes, the DFR and that decoding complexity depends on
the specific decoding techniques, instead of the equivalence property of codes.
Naturally, the different decoding techniques could lead to different DFR and de-
coding complexity. As in [31] and [44], by different decoding techniques, authors
presented different DFR and decoding complexity for the Interleaved Gabidulin
codes. Again, for Gabidulin codes, Extended Euclidean Algorithm for Linearized
polynomials (LEEA)[19], Gao-like algorithm [15], and Welch-Berlekamp like al-
gorithm [30,9] present different decoding complexity. Thus it should be encour-
aged to develop different techniques for decoding a family of codes.

We now recall the AG codes [15]. In the definitions of the EG codes, if we
set the first ¢ coordinates of g to be linearly independent and the last n — ¢
coordinates to be zeros, then the EG codes are exactly the AG codes. In the
case of the rank metric, there exists an invertible matrix on the base field F,
which permits to turn a code into the other and such an invertible matrix is
called an isometry. Assume that one obtains an EG code with generator g of
weight ¢, then it is possible to apply an isometry to turn n coordinates of g
into t linearly independent coordinates plus n — ¢ zero coordinates. The n new
coordinates define an AG code that is equivalent to the EG code. While the work
[15] serves as a pioneering effort in providing a technique to decode the EG (AG)
codes, developing other efficient decoding techniques is still interesting. In this
paper, we adopt different decoding idea. The differences with [15] are as follows.

First, the decoding techniques are obviously different. The technique [15] de-
coding the AG codes can be viewed as the first specific method to decode the EG
codes. The authors in [15] used the support erasures technique exposing errors’
support, and reduced the decoding EG code problem to solving a linear system
with exposed errors’ support. However, it seems to be hard to improve this de-
coding complexity. They must solve a linear system with an implicit structure
(Equation (3), [15]) due to adding of exposed errors’ support. Currently, it is
at least unknown whether there are more efficient techniques to solve such a
linear system. Differently, we do not consider any support erasures technique
exposing errors’ support. We reduce the decoding EG code problem to solving
the LR problem, try the underlying techniques solving the LR problem, further
improve decoding efficiency. While directly solving the LR problem also consists
in solving a linear system by Gaussian elimination, the structure of the linear
system is explicit, which is beneficial for observing the essence of decoding and
developing efficient decoding algorithms. Specifically, once the EG code can be
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decoded by solving the LR problem, one could develop and adapt efficient algo-
rithms solving the LR problem to decode the EG codes such as the (improved)
Gaussian elimination [30] and the Welch-Berlekamp like algorithm [30,9]. As a
result, by solving the LR problem with the (improved) Gaussian elimination
and the Welch-Berlekamp like algorithm, we obtain a lower decoding complexity
(O(r?) and O(n?)) than the support erasures technique. The Gaussian elimina-
tion costs O(n?), the improved cost is about O(r3), and the Welch-Berlekamp
like algorithm costs O(n?), while decoding AG codes in [15] costs about O(m?).
Note that n > m > r. More importantly, the (improved) Gaussian elimination
and the Welch-Berlekamp like algorithm can be easily implemented.

Second, we definitely show that EG codes can “exactly” decode up to the
errors of weight the RGV bound, instead of “asymptotical” upper bound (means
a might gap). This property is not mentioned in the case of the AG codes [15].
The codes “exactly” decoding up to the RGV bound is very interesting for code-
based cryptography as such codes are one of the key techniques designing efficient
code-based hash-sign signatures. For example, the low signing efficiency of code-
based hash-sign signature, CFS, roots in that Goppa code only “asymptotically”
decodes up to the Hamming GV bound as the upper bound, instead of “exactly”.
This must try to find decodable syndrome in many times to obtain a signature.
Our work definitely shows that the EG codes can overcome this obstacle since
any syndrome can be decoded with an overwhelming probability. The remaining
challenge is technique securely hiding EG codes. We note that an interesting
hiding technique for Gabidulin codes was developed in recent work [5], which
seems to be a solution to securely hiding EG codes.

Third, we introduce the Interleaved EG codes and analyze its decoding per-

formance. The IEG codes can correct up to r = min {t —k, A([](V”_;S)} and the

DFR can be made arbitrarily small. By our DFR of the (I)EG codes, we obtain
the null DFR of the interleaved Gabidulin codes by solving the LR problem with
Gaussian elimination. This addresses an open question left partially unresolved
in [31], where the authors provided a proof only for the specific case where the
number of columns in the system equals the number of rows plus one.

1.4 Organization

In Section 2, we present some notations and recall some preliminaries. Section
3 proves some useful results for estimating the decoding failure rate. We give
the EG codes in Section 4 together with a reduction from decoding EG code
problem to the LR problem. Section 5 analyzes the decoding algorithm, decoding
complexity, decoding failure rate, and decoding capacity. Section 6 presents two
improvements of decoding algorithms. Section 7 introduces and analyzes the
interleaved EG codes. In Section 8, we show the relation between the interleaved
EG codes and the interleaved Gabidulin codes. In Section 9, we apply the EG
codes to improve RQC. We conclude this paper in Section 10.
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2 Preliminaries

In this section, we define some notations, and recall F,m-linear codes and g-
polynomials.

2.1 Notations

We denote by N the set of non-negative integer numbers, ¢ prime or prime
power, and Fy» an extension of degree m of the finite field IF,. We denote by
a = (a,ae,...,qy) € IE‘;% a basis of Fym viewed as an m-dimensional vector
space over F,. Vectors (resp. matrices) are denoted by lower-case (resp. upper-
case) bold letters. We use the notation [N] := {1,2,...,N} for the first N
natural numbers. Let A be an algorithm. We say that A is a PPT algorithm if it
is a probabilistic polynomial-time algorithm. The linear span of a set of vectors
T1,&a,..., &y, is denoted by (@1, @9, ..., x,,). The row space and the rank of a
matrix X € F"*" are denoted by (X)) and rank(X), respectively. By definition,
rank(X) = dim(X).

2.2 Fgm-Linear Codes with Rank Metric

Definition 1 (Rank Metric). Forx = (21,22, ...,%,) € Fjm, each coordinate
z; is associaled to a vector of Fy* w.r.t. the basis c. Then x is associated to an
m X n matriz given by Mat(x) = (7i;)icm],jen) * = aMat(x). The rank

weight ||z||r of © is defined as the rank of Mat(x). The rank distance dr(x,y)
between = and y in Fyn is defined by dr(x,y) = ||z — y||r-

Let (x1,22,...,2,)r, be the Fy-linear subspace of Fgm generated by linear
combinations over F, of coordinates of @. The support Supp(x) of « is defined
as the Fy-linear subspace (x1,2,...,%n)r,, i.e., Supp(x) = (21,2,...,Tn)F,-
It follows from definition that ||z|g = dim(Supp(x)). The set of such errors of
weight 7 and length n is denoted by S;.

Support and Coefficient Matrices of the Error. For an error e € S}, let
e = (e1,€2,...,&) € Fl.. be a basis of Supp(e), then there exists a matrix
C € F,*" of rank r such that e = €C. Under the basis «, there exists a
matrix S € F**" of rank r such that € = aS. Then e = aSC. We call §
and C respectively support matrix and coefficient matrix, and denote these two
matrices as SM(e) and CM(e), respectively. From Definition 1, under the same
basis a, e = eCM(e) = aSM(e)CM(e) = aMat(e).

Definition 2 (F,»-Linear Codes with Rank Metric). An F,m -linear code
embedded with rank metric of length n and dimension k is a subspace of dimen-
sion k of Fym. Such Fym-linear codes are denoted by [n, k]gm.

Given an [n, k|4m-linear code C, a matrix G € F’;ﬁ" is called generator matriz
iff C = {mG :m e Flgm} and a matrix H € Fgﬁfk)xn is called parity-check
matrixz iff C = {c €Fym : Hc' = 0}. The systematic forms of G and H are

respectively defined as [I, P] and [—PT In_k] where P € Fsﬁ(nfk).
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2.3 g-Polynomial and Annihilator Polynomial

The construction of the EG code uses ¢-polynomials introduced originally by
Ore in the 1930s [10].

Definition 3 (¢-Polynomial). A q-polynomial of q-degree m over Fym is a
polynomial of the form f(z) =31, fix? for fi € Fym, fn #0.

We denote the set of g-polynomials by £[z] and denote the g-degree of a ¢-
polynomial f(x) by deg, f(x). Let L<,[x] be the set of g-polynomials of ¢g-degree

<r.Let a(r) =3, a;29 and b(z) =Y, bt € L[x]:

— The addition “+7 of a(x) and b(x): a(x) + b(x) = >, (a; + b;) 27
— The symbolic product “o” of a(z) and b(x): a(x) o b(z) = a(b(x)).

It is well-known that the set of g-polynomials together with addition and
symbolic product forms a noncommutative ring. In such a ring, the symbolic
product is associative and distributive w.r.t. both right and left product. The
identity element is I(x) = x and there are no divisors of zero, i.e., a(x)ob(z) =0
implies a(z) = 0 or b(z) = 0. A g-polynomial ¢(z) is said to be symbolically
right divisible by b(x) if ¢(z) = a(z) ob(x). When ¢(z) = a(z) o b(x), we say that
c(x) is symbolically left divisible by a(z), which is denoted by b(z) = a(x) \ c(z).

Ifa(r) = S0_saix?, b(z) = 32°_ biz?', and c(z) = a(z)ob(x) = 371 cia?',
one easily checks that

rbg 0 -+ 07
by b - 0
Co : : . . ap ao
C1 : : oL aq aq
= bs b7, -+ bd x| .| =PM(b(x),r)
0 b7 - b? :
Cs+r L. . ar ar
L0 0 b7

::PM(b(m),r)e]Ff;;,f"Jrl) X (r+1)

A g-polynomial f € L]z] satisfies:

= Vw29 € Fym, B1, B2 € Fy, f(Brx1 + Pax2) = Brf(w1) + Baf(22).
— If 1 and x5 are any two roots of f, then f(x1) = f(x2) = f(z1 + z2) = 0.

These two properties imply that all roots of a g-polynomial span an F,-
subspace of F,m. Proposition 1 shows that the g-degree of a g-polynomial is
lower bounded by the dimension of its root space. Definition 4 shows that given
an Fg-subspace of Fym, there exists a unique monic g-polynomial vanishing on
such an [F -subspace.

Proposition 1. Let f(x) € L[z] be a g-polynomial. Assume that eq,es, ..., e, €
Fym span an F,-subspace of Fym of dimension . If f(e;) = 0 for all i € [n], then
either f(x) =0, or deg, f(x) > r.
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Definition 4 (Annihilator Polynomial). For any F,-subspace E of Fym of
dimension r, there exists a unique monic g-polynomial Ag(x) of q-degree r that
vanishes on E, i.e., Ag(x) = 0 for any x € E. Such a monic g-polynomial is
called the annihilator polynomial of E.

Since the coordinates of any error of weight r uniquely span a r-dimensional
F4-subspace of Fym, i.e., its r-dimensional support, we have Definition 5.

Definition 5 (Annihilator Polynomial of Vector). For any e = (e, ea, ...,
en) € S, there exists a unique annihilator polynomial of g-degree r that vanishes
on e, i.e., Ac(e;) =0 for alli € [n]. We defined the annihilator polynomial of e
by Ae(z).

Proposition 2 shows that the dimension of F,-subspace spanned by some
roots of a g-polynomial is upper bounded by its g-degree.

Proposition 2. Let f(x) be a g-polynomial of q-degree r. Let {e; : f(e;) =0,i €
[n]} be a set consisting of any n roots of f(x). Then the dimension of the Fy-
subspace spanned by such a set is at most r, in other words, if e = (e1,€2,...,ey),
then |le||lr <.

3 Our Results on Rank of Moore Matrix

For analyzing the decoding capacity and properties of the EG codes, in this
section, we derive some results on the rank of the Moore matrix. We first recall
the relation between g-polynomial and Frobenius automorphism.

The g-polynomial is essentially related to Frobenius automorphism from Fgm
to Fgm. We denote such a Frobenius automorphism by 6:

0 : ]qu — qu
x> 0(x) = 2.

The Frobenius automorphism 6 is an Fg-automorphism of Fym. We use its fol-
lowing properties:

=V x1,20 € Fym, B1,P2 € Fg: O(x122) = 0(x1)0(z2), 0(frx1 + faza) =
B10(z1) + B20(x2) (linearity over Fy),

—VieN, 0i(z) =01 (0(z)) = 0 (a0) = - =0 (xq) -
— Vi€N, ¢ is also an Frobenius automorphism. This is because the set of all
Frobenius automorphisms is a cyclic group of order m.

A g¢-polynomial in variable x can be viewed as a polynomial of # acting on
the variable z. The addition (resp. symbolic product “o”) of two g-polynomials

[39bl

corresponds to the addition (resp. composition “e ) of two polynomials of 6.
Let a(z) = Y ,a;27 and b(z) = >, biz? € L[z]. Let a(f) = >, a;0" and
b(#) = >, b;0".
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— a(8)(z) = (X, aib) (z) =3, aiﬁi(a:) = Z a;zd = a(a:)
= (a(0) +(0)) (x) = (32 (ai +b;) 0") () (a; +b;) x7 = a(z) + b(x),
*0(0)) (z) = a(b(9)) ) ( (w)) ( o b(x).

Let © = (v1,22,...,%,) € Fym. The Frobenius automorphism ¢ can be ap-
plied to  coordinate-wise: 6(z) = (0(z1),0(22),...,0(zn)) = (21, 23,...,2%).
Further, for any i € N, 0(x) = (0" (z1),0'(x2),...,0"(z,)) = (a:(llz,argl, oo xd )

Definition 6. Let s € N. For any e = (e1,e2,...,¢e,) € Fym, we denote the
(s 4+ 1) x n Moore matrixz of order s of e as

er ey - en e
el el .- el 0(e)
Moore(e,s)=| . . . . | =
0 (e)

Proposition 3. Let s € N and e € S)'. Let € € Fp.. be a basis of Supp(e).
Let CM(e) € F*™ of rank r be the coefficient matriz of e under € such that
e = eCM(e). Then Moore(e, s) = Moore(e, s) - CM(e).

Proof. Since for any i € N, " is an F,-automorphism, 6’(e) = 6° (¢CM(e)) =
9'(e)CM(e). Thus, we have

e eCM(e)
Moore(e, s) = 0(:6) = G(E)C:M(e) = Moore(e, s) - CM(e).
05(e)| | 6°(e)CM(e)

Proposition 4. Let s € N. If a = (a1,a2,...,0p) € T is a basis of Fym
viewed as an m-dimensional vector space over Fy, then the rank of Moore(e, s)
satisfies:

s+1, ifs<mg
m, if s > m.

rank (Moore(a, s)) = { 1)

Proof. By the definition of Moore matrix in Definition 6,

al a2 e am o
af ad - al, 0(c)
Moore(a,s)=| . . . . | =

a(f a%S ool 65(cx)
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— Case s < m: If rank(Moore(a, s)) < s, then there exist a non-zero vector
(a0, a1,...,as) € Fgm such that >0 _paif(a) = 0. This means that there
exist a g-polynomial Zf:o a;x?" of g-degree < s that vanishes on a. Since
|la|[g = m, by Definition 5, the g-degree of annihilator polynomial of a must
be m. This leads a contradiction, thus rank(Moore(e, s)) = s + 1.

— Case s = m: By the case of s < m, we have rank(Moore(a,m — 1)) = m,
further

rank(Moore(a, m)) = rank <[M°°re(a’m - 1)D

em(a)
> rank(Moore(a,m — 1)) = m.

Moreover, rank(Moore(a,m)) < m because the number of columns of
Moore(a, m) is m. Thus, rank(Moore(a,m)) = m.

— Case s > m: By the case of s = m, we have rank(Moore(a, m)) = m,
further

Moore(a, m)
0 ()
rank(Moore(a, s)) = rank ) > rank(Moore(a, m)) = m.

0° ()

Similarly, rank(Moore(a, s)) < m because the number of columns of Moore(a, s)
is m. Thus, rank(Moore(a, s)) = m.

Finally, we obtain a conclusion in Equation (1). O

Corollary 1. Let s € N. Let € = (e1,€2,...,&) € Fiu be a basis of any r-
dimensional F ,-subspace of Fym. Then the rank of Moore(e, s) satisfies:

s+ 1, ifs<r
T, ifs>m.

rank (Moore(e, s)) = { (2)

Proposition 5. Let s € N. For any e € 8", the rank of Moore(e, s) satisfies:

s+1, ifs<r;
T, if s>

rank (Moore(e, s)) = { (3)
Proof. Let € € F.. be a basis of Supp(e). Let CM(e) € F;*™ of rank r be the
coefficient matrix of e under € such that e = eCM(e). By Proposition 3, for
any s € N, Moore(e, s) = Moore(e, s) - CM(e). Since CM(e) € F;*" is a row

full-rank matrix, we have

s+ 1, if s<r;

r if s >r.

rank(Moore(e,r)) = rank(Moore(e, s)) = {

3

The last equality uses Corollary 1. O
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4 Decoding EG Code to Solving LR Problem

In this section, we recall the definition of the EG codes [13], and reduce decoding
EG Codes to solving LR Problem.

We slightly relax the conditions with a wider code parameters region: the
weight of a generator < min{m,n}, which covers Gabidulin codes.

Definition 7 (EG Code). Let ¢,m,n,t, k be integers and k <t < min{n,m}.
Let g = (91,92,---,9n) € Fym be the generator of weight t. The EG code of
dimension k and length n generated by g is defined as

EGk(9) = {(9) = (f(91): f(92).- -, Flgn)) : f(@) € Lxala]}.

The dimension and minimal distance of the EG codes is formally presented
in Propositions 6 and 7. The proofs are put in Appendices A.3 and A.4.

Proposition 6. The dimension of the EGg(g) codes is k.
Proposition 7. The minimal distance of the EGy(g) codes is t — k + 1.

Next, we reduce the decoding EG codes to solving the LR problem.

4.1 From Decoding EG Codes to Solving NLR Problem

Given the EG codes in Definition 7 (the generator g of weight ¢), we assume that
the message g-polynomial is f(z) € L<i_1[z], the error occurring at the channel
is e and |le||g < 7, the received word is y = f(g) + e. The aim of decoding EG
codes is to recover e and f(x) from y. We define formally the decoding EG code
problem as follows.

Definition 8 (Decoding EG Code Problem DecEGCode(g, y)).

IHPUt g = (gla92a s 7gn) € FZL"’ and ||g||R =l y= (y15y27 s 7yn) € Fgm
Output : f(x) € L[z] and e € Fy.. such that:

1. deg,f(x) <k—1; 2.e#0, and|el|lr <7; 3.y=f(g)+e.

From Definition 5, we known that for any e € Fy.. of weight r, there exists
a unique annihilator polynomial A (z) of ¢-degree r that vanishes on e, i.e.,
Ae(e;) =0 for all i € [n]. Thus, it is natural to transform the DecEGCode(g, y)
problem into the Non Linear Reconstruction (NLR) problem (Definition 9).

Definition 9 (Non Linear Reconstruction Problem NLR(g,y)).

Input : g = (91,92,---,9n) € Fym and |lgllr =t; y = (y1,¥2,---+Yn) € Fym.
Output : f(z),v(zr) € L[z] such that:

1. deg,f(x) <k —1; 2. v(x)#0 and degv(z) <r; 3. v(y) = (vo f)(g).

Theorem 1. Solving the DecEGCode(g, y) problem can be reduced to solving the
NLR(g,y) problem.
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Proof. Let f(z) and v(z) be a solution of NLR(g,y). Then deg, f(z) < k — 1,

ﬁ(l’) # 0, degyu(z) < r, and v (y) = (vo f)(g) From v(y) = (vo f)(g), we

v(y)=(vof)(g) = v(y)=v(f(g) = v(y—f(g)=0

We set e = y — f(g) # 0, and have v(e) = 0,. Since deg,v(z) < r, from
Proposition 2, we have ||e||g < r. This means that f(z) and e are a solution to
DecEGCode(g, y). O

Theorem 1 shows that for decoding EG code, it is sufficient to solve the
NLR problem, and the maximum 7 solved in the NLR problem determines the
decoding capacity of the EG codes.

4.2 From the NLR Problem to the LR Problem

A naive way to solve the NLR problem is that viewing the coefficients of v(x)
and f(x) as two groups of unknowns, respectively, then solving a system ob-
tained from the equation v (y) = (v o f) (g). Since the related equation involves
products of two groups of unknowns, one has to solve a multivariate system over
F4m. However, solving a multivariate system is an NP-hard problem on average.

Facing this challenge, to find more solvable instances, we adapt the linearized
technique in [9,30] to our NLR problem. We view v(z)o f(x) as a new unknown g-
polynomial u(x) of g-degree < k+r—1, and build a linear system with unknowns
in the coefficients of v(x) and u(x). Once v(x) and u(x) are solved, we can obtain
f(z) by left division. At this time, solving the NLR problem is reduced to solving
the Linear Reconstruction (LR) problem (Definition 10).

Definition 10 (Linear Reconstruction Problem LR(g,v)).

Input : g = (91,92, ..,9n) EFpm and ||gllr =t; y= (Y1,92,--,Yn) € Fim.
Output : v(z),u(z) € Llz] such that:

1. v(z) # 0 and degv(x) <7; 2. u(z) <k+r—1; 3. v(y) =u(g).

A solution (f(x),v(z)) of NLR(g, y) clearly gives a solution (v(x),v(z)o f(x))
of LR(g,y). However, the converse argument is tricky. The proof of converse
argument depends on specific methods solving the LR problem. For solving this
LR problem, there mainly exist two pioneering and classical methods [30,9]: the
Gaussian elimination and the Welch-Berlekamp like algorithm.

In this paper, we mainly study the Gaussian elimination. Solving the LR(g, y)
problem by the Gaussian elimination consists in solving a liner system

Az" =0, (4)

where
r kt+r—1
vyl -yl g1 gi g

Y2 Y5 Y5 G2 g3 - g5

k+r—1

= [Moore(y,r)" Moore(g,k+r—1)T].
Do o S
Yn Y Y 9n Gp o 9

()
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In this case, to deal with the converse argument: A solution (v(z),v(x)o f(x))
of LR(g,y) can give a solution (f(x),v(x)) of NLR(g,y), we show that:

— The vector consisting of the coefficients of v(z) and —v(z) o f(x) must be
included in the right kernel of A (see Proposition 8);

— If the right kernel of A is of dimension 1, then the LR problem can be solved
up to the largest g-degree (see Theorem 2).

Next, we will comprehensively analyze the right kernel of the linear system
Az" =0, to prove the converse argument and develop decodable parameters.

For the proof of converse argument, a careful reader may ask why not adapt
the ideas of Theorem 6 in [9] (or Proposition 2 in [30]) to the parameters of the
EG codes? Our answer is that it is infeasible. Note that, to decode by solving the
LR problem in the rank setting, authors in [30,9] actually presented two pioneer-
ing and classical methods: the Gaussian elimination and the Welch-Berlekamp
like algorithm. The reasons are as follows:

— Theorem 6 in [9] (or Proposition 2 in [30]) is proven from the perspective
of roots of g-polynomial. Specifically, they use Fundamental Theorem of
Algebra for g-polynomials: If a g-polynomial of ¢g-degree < n — 1 vanishes
on n [Fg-linearly independent elements, then the g-polynomial must be zero
g-polynomial. The conclusions only hold for m >n =t and r < L"T_kj (i.e.,
parameters of Gabidulin codes).

— Theorem 6 in [9] (or Proposition 2 in [30]) allows well prove the converse
argument in the case where the Welch-Berlekamp like algorithm is applied
to solve the LR problem. The conclusion seems only support that the Welch-
Berlekamp like algorithm is deterministic because the proofs of Theorem 6
(or Proposition 2) and the design of the Welch-Berlekamp like algorithm are
almost made from the perspective of roots of g-polynomial.

Even if the ideas of Theorem 6 in [9] (or Proposition 2 in [30]) are forcibly
adapted to the parameters of the EG codes, it would also be hard to estimate
DFR. In the case where the Gaussian elimination is applied to solve the LR
problem, the decoding performance such as DFR must be made by strictly an-
alyzing the right kernel of the linear system. This is also necessary because the
different methods could lead to different DFR.

However, analyzing the right kernel of the linear system is rather cumber-
some, which is evaded and left in [30,9,31]. As the left question in [31] (below
Proposition 1): “Now we investigate the question: when is the system of dimen-
sion 17”7 The authors there provided a proof only for a specific case where the
number of columns in the system equals the number of rows plus one. Again, a
careful reader could also note that [30,9] (Algorithm 1 [9]) omitted two crucial
problems: How to decode the smaller errors? What the sufficient and necessary
condition of successful decoding is? For the latter, the authors only assume the
existence of non-zero right kernel. Our conclusion shows that this is not the case.
And if our heuristic argument (in Theorem 3) deriving DFR is invalid, then de-
coding Gabidulin codes by the Gaussian elimination would not be deterministic
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(Theorem 8). This challenges the well-known conclusion: decoding Gabidulin
codes is deterministic, which has stood for over 40 years.

It is also because the authors in [30,9,31] did not deal with the right kernel of
the linear system that they missed many decodable parameters and the existence
of the (interleaved) EG codes. We will directly analyze the right kernel of the
linear system and try to answer the above open problems.

Proposition 8. Let f(z) and v(z) be a solution to the NLR(g,y) problem de-
fined in Definition 9. Let A be an nx (k+2r+1) matriz defined in Equation (5).
The solution space of the system Ax| = 0,, must contain a vector consisting of
the coefficients of v(x) and —v(z) o f(x).

Proof. From Definition 9, we known that if f(z) and v(x) are the solution to
the NLR(g,y) problem, then deg,f(z) < k — 1, v(z) # 0, deg,v(z) < r, and
0 (y) = (00 1) (g). Tet f(z) = S fiot' and v(z) = Xy viat. Let u(z) =
o(@)o fe) = i wiat.

From v (y) = (vo f)(9) <= v(y) =v(f(g)) <= v(y—f(g)) = On, one
can check:

y1— f91) (w1 — f(g1)? -+ (y1 — fg1))? Vo

r

Y2 — f(g92) (y2 — f(g2))? -+ (y2 — f(g2))? v1

: : . : .| =0n (6)
Yn — f(gn) (yn - f(gn))q T (yn - f(gn))QT Ur
<~
r k4+r—1
vyl -yl g9l o vo
a0 A e vy
Y2 Yo Y2 92 92 92 (r+1)x (r+1) —0 (7)
RN —PM(f(e), )] | 1| T
i k+r—1
Yn Y Y Gn gk g8 ur
<~
o ]
U1
r k+r—1
vyl oyl gigiogl
Y25 Y5 9205 g5 Uy _
o L =0, (8)
. - —1Ug
I3 k4+r—1 —UuUl
Yn Yp = Yn 9n G G
_ nx (k+2r+1)
_AEqu | —Uk+r—1 |
From Equation (8), we can observe that the vector (vg, vy, ..., Up, —ug, —Ug, .. .

— Ug4r—1) consisting of the coefficients of v(x) and —v(z) o f(z) must belong to
the solution space of the linear system (4). O
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Theorem 2. If the dimension of the right kernel of matriz A defined in Equa-
tion (5) is 1, then the NLR(g,y) problem in Definition 9 can be solved up to
q-degree 1.

Proof. If the dimension of the right kernel of A is 1, then the solution to the

linear system (4): Az" = 0,, is unique up to a multiplicative factor in F,m. Let
T

b = (bo,b1,...,bgt2r) be this unique solution. We set v'(z) = >, b;z? and
u'(z) = Zfior_l bitry127 . Next, we show that v'(x) and —v'(z) \ u'(z) are the
solution to the NLR(g,y) problem.

From Definition 9, if f(z) and v(z) is a solution to the NLR(g,y) problem,
then deg, f(z) < k — 1, v(z) # 0, deg,v(x) < 7, and v (y) = (vo f)(g). From
Proposition 8, the vector consisting of the coefficients of v(z) and —v(z) o f(x)
must belong to the solution space of the linear system (4). This means that there
exists a non-zero § € Fym such that v'(z) = §-v(z) and v/(z) = —f-v(z)o f(z).
By left division, we have f(z) = —v'(z)\ v (). It is easy to check that v'(z) # 0,
deg,v'(7) = deg,v(x) < r,and v’ (y) = (v' o f) (g). Thus, v'(x) and —v'(x)\u'(z)
are exactly the solution to the NLR(g,y) problem. ad

Theorem 2 shows that when the right kernel (denote as kernel(A)) of A is of
dimension 1, any non-zero element can determine the solution to the NLR(g, y)
problem for the largest g-degree r. Further, by Theorem 1, the DecEGCode(g, y)
problem is solved up to errors of weight r.

At this point, we proof the converse argument and obtain decoding EG codes
can perfectly reduced to solving the LR problem by the Gaussian elimination.
The solved largest g-degree r in the LR problem determines decoding errors of
the maximal weight . To determine the largest g-degree r for the LR problem,
we must analyze when the right kernel of A is of dimension 1.

5 Decoding EG Codes

In this section, we analyze the right kernel of A, analyze decoding failure rate
and decoding capacity, and give the decoding algorithm of the EG codes.

5.1 Dimension of Right Kernel of A

Fist, we argue that dim (kernel(A)) > 0 for any g and y, that is, there must
exist a non-zero element in kernel(A). Following Propositions 9 and 10, we get
rank(A) < k + 2r. Since rank(A) + dim(kernel(A)) = k + 2r + 1, we must have
dim(kernel(A)) > 1.

Proposition 9. Let f(z) and e be the solution to the DecEGCode(g, y) problem
defined in Definition 8. Then the matriz A defined in Equation (5) is equivalent
to an n x (k+ 2r 4+ 1) matriz B defined in Equation (9).

B = [Moore(e,r)" Moore(g,k+r—1)"]. (9)
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Proof. From Definition 8, if f(x) and e are the solution to the DecEGCode(g, y)
problem, then deg, f(z) <k —1, e # 0,, |e[r <7, and

y=f(g)+e < y—f(g)=e < y;,— f(g;) =e¢; for all i € [n].

Combining Equation (7), we have

r k+r—1
vyl oyl g1 9y 9l
g 0" q .. 4! I 0
Y2 Y3 - Y3 G2 95 - 9 1) x(r+1)_|O(r41) x (k+r)

—PM(f (@), )| L(ktr)x (k41

qk+r— 1

Yn Y2 yd gn gl - gl

- ” k4r—1

y1— flg1) (wr— f(g)? - (y1— f(g)? g1 97 - gf

k+r—1

y2 — fg2) (w2 — f(g2))7 -+ (y2 — f(92)) g2 9% - 95

k4+r—1
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Proposition 10. For any uniform error e € Fii and |e[|lr =7, if k+r <t <
min{n,m} and k + 2r < n, then rank(B) < k + 2r.

Proof. We consider the rank of B". Let

B, = Moore(e,r), By = Moore(g,k+r—1), B' = [gl] .

2
Since k+r < t, from Proposition 5, we have rank(B;) = r and rank(Bs) = k+7r.
Thus,

rank(B) = rank (B") = rank ([f;]) < rank(By) + rank(Bz) = k + 2r.
2

a

Propositions 9 and 10 show rank(A) = rank(B) < k + 2r. Since rank(A) +
dim(kernel(A)) = k + 2r + 1, we must have dim (kernel(A)) > 1. Thus, there
must exist a non-zero element in kernel(A). Next, we analyze when kernel (A) is
one-dimensional, and derive the DFR and the decoding capacity.
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5.2 Decoding Failure Rate for the Largest r

The failure depends on the event dim(kernel(A)) # 1. In Subsection 5.1, we have
got dim(kernel(A)) > 1 due to rank(A) < k+2r and rank(A) +dim(kernel(A)) =
k + 2r 4+ 1. Thus, the DFR depends on the probability of dim(kernel(A)) >
1, which is equivalent to rank(A) < k + 2r. Since rank(A) = rank(B) (see
Proposition 9), we now analyze the probability of rank(B) < k + 2r.

Theorem 3. For any uniform error e € Fy. and |le[[r =7, if k+7 <t <
min{n, m} and k + 2r < n, then

Pr[rank(B) < k 4 2r] <, - g?tFr—a=n), (10)
where a =t —k —r+1.

Proof. We consider BT and estimate Prlrank(BT) < k + 2r]. Let e € F}.. be
a basis of Supp(e). Let CM(e) € F;*" of rank r be the coefficient matrix of
e under € such that e = eCM(e). Let v € Fi. be a basis of Supp(g). Let
CM(g) € IFZX" of rank t be the coefficient matrix of g under « such that
g = vCM(g). Following Definition 6 and Proposition 3,

5 = [ 3] - [t ] - [poeslen- M,

Moore(e, )| 0yt 1)xt } {gﬁg] , (11)

o { O(ktr)xr ‘Moore('y,k—i—r— 1)

::Lemfﬁ;rmdrl)x(rﬂ) ::MeFflv-th)Xn

By Corollary 1, we have rank (Moore(e,r)) = r, and as k+r — 1 < ¢,
rank (Moore(v,k +r — 1)) = k + r. Thus,

rank(L) = rank (Moore(e,r)) + rank (Moore(v,k+r —1)) =k + 2r <n.

As rank(BT) < min {rank(L), rank(M)} and M € F{T7*™ is defined in
the basis field F,, we have an Heuristic Argument: if rank(L) = k + 2r and
rank(M) > k + 2r, then rank (B") = k + 2r. We also ran a lot of experiments
to verify this argument. Please see the formal Heuristic Argument after the
proof. Hence, we have

rank (BT) <k+2r = rank(M) < k+ 2r. (12)
Moreover,
rank(M) = rank {gﬁg;;] = dim((CM(e)) + (CM(g)))

= rank (CM(e)) + rank (CM(g)) — dim((CM(e)) N <CM(g)>)

=7+t~ dim((CM(e)) N (CM(g))).
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Let A= dim((CM(e)) N (CM(g))), we have
rank(M) <k+2r < A>t—k—r. (13)
Let a =t — k — r + 1. Finally, combining Equations (12) and (13), we have:
— When a < min{t, r},

Pr[rank (BT) < k+2r] <Prfrank(M) <k+2r]=Pr|A>t—k— 7’]

min{t,r}

= Z Pr {A = z} ~ Pr {A = a} <y - q¥tFTaTn), (14)

The first inequality “<” due to “=" of Equation (12). The second equation
“=" due to “<=" of Equation (13). The approximation “~ Pr {A = a} 7 s
natural. By the probability in Lemma 2 (see Appendix A), as the dimension
i increases, the probability decreases significantly. Of course, one can also use
upper bounds “< (min{t, r}—a+ 1)Pr [A = a} 7. We use the approximation
because it simulates closely. The last inequality also follows Lemma 2.

— When a > min{¢,r}, it is impossible to obtain an intersection space of
dimension > a. Hence,

Prrank (B") < k + 2r] < Prfrank(M) < k + 2r] = Pr {A > a} =0. (15)

This means that the DFR is null and the decoding algorithm is deterministic.
O

Heuristic Argument. If rank(L) = k + 2r and rank(M) > k + 2r, then
rank (B") = rank (LM) = k + 2r.

To validate the heuristic argument, we provide two evidences:

— We performed an experiment. With a fixed matrix L, a lot of random matri-
ces M of rank > k+2r always lead to a matrix BT of rank k+2r. The scripts
are available online at https://github.com/RQCPKE/EGCodesRQC.

— In Section 8 (Theorem 8), the heuristic argument is applied to prove the
null DFR of the (Interleaved) Gabidulin codes. If our heuristic argument is
invalid, then decoding Gabidulin codes by the Gaussian elimination would
not be deterministic. This challenges the well-known conclusion: decoding
Gabidulin codes is deterministic, which has stood for over 40 years.

These two evidences show that our heuristic argument is reliable, sound, and
valid.


https://github.com/RQCPKE/EGCodesRQC
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5.3 Decoding Capacity

Theorem 4. The EGy(g) codes in Definition 7 can decode errors of weight up
to min {t —k, L”Tfkj }

Proof. For any error e € Fy.,. and [le||g = 7, from Theorem 3, we known that
when k 4+ r < t and k + 2r < n, the EGg(g) codes can decode such an error e.
This leads to conclusion. O

Theorem 5. If t = m and k = 2m — n, then the EGg(g) codes in Definition
7 can decode errors of weight up to the RGV bound in Definition 14 (Appendiz
A1)

Proof. From Theorem 4, we know that the EGy(g) codes can decode errors of

weight up to min {t —k, VLT_kJ } Let r = min {t —k, L"Q;kJ } By the definition

of the RGV bound (Definition 14, Appendix A.1), we only need to prove that

such a value r satisfies ¢"(m+"=7) = ¢(=F)m If t — m and k = 2m — n, then
n—k

t—k=[2%| =n—m. Hence, r = min {t — k, | 55|} =n — m. It is easy to

check that qT(’”*”*T) = q(n*k)m — q2m(n*m). O

Recall that the RGV bound in Appendix A.1, ¢"(™*+"=7) is the lower bound of
V(q, m,n,r). Thus, by the EG codes, any syndrome (resp. word) in IE‘Z*’C (resp.
Fgm) can be decoded to an error of weight the RGV bound. In the experiment,
for some code parameters, any syndrome (resp. word) can even decode up to a
larger error than the RGV bound with an overwhelming probability.

5.4 Decoding Algorithm

Theorem 3 considers the errors of weight exactly r, and the decoding will fail if
rank(A) < k+ 2r. However, when an error of weight < r (say weight is w) really
occurs, we must have rank(A) < k + 2r:

rank(L) = rank (Moore(e,r))+rank (Moore(v,k +r — 1)) = w+k+r < k+2r,

rank(A) = rank(B ") < min{rank(L), rank(M)} < rank(L) < k + 2r,

where € € Fi. is a basis of support of the error of weight w.

Then, in this case, whether it can decode successfully, how to recover f(x),
and how to determine DFR ? We discuss this case in Appendix B. We there
show that if dim (kernel(A)) is controlled as r — w + 1, any non-zero element in
kernel(A) can still be used to recover f(z), and the DFR < =, -q®(+%=2=7) The
DFR quickly decreases in w and is upper bounded by that of decoding weight 7.

The resulting decoding procedure is given in Algorithm 1. We present a gener-
al decoding procedure: given an EG code decoding up to weight r, when the error
of weight w occurs (w < r), if dim (kernel(A)) is controlled as r —w+ 1, any non-
zero element in kernel(A) can determine f(z) by Steps 5 - 6. The DFR depends
on dim (kernel(A)), and Algorithm 1 returns failure if dim (kernel(A)) # r—w+1.



(Interleaved) Extended Gabidulin Codes and Their Applications to RQC 25

Algorithm 1 Decoding errors of weight w for the EG codes (w < r)

Input: ¢,m,n, k,t,w,r € N, k <t < min{n, m},
gcFym and [|g|lr =t, y € Fym.
Output: f(z) € L<p—1[z]; e € Fym and |le|lr = w
1: Compute matrices A; and A2, and construct matrix A:

Y = Moore(y,r)', Z =Moore(g,k+r—1)", A=[Y Z].

: Compute the right kernel kernel(A) of the linear system Az’ =0,.
: Recover message g-polynomial f(x) and error e:
Let b = (bo, b1,...,bk+2-) be a random non-zero element in kernel(A).
Set v/(z) = S27_y bix? and u'(z) = ST biegia?
Set f(x) = —v'(x)\w (x) by left division. // Holds if dim (kernel(A)) =r —w + 1
if deg, f(z) <k —1and |ly — f(g)[[r = w:
return f(z) and e :=y — f(g)
else:
return |

S R BTN o

—_

Decoding Complexity. The complexity of Algorithm 1 is dominated by Step
2. The right kernel of the system Az ' = 0,, can be found in O(n?) operations
in Fym by standard Gaussian elimination. Thus, the complexity of decoding EG
codes is bounded by O(n?).

5.5 Simulated DFR for Decoding Errors of Weight r

In Table 2, we chose eight types of simulable code parameters, and set five
groups of parameters for each type. We simulated DFR for each group by per-
forming decoding algorithms (Algorithm 1) in 10° times. The theoretical DFR
is estimated by Equations (14) and (15) with v» = 4, and v, = 2 if ¢ > 2.
The theoretical DFR, for the types decoding up to the RGV bound is always
greater than 1, and we recorded these DFR as 1 (see No. 26 - 35). Here, d
is the minimal distance, drgy is the RGV bound (Definition 14) and dgg is
the RS bound (Definition 15). The test scripts are available online at http-
s://github.com/RQCPKE/EGCodesRQC.

6 Improved Decoding Algorithm

It is clear that the cost O(n?) of decoding Algorithm 1 is too much for an effi-
ciently implementation. In this section, we provide two improvements and obtain
the cost O(r®) and O(n?). These also show that our decoding idea starting from
solving the LR problem is potential for developing efficient decoding algorithms.

6.1 The Improved Gaussian Elimination

Here, we adapt the idea of decoding Gabidulin codes by Loidreau [30] (Section
5.1). Recall that decoding Algorithm 1 consists in solving the system (4): Az =


https://github.com/RQCPKE/EGCodesRQC
https://github.com/RQCPKE/EGCodesRQC
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Table 2. Theoretical and simulated DFR of the EG codes for errors of weight r.

Parameters Theoretical Simulated
Types  Noo b, k) DFR prr @ drev drs
1 (2,5,7,5,2,2) (272) 0.2500 00579 4 3 4
Increase g 2 (3,5,7,5,2,2) (275%)0.0247 00123 4 3 4
(t=m<mn) 3 (5,5,7,5,2,2) (2783)0.0032 0.0016 4 3 4
4 (7,5,7,5,2,2)  (27°2)0.00085 0.00034 4 3 4
5 (11,5,7,5,2,2) (2~ 1258) 0.00014 0.00004 4 3 4
6 (2,31,41,31,9,16) (27°) 0.0313 0.0154 23 19 25
Increase m 7 (2:32,41,32,9,16)  (27°) 0.0156 0.0078 24 19 25
(t=m<n) S (23341,33,9,16) (2 ™) 0.0078 0.0037 25 20 26
9 (2,34,41,34,9,16)  (27%) 0.0039 0.0018 26 20 27
10 (2,35,41,35,9,16)  (27%) 0.0020 0.0009 27 20 28
11 (2,27,41,27,9,16) (2~ 1) 0.5000 02312 19 17 22
Increase n 12 (2,27,42,27,9,16) (2~ 7) 0.0625 0.0388 19 17 22
(t=m<n) 13 (227,43,27,9,16)  (277) 0.0078 0.0052 19 18 22
14 (2,27,44,27,9,16) (27'°)0.00098 0.00085 19 18 22
15 (2,27,45,27,9,16) (27'%) 0.00012 0.00008 19 18 22
16 (2,35,41,30,9,16) (2~ ;‘) 0.0625 0.0300 22 20 28
Increase ¢ 17 (2:35,41,31,9,16) (27 6) 0.0313 0.0151 23 20 28
(t<m<n) 18 (23541,32,9,16) (27%) 0.0156 0.0083 24 20 28
19 (2,35,41,33,9,16)  (277) 0.0078 0.0036 25 20 28
20 (2,35,41,34,9,16)  (27®) 0.0039 0.0018 26 20 28
21 (2,29,26,16,5,10) (2~ i) 0.0250 0.1326 12 16 22
Increase ¢ 22 (2,29,26,17,5,10) (2~ 6) 0.0625 00371 13 16 22
(t<mn<m) 23 (229,2618510) (27°)0.0156 0.0098 14 16 22
24 (2,29,26,19,5,10)  (27%) 0.0039 0.0024 15 16 22
25 (2,29,26,20,5,10) (27') 0.00098  0.00058 16 16 22
26 (2,30,37,30,23,7) 1 0.7122 8 7 12
Decoding 27 (2,30, 38, 30,22, 8) 1 07086 9 8 13
RGV Bound 28 (2,30,39,30,21,9) 1 0.7102 10 9 14
(k>7r) 29 (2,30,40,30,20,10) 1 0.7109 11 10 16
30 (2,30,41,30,19,11) 1 07142 12 11 17
31 (2,21,34,21,8,13) I 0.7125 14 13 17
Decoding 32 (2,22,36,22,8,14) 1 07119 15 14 18
RGV Bound 33 (2,23,38,23,8,15) 1 0.7118 16 15 19
(k<r) 34 (2,24,40,24,8,16) 1 07122 17 16 20
35 (2,25,42,25,8,17) 1 0.7123 18 17 21
36 (2,27,27,27,7,10) 0 0 21 14 21
Gabidulin 37 (2,28,27,27,7,10) 0 0 21 14 21
Codes 38 (2,29,27,27,7,10) 0 0 21 14 21
(t=n<m) 39 (2,30,27,27,7,10) 0 0 21 14 21
40 (2,31,27,27,7,10) 0 0 21 15 21

0,. The first r + 1 coordinates of x determine v(z) of ¢g-degree r and the last
k + r coordinates of & determine u(z) = —v(z) o f(x) of ¢-degree < k+r — 1.
By observing A, its part is independent of the received word y € Fy.. and
.Let y; € ]F’;JZT and g; € F’;I,T be vectors
consisting of the first £+ coordinates of y and g, respectively. Let y2 € Fyn k=r

depends only on the generator g € Fy..
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and go € ]FZTZ’“_T be vectors consisting of the last n — k — r coordinates of g
and y, respectively. To adapt the decoding idea in [30], we assume that the
coordinates of g; are linearly independent over Fy, i.e., ||g1||r = k+7r. Otherwise,
we perform a permutation on g and y such that the coordinates of g, are linearly
independent. We write A as

_ |Gy x(k2r+1)
A _— {?2‘?2] e F ’I'L

where T} = Moore(y;,r)" € ]P’,(Jlf:rr)x(r“), T, = Moore(ys,7)" € Fg@ikq)x(ﬂrl),
G, = Moore(g,,k+r—1)" € Fé’fnﬂ)x(kﬂ), and Gy = Moore(gy, k+r—1)" €
F(n—k—r)x(k—i—r)
g .
Let 1 € ngl be a vector consisting of the first » + 1 coordinates of .

Let x4 € IF’;I,’" be a vector consisting of the last k + r coordinates of x. As
llgillr = k + r, we have rank(G1) = k + r, i.e., G is invertible. Solving the

system (4): Az = 0, is equivalent to solving
le]— + leg— = 0f4r :L'Q =-Gy llel (16)
TQCEI + GQm; =0n—k—r (T2 - GGy lTl) wl =0,_r_r

For decoding by solving the system (16), one precomputes G7' and GoG7*.
Once receiving y, one first solves &, from the subsystem (T2 — GgGl_lTl) :clT =
0,,_r_, with r + 1 unknowns and n — k — r equations, then computes x5. The
overall complexity is O(r3) for solving ; when r + 1 ~ n — k — 7. This is the
case of cryptographic parameters.

6.2 The Welch-Berlekamp Like Algorithm for the EG Codes

The Welch-Berlekamp algorithm [27] is an efficient algorithm solving the lin-
ear reconstruction problem. This algorithm was adapted to decoding Gabidulin
codes by Loidreau [30,9] (called Welch-Berlekamp like algorithm). The decoding
algorithm presented in the previous sections consists in solving the so-called LR
problem (Definition 10) by Gaussian elimination. In this section, we find that
the Welch-Berlekamp like algorithm can be adapted to decode EG codes.

The idea is to compute two pairs (ug, vg) and (u1,v1) of g-polynomials which
satisfy the interpolation conditions of the LR problem (see Definition 10):

v(y) =ulgi), i€[n]
and such that at least one of the pairs satisfies the final degree conditions:

if n — k even
Lg if n —k odd

degq(U(fU))<{ S J .
v(z) # 0; degy(v(z)) <
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For a negligible DFR, n is often sufficient large. In this case, L%*’“J is greater
than r. When applying the Welch-Berlekamp like algorithm to decode EG codes,
the last n — 2r — k elements of y are redundant, and the first 2r + k elements are
sufficient for successful decoding. We thus can tune the final degree conditions

as:
degq(u(x)) <k-+r,
v(x) #0; deg,(v(z)) <7
The resulting decoding algorithm is presented in Algorithm 2. The overall
decoding complexity is O ((2r +k)?) ~ O (n?). The simulated DFR is pre-
sented in Appendix A.5 (See Table 5). The test scripts are available online at
https://github.com/RQCPKE/EGCodesRQC.

Algorithm 2 Decoding errors of weight < r by the Welch-Berlekamp algorithm
Input: ¢, m,n,k,t,7 € N, k <t <min{n,m}, g€ Fym and ||g|lr =t, y €& Fym.
Output: f(z) € L<k—1[z]; e € Fym and |le||r <7

1: Call Algorithm 5 in [9]

2: Return (Ny, W1)

3: Set u(z) = N1 and v(z) = W,

4: Compute f(z) = v(z) \ u(z)

5: if deg, f(x) <k —1and [y — f(g)llr <7
6: return f(z) and e :=y — f(g)

7. else:

8: return 1

7 Interleaved EG Codes

Interleaving a code considers several codewords at the same time, corrupted
by errors sharing the same support. This specific structure allows to design
algorithms being able to decode more errors. In this section, we introduce the
Interleaved EG (IEG) codes and analyze its decoding capacity.

Definition 11 (IEG Code). Let g, m,n,t, k, N be integers and k < t < min{n, m}.
Let g = (91,92, -, 9n) € Fym be the generator of weight t. The IEG code of di-
mension k and length n generated by g is defined as

f1(g)
f2(g)

: : fiz) € Lap—1]x], i€ [N]
fn(g)

Let y; = fi(g) + e;, i € [N] where all e;’s share the support of dimension
r. We show that if one receives such a set of N words y;’s, it can decode more

IEGL(g) =
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errors than the EG codes, specifically correct up to r = min {t —k, J\([](Vn;k)) }

We give a decoding algorithm based on solving the LR problem and bound the
DFR. First, like the LR problem for decoding the EG codes (see Definition 10),
we define the LR problem for decoding the IEG codes.

Definition 12 (The LR (g, {y;};c[n]) Problem for Decoding IEG Codes).
IHPUt ‘g = (915927 s 7gn) € ]F;lm; Y1,Y2,---, YN € Fgm
Output : v(z),u;(z) € L[z] such that:

1. v(z) # 0 and degv(x) <7r; 2. wi(x) <k+r—1; 3 v(y)=u;(g).

Let Z = Moore(g,k +r—1)7 € IFZ,f(kJrT) and Y; = Moore(y;,r)" €

X 1
Fx

system Az =0 Nn Where

). Solving the LR (9. {yi}ic[n]) problem is equivalent to solving a linear

Yi|Zo0---0 Y;
—~ Y>|0Z---0 Y,
A= . oL ] — . Dlag(Z,N) EFZTIXX[T—O—l—O—N(k—&-T)]. (17)
Yv|00---Z Yy

If the right kernel kernel (ﬁ) is one-dimensional, let b = (bo, b1, - - -, by N (k4r))

be a random non-zero element in kernel (ﬁ), we set v'(z) = >.i_, biz? and
k+r— J

uj(z) = 3700 " brt (1) (k4527 - Then fi(x) = —v'(z) \ uj(x). Next, we

analyze when kernel (ﬁ) is one-dimensional, and derive the DFR and the de-

coding capacity.
Let B; = Moore(e;,r)T € Fyt "™ and It = —=PM(fi(x),r) € Fi Y.
Following Proposition 9, we have

I 00---0 E,
| InTIT0---0 E, N
Al . ... . |=| . |Diag(Z,N)| :=B.
Iyoo--- T Ex
[ S —
invertible matrix

Thus, Ais equivalent to B. Next, we analyze dim (kernel (A)) > 1.

Proposition 11. For all errors e;’s sharing the same support of dimension r,
if k+r <t <min{n,m} and r+ N(k+r) <nN, then rank (E) <r+N(k+r).

The proof of Proposition 11 is put in Appendix A.6. By Proposition 11, we
have rank (ﬁ) = rank (ﬁ) < r+N(k+r). Since rank (ﬁ) +dim (kernel (2)) =

A~

r+ N(k+r)+ 1, we must have dim (kernel (A)) > 1. Thus, there must exists
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a non-zero element in kernel (A)

The DFR decoding the errors of maximal weight depends on dim (kernel (ﬁ)) >
1, which is equivalent to rank (ﬁ) <7+ N(k+r). Since rank (A) = rank (E’),

the DFR depends on the probability of rank (é) < r+ N(k+r). This leads to
Theorem 6 whose proof is put in Appendix A.7.

Theorem 6. For any N uniform errors e;’s sharing the same support of di-
mension r, if k+r <t <min{n,m} and r+ N(k+r) <nN, then

Pr [rank (13’) <r+N(k+ r)} < g - gt WtTma=Nn) (18)

where a = N(t —k —r) + 1.

. . N(n—k
Theorem 7. The IEG codes can decode errors of weight up to min {t — k, { 1(\/+1 )J }

Proof. For all errors e; sharing the same support of dimension 7, from Theorem
6, we known that when k +r <t and r + N(k +r) < nN, the IEG codes can
decode such errors e;’s. This leads to conclusion. a

Theorem 6 considers N errors sharing r-dimensional support, and the de-
coding will fail if rank (ﬁ) < N(k +r) + r. However, when N errors share
the support of dimension < r (say dimension is w) really occurs, we must have
rank (K) <NE+7r)+7r:

rank(L) = rank (Moore(e,r))+rank (Diag(N2, N)) = w+N(k+r) < N(k+r)+r,

rank (A\) = rank (AT) < min{rank(L), rank(M)} <rank(L) < N(k +7r) +r,

where € € Fi\. is a basis of support of the error of weight w.
Then, in this case, whether it can decode successfully, how to recover f;(x),
and how to determine DFR ? We discuss this case in Appendix C. We there

show that if dim (kernel (A)) is controlled as r — w + 1, any non-zero element

in kernel (ﬁ) can determine f;(z), and the DFR < 7, - ¢@(NVt+w=a=Nn) The

resulting decoding procedure is presented in Algorithm 3.

Decoding Complexity. The complexity of Algorithm 3 is dominated by Step 2.
The right kernel of the system Az = 0,, can be found in O ((Nn)?) operations
in Fym by Gaussian elimination. Thus, the complexity is bounded by O ((Nn)?).
We leave more improvements as independent interest for further study.
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Algorithm 3 Decoding errors of weight w for the IEG codes (w < r)
Input: ¢,m,n,k,t,w,r,N € N, k <t < min{n,m},
g €Fym and |lgllr =t {yi}ien) € (Fgm)™.
Output: fi(z) € L<r_1[z]; e; € Fym and dim(Supp(e;)) = w
1: Compute Y; = Moore(y;,r)’ € ]FZ,,XL(TH) and Z = Moore(g,k+7 —1)" €

}Fgﬁi(lﬁr), construct the matrix A € FZTJXX[THJFN(ICJFT)] as in Equation (17).

: Compute the right kernel kernel (A\) of the linear system Az = Onn.

: Recover message g-polynomials f;(z) and errors e; for i € [N]:
Let b= (bo,b1,...,br4N(ktr)) be a random non-zero element in kernel (A\)
Set v'(z) =Y., bz? and ui(z) = Zfi(:*l br+1+(i,1)(k+r)+ja:qj.
Set fi(x) = —v'(x) \ ui(z) by left division.
// Holds if dim (kernel (ﬁ)) =r—w+1

if deg, fi(z) <k —1and |ly; — fi(g)llr = w:

return f;(z) and e; := y; — fi(g)
else:

return |

@ g R Wy
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8 Relations with (Interleaved) Gabidulin Codes

In this section, by our DFR idea of decoding EG codes, we show that decoding
interleaved Gabidulin codes is deterministic. This problem is left in [31], where
the authors only presented a proof in a vague case that the number of columns
of the system is exactly equal to number of rows plus 1. This leads to a mislead
that the most previous works [44,50,17,6] thought that there exists only efficient
probabilistic decoding algorithms for interleaved Gabidulin codes. The result
covers the fact that decoding Gabidulin codes is deterministic. This work also
supports the validity of our heuristic argument for Equation (12). If our heuristic
argument is invalid, then decoding Gabidulin codes by the Gaussian elimination
would not be deterministic. This challenges the well-known conclusion: decoding
Gabidulin codes is deterministic, which has stood for over 40 years.

Definition 13 (Gabidulin Code). Let g, m,n, k be integers and k < n < m.
Let g = (g1, --,9n) € Fym be a vector of weight n, which is called a generator.
The Gabidulin code of dimension k and length n generated by g is defined as

Gab(g) = { /(9) = (F(g): f(92), -, Flgn) + (@) € Laprol}.

Given N g¢-polynomials f;(z) € L<g—_1[z] for ¢ € [N], the decoding model of
the interleaved Gabidulin codes is

yi = fi(g) +ei, i€[N]

where all e;’s share the support of dimension r. Note that when N = 1, the
decoding model is exactly that of the Gabidulin codes.
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By the definition of the EG codes (Definition 7), when ¢t = n and m > n, the
EG codes are exactly Gabidulin codes. We adapt the results of our DFR to the
case of interleaved Gabidulin codes and obtain the null DFR in Theorem 8.

Theorem 8. For any N uniform errors e;’s sharing the same support of di-
N(n—k)
N+1
deterministic, i.e., the DFR is null.

mension 7, if v < L J, then the decoding of interleaved Gabidulin codes is

Theorem 8 can be viewed as a direct application of Theorem 6. If r» <
{NI(\;LJ;’C)J, then Nn > N(k + r) + r. In the case of Gabidulin codes, a =
Nit—k—-r)41=Nn-k—r)+12>r+1> r. Thisis an impossible
event, hence Prlrank (ﬁT) < N(k+r)+r] = 0. This means that the DFR is

null. We present the formal proof in Appendix A.8.

9 Applications to RQC PKE

In this section, we apply the EG codes to RQC PKE [46] with the ideal blockwise
rank decoding problems. The details are presented in Appendix I. We choose t-
wo types of parameters sets: Our RQC and Our Conservative RQC. Here,
we only present the overall performance comparison. The definition of PKE is
recalled in Appendix D. The ideal blockwise decoding problems are recalled in
Appendices E-G. The best attacks on decoding problems are recalled in Ap-
pendix H. The specific security parameters for our RQC are given in Table 7 in
Appendix [.2.

In Table 3, we present sizes and DFR for our RQC and their original versions.
For 128-bit security, our RQC has a bandwidth of 1690 bytes, which is about
69% and 34% more compact than RQC (NIST PQC) and RQC (Asiacrypt 2023),
respectively. This improvement is more significant for higher security levels.

In Table 4, we provide reference timings for our RQC and their original
versions. Our RQC achieves about 60% improvement over RQC (NIST PQC).
These timings are roughly 1000 times greater than when running on C language.
Thus, the efficiency is practical.

10 Conclusion and Future Work

In this paper, we investigated the (interleaved) EG codes and applied the EG
codes to rank-based cryptosystems. By our analysis by solving the LR problem,
the EG codes have the DFR which can be made arbitrarily small and can exactly
decode up to the RGV bound. We exploited these decoding gains to improve
RQC in size and efficiency. The resulting bandwidth and efficiency are quite
practical. Compared to HQC finalized by NIST PQC, our RQC also offers a
very competitive bandwidth. We also proved the null DFR of the Interleavead
Gabidulin codes. Our work provided a broad space for enriching coding theory
and designing rank-based cryptosystems. In the future, we would like to conduct
more study.
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Table 3. Comparison of sizes and DFR for RQC.

Schemes pt sk pk ct total DFR

Our RQC-128 159 40 590 1100 1690 2~

Our RQC-192 236 40 837 1594 2431 27202

Our RQC-256 202 40 1291 2566 3857 27258

Our Conservative RQC-128 171 40 796 1512 2308 27138

Our Conservative RQC-192 249 40 1711 3342 5053 27207

Our Conservative RQC-256 339 40 3190 6300 9490 2727
RQC-128 (Asiacrypt [46]) 581 40 860 1704 2564 -
RQC-192 (Asiacrypt [46]) 381 40 1834 3652 5486 -
RQC-256 (Asiacrypt [46]) 417 40 2421 4826 7247 -
RQC-128 (NIST [34]) 381 40 1834 3652 5486 -
RQC-192 (NIST [34]) 755 40 2853 5690 8543 -
RQC-256 (NIST [34]) 543 40 4090 8164 12254 -

Plaintext size (pt); private key size (st); public key size (pk); ciphertext size (ct); bandwidth
(total): pk + ct; Decryption Failure Rate (DFR).

Table 4. Comparison of timings for RQC.

Schemes KGen (ms) Enc (ms) Dec (ms) Total (ms)

Our RQC-128 90 98 201 389

Our RQC-192 129 136 464 721

Our RQC-256 195 201 825 1221

Our Conservative RQC-128 109 116 448 673
Our Conservative RQC-192 235 250 1080 1565
Our Conservative RQC-256 458 481 3480 4419
RQC-128 (Asiacrypt [406]) 134 136 249 519
RQC-192 (Asiacrypt [46]) 285 350 665 1300
RQC-256 (Asiacrypt [40]) 383 405 1620 2408
RQC-128 (NIST PQC [34]) 238 250 447 935
RQC-192 (NIST PQC [34]) 359 399 1250 2008
RQC-256 (NIST PQC [34]) 527 561 2430 3518

The schemes are implemented on SageMath 9.5. The benchmark is Ubuntu-22.04 + WSL +
Intel(R) Core(TM) i5-8265U CPU @ 1.60GHz with SageMath 9.5. The test scripts are available
online at https://github.com/RQCPKE/EGCodesRQC. Total: KGen + Enc + Dec.

We hope the Heuristic argument deriving DFR is well proven.
The DFR of the Welch-Berlekamp like algorithm is based on a lot of simu-

lations, and we hope give more theoretical supports in the future.
— Try to adapt the other decoding algorithms of Gabidulin codes, such as
Extended Euclidean Algorithm for Linearized polynomials (LEEA) [19] and
Gao-like algorithm [18], to decode the EG codes and derive DFR.

— Study the list decoding of the EG codes for the radius 7: min {t —k, L

T<m.

Generalize the EG codes over fields of any characteristic.

s
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— Apply the EG codes to matrix/subspace codes in random network coding

[45].

— Mask EG codes and try to improve LowMS [6] and MinRank-McEliece cryp-

tosystems [5], even design full domain Hash-and-Sign signatures.

— Apply the interleaved EG codes to improve and design the rank-based cryp-

tosystems.
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Auxiliary Supporting Material

A Omitted Definitions, Lemmata, Proofs, and Tables

A.1 Omitted Definitions

Definition 14 (Rank Gilbert-Varshamov (RGV) Bound [32,24]).
Let S(q, m,n,r) be the number of errors of weight r in Fm , which equals to the
number of m x n matrices in F'™*™ of rank r, i.e.,

ﬁ(qm _ )= 1:[ (g™ ffij)(q’f —4)

q =0 j=0

S(g;m,n,r) = [f]

Let V(q,m,n,r) be the number of errors of weight < r in Fy.

r 1—1

V(g,m,n,r) = ZSq,mnz ZH qu_q]qj).

=0 57=0

The RGV bound drgv(m,n, k) is the smallest r € N such that V(q,m,n,r) >
¢ "R When either m or n tends to infinity, V(q, m,n,r) ~ ¢""+t"=") Let
qr(ernfr) _ q(nfk)m’ we have

m+n—\/(rr;—n)2+4km’ m # n;
dRGV(ma n, k) = ( & (19)
n{l-— \/; , m=n.

From Definition 14, the RGV bound for an [n, k];m code C with parity-check
matrix H € Fgﬁ:k)xn, corresponds to the smallest weight r for which, for any

syndrome s € Fp.. ¥ there exists on average an error e of weight r such that

He" = s. Note that the approximation ¢"(™*+"~") is very tight and is the lower
bound of V(g,m,n,r) (see Proposition 1 of [32]):

qr(m+n—r) < V(q,mm,r) < Yo qr(m—i-n—r)7

where v, = H]OO 17 }1 is always greater than 1 and is monotonically decreasing
in q, e.g., y2 ~ 3.463, 3 ~ 1.785, and 4 ~ 1.452. This means that the value r
satisfying V(q,m,n,r) = qm(”_k) must be less than or equal to one satisfying
qmtn=r) — ¢(=k)m Ty other words, the accurate RGV bound must be less
than or equal to the (asymptotical) RGV bound in Equation (19). Further, if
the code C can decode up to the RGV bound in Equation (19), then its decoding
capacity is actually beyond the accurate RGV bound.

Hence, we obtain that if the code C can efficiently decode up to the RGV
bound in Equation (19), then any syndrome (resp. word) in IF:;,Z’“ (resp. Fyin)
can be decoded efficiently. The EG codes are exactly this case (see Theorem 5).
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Definition 15 (Rank Singleton (RS) Bound [32,18]). The RS bound dgs(m,n, k)
for an [n, k]gm -linear code is defined as drs(m,n, k) = LMJ + 1.

max(m,n)

The minimal distance of rank metric codes is less than or equal to the RS
bound. The code with the minimal distance reaching the RS bound is called a
Maximum Rank Distance (MRD) code.

A.2 Omitted Lemmata

Lemma 1. Let g,n,7 € N andn >r. ¢""~") < B}} <q- g (),
a

Proof. By definition of Gaussian binomials, we have

r—1 P—
ERIEE R =S
7 —q it A
r—11—¢'""

Since n > r, we get [[;—) 7= o = 1 which yields the left-hand inequality.
To get the other inequality, we bound the product:

r—1 1— qi_n r—1 1 r—1 oo
— < - = .
gl_qur—gl_qur kl_[ 1;[ %

The right-hand inequality is obtained by taking v, = []5- 1T T q — . Note that ~,
is always greater than 1 and is monotonically decreasing in ¢, e.g., v2 =~ 3.463,
v3 ~ 1.785, and 4 ~ 1.452. a

Lemma 2 is to quantify the probability that the fixed subspace U and the
random subspace V have an intersection of a certain dimension. We will use it
to estimate the decoding failure rate. We found a trace of this probability in
[28] (Proposition 3.2) and its application in [24] (Lemma 5). Here, we provide a
concise proof and precise upper bound.

Lemma 2. Let t,r,a € N and a < min{r,t}. Let U be a fized t-dimensional
subspace of Fy. Let V' be a random r-dimensional subspace of ¥y . Then

Pr [dlm(U N V) = a] < Yq ,qa(tJrrfafn).

Proof. By Lemma 7 in [20], given subspace U of dimension ¢, there are [Z]

ways to choose an a-dimensional subspace W of U. For a fixed W, the number
of r-dimensional subspaces V such that UNV =W is

(qn _ qt) (qn _ qt+1) (qn _ qt+r7a71) _ |:n — t:| q(rfa)(tfa)
(qr_qa) (qr_qa+1),,,(qr_qr—1) r—a . .
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The total number of r-dimensional subspace V' of Fy is L?:L} . Thus, we have
q

t n—t
(r—a)(t—a)
), e
q q
7]
T
q

The inequality follows the conclusion in Lemma 1. a

a(t+r—a—mn)

Pridim(UNV)=qa] =

<Y -q

A.3 The Proof of Proposition 6

Proof (Proposition 6). Given any f(z) € L<g_1[z], let f(x) = Zf:_ol fiz?". Then
the codeword f(g) of the EG(g) code can be expressed as

f(g) = (f(g1), f(g2),-- -, f(gn)) = (fo, f1,-- -, f—1) Moore(g, k — 1).

Let G = Moore(g,k — 1). Since k — 1 < t < min{n,m}, from Proposition 5,
we have rank(G) = k. Thus, the dimension of the EG(g) code is k, and G is its

generator matrix. a

A.4 The Proof of Proposition 7

Proof (Proposition 7). Assume that the first ¢ coordinates of g are linearly in-
dependent; otherwise, performing a permutation. Let 7 € Fgm be a basis of
Supp(g). Let CM(g) € F.*" of rank t be the coefficient matrix of g under 7
such that g = 7CM(g). Then there exists an invertible matrix P € Fy*" s.t.,
the last n — ¢ columns of CM(g) are zeros, i.e.,

CM(g)P = [V Otxnft]a Ve ]FZXt.

Further there exists a vector ¢’ = (g1, g5, ---, 95,0, ...,0) s.t., ¢ = TCM(g)P =
gP.
We have GP = Moore(g,k—1)P = Moore(gP,k—1) = Moore(g’, k—1).
For rank metric codes over Fgm, the invertible matrix P over the basis field is an
isometry. Then the EG codes defined by G are equivalent to the codes defined
by GP. The first ¢t columns of GP define a Gabidulin code of dimension k
and length ¢ with the minimal distance t — k + 1. Thus, the EG codes have the
minimal distance t — k + 1. a

A.5 Simulated DFR for the Welch-Berlekamp Like Algorithm

In Table 5, we test five types of simulable code parameters, and set five groups
of parameters for each type. We simulated DFR for each group by perform-
ing decoding algorithms (Algorithm 2) in 10° times. The theoretical DFR is
estimated by Equations (14) and (15) with v, = 4, and v, = 2 if ¢ > 2.
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The theoretical DFR for the types decoding up to the RGV bound is always
greater than 1, and we recorded these DFR as 1 (see No. 16 - 25). Here, d
is the minimal distance, dggy is the RGV bound (Definition 14), and drg is
the RS bound (Definition 15). The test scripts are available online at http-
s://github.com/RQCPKE/EGCodesRQC.

Table 5. Theoretical and simulated DFR of the EG codes for errors of weight r using
the Welch-Berlekamp like algorithm.

Parameters Theoretical ~ Simulated

Types No. (@ mum, b, k) DFR DFR. d drav dgrs

1 (2,31,41,31,9,16) (27°)0.0313  0.0150 13 19 25

nerense 2 (2,32,41,32,9,16)  (27°) 0.0156  0.0076 14 19 25

(lem<m 3 (238341,339,16) (27)0.0078 00038 15 20 26

4 (2,34,41,34,9,16) (27%)0.0039  0.0017 16 20 27

5 (2,35,41,35,9,16) (279)0.0020  0.0008 17 20 28

6 (2,35,41,30,9,16) (2-7)0.0625 _ 0.0310 22 20 28

Increase ¢ 7 (2,35,41,31,9,16) (275) 0.0313 0.0150 23 20 28

(temen) 8 (23541,329,16) (270015 00084 24 20 28

9 (2,35,41,33,9,16) (277)0.0078  0.0036 25 20 28

10 (2,35,41,34,9,16) (27%) 0.0030  0.0018 26 20 28

11 (2,29,26,16,5,10) (2 %) 0.0250  0.1320 11 16 22

merease ¢ 12 (2,29,26,17,5,10)  (27%) 0.0625  0.0372 13 16 22
-6

(t<mem) 13 (22026185100 (270015 00098 14 16 22

14 (2,29,26,19,5,10) (27)0.0039  0.0025 15 16 22

15 (2,29,26,20,5,10) (27'°)0.00098 0.00058 16 16 22

16 (2,30,37,30,23,7) 1 0.7120 8 7 12

Decoding 17 (2,30, 38,30,22,8) 1 0.7087 9 8 13

RGV Bound 18 (2,30,39,30,21,9) 1 0.7100 10 9 14

(k>7r) 19 (2,30,40,30,20,10) 1 07105 11 10 16

20 (2,30,41,30,19,11) 1 07141 12 11 17

21 (2,21,34,21,8,13) 1 07124 14 13 17

Decoding 22 (2,22,36,22,8,14) 1 07120 15 14 18

RGV Bound 23 (2,23,38,23,8,15) 1 07118 16 15 19

(k<r) 24 (2,24,40,24,8,16) 1 07120 17 16 20

25 (2,25,42,25,8,17) 1 07125 18 17 21

A.6 The proof of Proposition 11
Proof (Proposition 11). We consider the rank of BT Let
B,

élz[EFEQTE;[], EgzDi&\g(ZT,N)7 ﬁ—r:l
2

Since k+r < t, from Proposition 5, we have rank (E;") = r and rank (Z) = k+r.
Thus,

rank (E) = rank (§T> < rank (ﬁl) + rank (Eg) =r+ N(k+r).


https://github.com/RQCPKE/EGCodesRQC
https://github.com/RQCPKE/EGCodesRQC
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A.7 The proof of Theorem 6

Proof (Theorem 6). We consider BT and estimate Pr [rank (§T> <r+N(k+ r)} .

Let € € .. be a basis of support for N errors e;’s. Let CM(e;) € F;*™ of rank
7 be the coefficient matrix of e; under e such that e; = eCM(e;). Let v € Fln.
be a basis of Supp(g). Let CM(g) € F,*" of rank ¢ be the coefficient matrix

of g under v such that g = yCM(g). Let N; = Moore(e,r) € Ffﬁrl)xr and
Ny = Moore(y,k+r—1) € Fé’fjr)”. By Definition 6 and Proposition 3,
57 _[B{E] - Ey]_[Ni CM(e) Ny CM(es) -« Ny - CM(ex)
Diag(Z',N) Diag(N; - CM(g), N)
Nl‘ 0 CM(el) CM(EQ) s CM(CN)
0 ‘Diag(Ng,N) Diag(CM(g), N) ’

(20)

::LeF[;;Z—N(k-%—T)+1]><(T+Nt) ::MG]F((I’V‘+N1/)XNTL

By Corollary 1, we have rank (IN7) = r, and as k+r—1 < ¢, rank (Diag(INy, N)) =
N(k+r). Thus, rank(L) = rank (N7)+rank (Diag(N2, N)) = r+N(k+r) < Nn.

As rank <§T> < min{rank(L), rank(M)} and M € ]F‘((IT+Nt)XNn is defined in
the basis field Fy, Following the Heuristic Argument presented in Theorem 3: if
rank(M) > r + N(k + r), then rank (ET) =r+ N(k+r). Hence, we have

rank (ET) <r+N(k+r) = rank(M) <r+ N(k+r). (21)

Moreover, since

Diag(CM(g),
- dim(([CM(el) CM(ey) -+ CM(ey)]) + <CM(g)>)
=r+ Nt— A,

rank(M) = rank ([ CM(e1) CM(e) - - ]%w(em ]

where A = dim(<[CM(e1) CM(es) - - CM(en)]) N <CM(g)>), we have
rank(M) <r+N(k+r) < A>N{t—k—r). (22)

Let a = N(t — k — r) 4+ 1. Finally, combining Equations (21) and (22), we have:
— When a < min{Nt,r},

Pr[rank (E’T) <r+ N(k+r)] <Prrank(M) < r+ N(k+r)]

min{ Nt,r}
:Pr[A>N(t—k—r)}: Z Pr{A:i}%Pr[A:a}

< Yq qa(Nt—i-r—a—Nn). (23)
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The first inequality “<” due to “=" of Equation (21). The second equation
“=" due to “<—=" of Equation (22). The approximation “~” is natural. By
the probability in Lemma 2 (see Appendix A), as the dimension i increas-
es, the probability decreases significantly. The last inequality also follows
Lemma 2.

— When a > min{N¢,r}, it is impossible to obtain an intersection space of
dimension > a. Hence,

Pr[rank (ET) <r+ N(k+r)] <Pr[rank(M) <r+ N(k+r)]=Pr {A > a}
(24)

This means that the DFR is null and the decoding algorithm is deterministic.
O

A.8 The proof of Theorem 8

Proof (Theorem 8). We adapt the proof of Theorem 6, consider ET, and es-
timate Pr [rank (ET) <r+ N(k+ r)} Let & € .. be a basis of support for
N errors e;’s. Let CM(e;) € ]FZX” of rank r be the coefficient matrix of e;
under € such that e; = eCM(e;). Differently, g has weight n. Let v € Fp..
be a basis of Supp(g). Let CM(g) € Fy*" of rank n be the coefficient matrix

of g under « such that g = yCM(g). Let N; = Moore(e,r) € Fl(lfjl)” and

Ny = Moore(vy,k+r—1) € Fg’fjr)xn. By Equation (20), let ¢ = n, we have

BT — El E) ---E\] [N;-CM(e;) N;-CM(es) - N;-CM(ey)
o [ Diag(ZT,N) } - [ Diag(N, - CM(g), N) ]
0 ‘Diag(Ng,N) Diag(CM(g), N) ’

:ZLGF[7‘+N(k+7‘)+1]><(7‘+N77.) ._Mngr+Nn)an,
qm T

By Corollary 1, we have rank (N7) = r, and as k+r — 1 < n, we have
rank (Diag(INy, N)) = N(k + r). Thus,

rank(L) = rank (N7) + rank (Diag(Na, N)) =r+ N(k+r) < Nn.
As M € F{ VN and rank(CM(g)) = n, we have
([CM(e1) CM(ez) --- CM(en)]) C (Diag(CM(g), N)).
Hence,

rank(M) = dim(<[CM(e1) CM(ey) --- CM(en)]) + <Diag(CM(g),N)>)
=r+Nn—r=Nn.
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Ifr < {NJ(\;rlk)J ,then Nn > N(k+r)+r, further Prrank(M) < N(k+7r) + 7] =

0. Following the Heuristic Argument presented in Theorem 3, we have

rank (ﬁT) <Nk+r)+r = rank(M) < N(k+7r)+r.

Pr [rank (§T> < N(k+r) —|—7‘} < Prrank(M) < N(k+r) +r] =0.

B Decoding Errors of Weight w (w < r) for the EG
Codes

Assume that the value r is the maximum g¢-degree solved in the LR problem. In
this case, the EG codes can decode up to weight r. Let w < r. Now, we analyze
how to decode when the error of weight w occurs, and show the relation between
the solutions of the decoding problem and LR problem.

Theorem 9. Assume that the LR problem can be solved up to q-degree r. Let
f(z) be a fixred g-polynomial of q-degree < k — 1. Let (g,y) be the instance of
the DecEGCode(g,y) problem with y = f(g) + e and ||e||r = w. The solutions
of the LR(g,y) problem are included in a set VI, :

Vi, = {(v(2), —v(x)o f(2)) & v(z) = 2(z) 0 Ae(), 2(z) € L<r—wla]}.
Then the set V}, is isomorphic to a linear space over Fgm of dimension r—w+1.
Proof. 1t is clear that any (v(z), —v(z)o f(z)) € VI, satisfies

—v(y) = —v(f(9) +e) = —v(f(9) +z0Aele) = —v(f(9)) = —(vo [f)(g).
When z(z) # 0, v(z) = z(z) 0o Ae(x) # 0, deg,v(x) < r, and deg, (v o f)(x) <
k+r—1, such (v(z), —v(z) o f(x)) exactly is the solution to the LR(g,y)
problem. We denote a map by

©: L<p[z] — ]Fgfrnl
T
b(z) = Zbiqu — (bo,by,...,by).
i=0
By some abuse of notation, we also denote by ¢ its natural extension to V) :

. r k+2r+1
Y V, — ]qu

(v(a), —v(@)o f)) v (e(u(@)), @ (~v(@)o f(x))
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Let v(z) = z(z)oAe(2) = S o v;z4 and u(z) = —v(z)of(x) = Zf:g_l uixqi_.
Let f(x) = Ef:_ol fiz?' and Ae(z) = Yi_ aiz?, (a, = 1). Let 2(z) = 1 227 .
One easily checks equations:
(u0sut, -y Uppr—1) | = —PM(f(),7) (vo,v1,-..,v,) (25)
(0,01, -, 0;) | = PM (Ae(@),7 — w) (20, 215 -+ s Zrw) | - (26)

Therefore, we have

:(Uo,Ul,..-,UT,UO,Ul,...,Uk+T_1)T
—M]PMAIT—M 200 21 e ) | 27
e PM (e~ 0) Gz (2D

In Equation (27), we denote the first matrix by F that is fixed and is column
full-rank (rank r + 1), and W := PM (Ae(z),r — w) is fixed and is of rank
r—w+1 due to a, = 1. Thus, FW is a column full-rank (k+2r+41) x (r—w+1)
matrix over Fgm. This shows that under the map ¢, the set V;, is isomorphic to
a linear space ((FW)T) over Fym of dimension r —w + 1. O

By Theorem 9, we can get that in VJ,, any no-zero pair (v(x),u(z)) satisfies
—v(xz)\u(z) = f(x). Thus, once the set V! is determined, we can obtain the
solution to the LR(g,y) problem.

Theorem 10. Let f(x) be a fized q-polynomial of deg, f(x) < k —1. Let y =
f(g) + e and |le||r = w. Let LR(g,y) be the instance of the LR problem. If the
dimension of the right kernel kernel(A) of matriz A defined in Equation (5) is
r —w+ 1, then kernel(A) is isomorphic to V!, defined in Theorem 9.

Proof. If f(x) and (v o f)(z) are the solution to the LR(g,y) problem, then
v(x) # 0, deg,v(z) <, deg (vo f)(z) <k+r—1, and

v(y) = (vef)(g) <= v(y) =v(f(g) = v(y—flg) =0, < v(e) =0,

Then v(z) must have the form of v(z) = z(x) o Ae(x), where z(x) € L[z] is ran-
dom, deg,z(z) < r—w, and A.(z) is the annihilator polynomial of e (Definition
5, Ae(7) is unique and monic, deg, Ae(7) = w, and Ac(e) = 0,,).

Let f(z) = Zi:ol fiz? and v(z) = z(2) 0 Ae(x) = 3_y viz? . Let Ae(z) =
S pair? (a, =1) and z(z) = Y.;_ z2? . From v (y — f(g)) = 0,, combing
Equation (6), we have

r

yr = flg1) (g = f(g1)* -+ (g1 = f(91))" ] [wo
y2 — f(92) (2 = f(g2))* -+ (2 = fg2))* | |»

o= £(g0) (= Fg))? - (g — Fgu)" ] Lon
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<

I
A <+1>x<+1>] T
[—PM(f(w),r) (v0, 01

=

A {W} PM (Ao (2), 7 — ) (20, 21,5 w) | =0, (28)
In Equation (28), we denote the second matrix by F' that is fixed and is a
column full-rank (rank r + 1), and W := PM (Ae(z),r — w) is fixed and is of
rank 7 — w + 1 due to a, = 1. Thus, FW is a column full-rank (k + 2r 4+ 1) x
(r —w + 1) matrix over F,m. This shows that dim (kernel(A)) = r —w + 1 and
((FW)T) = kernel(A).
Consider the linear system

Az" =0,. (29)

Combing Equation (27), we clearly have that if dim (kernel(A)) =r —w + 1,
then kernel(A) is isomorphic to V. O

By Theorem 9 and Theorem 10, if dim (kernel(A)) = r — w + 1, for any
non-zero solution © = (v, V1, ..., U, Ug, U1, - - - , Uk+r—1) 1O the system (29), let
v(z) = Yi_yvir? and u(z) = Zi:_g_l u;z? | then f(x) = —v(x)\u(z). Such
(v(z), f(x)) is solution to the NLR(g,y) problem. This means that, given the
EG codes decoding weight up to r, any error of weight w < r can decoded by
solving the LR(g,y) problem if dim (kernel(A)) =r —w + 1.

Proposition 12. Assume that the LR problem can be solved up to q-degree r.
For any error e € F., and |le|r = w, if k+r <t <min{n,m} and k+2r <n,
then rank(B) < k+r + w.

Proof. Recall that when the LR problem can be solved up to g-degree r, following
Proposition 9, the matrix A is equivalent to B in Equation (9).

B = [Moore(e,r)"  Moore(g,k+r—1)"].

We consider the rank of BT. Let

B, = Moore(e,r), B, =Moore(g,k+r—1), B' = [gl] .
2

Since k+r < t, from Proposition 5, we have rank(B1) = w and rank(Bsz) = k+7.
Thus,

rank(B) = rank (B") = rank ({gﬁ) < rank(By) + rank(B3) < k + 71 +w.
2

O
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From Theorem 10, the DFR of decoding weight w < r depends on the
probability that dim (kernel(A)) # r — w + 1. Proposition 12 shows rank(A) =
rank(B) < k + r + w, since rank(A) + dim(kernel(A)) = k + 2r + 1, we have
Pridim(kernel(A)] > r—w+1. Thus, the DFR depends on probability of dim(kernel(A)) >
r —w+ 1, which is equivalent to rank(A) < k+r+w. We next analyze the prob-
ability of rank(A) < k +r +w (or rank(B) < k + 7 + w) in Theorem 11.

Theorem 11. For any uniform error e € Fy.. and |le[r = w, if k+7r <t <
min{n, m} and k + 2r < n, then

Prlrank(B) < w + k + 1] < 7, - ¢@tFw=a=m) (30)
where a =t —k —r + 1.

Proof. We consider B' and estimate Prlrank(B") < w + k 4 r]. Let & € F.
be a basis of Supp(e). Let CM(e) € Fy’*™ of rank w be the coefficient matrix
of e under € such that e = eCM(e). Let v € F.,. be a basis of Supp(g).
Let CM(g) € IFZX” of rank ¢ be the coefficient matrix of g under ~ such that
g = vCM(g). Following Definition 6 and Proposition 3,

B = [ 5] - [rresen) ] - [roerslen M,

_ {Moore(s, r)‘ 0(11)xt } {CM(e)] (31)
O(itr)xr |Moore(y,k+r—1)] |[CM(g)]|

::LEFEJI:,T-Lerﬁ—l)x(t-;-w) ::LEFEIt+1AJ)><n

By Corollary 1, as w < r, we have rank (Moore(e,r)) = w, and as k+r—1 <
t, we have rank (Moore(~,k +r — 1)) = k + r. Thus,

rank(L) = rank (Moore(e,r)) + rank (Moore(~v,k+r—1)) =w+ k + .

As rank (B") < min {rank(L),rank(M)} and M € th+w)xn is defined in
the basis field Fy, we have a similar heuristic argument: if rank(M) > w+k+7r,
then rank (BT) = w + k 4 r. Hence, we have

rank (B") <w+k+r = rank(M) <w+k+r. (32)

Moreover,

rank(M) = rank [ Ezﬂ dlm(<CM(6)> + <CM(9)>)

- d.m(<CM(e)>) n d.m(<CM( )>) - dim((CM(e)) N <CM(g)>)
—w+t—d|m( N (CM(g )>)
Let A = dim(( M(e)) N (CM(g )>) we have

rank(M) <w+k+r < A>t—k—r. (33)
Let a =t — k — r + 1. Finally, combining Equations (32) and (33), we have:
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— When a < min{¢, w},

Prlrank (B") < w+k + 7] < Prlrank(M) < w + k+ 7] = Pr|A >t—k—r]
= Z Pr[A:z} ",.};PI'|:A:a:| qu,qa(t—i-w—a—n). (34)

The first inequality “<” due to “=" of Equation (32). The second equation
“=" due to “<—=" of Equation (33). The approximation “~” is natural. By
the probability in Lemma 2 (see Appendix A), as the dimension i increas-
es, the probability decreases significantly. The last inequality also follows
Lemma 2.

— When a > min{¢,w}, it is impossible to obtain an intersection space of
dimension > a. Hence,

Prlrank (B") < w+k + 7] < Prlrank(M) < w + k + 1] = Pr[A > a} = 0.
(35)

This means that DFR is null and the decoding algorithm is deterministic.
O

Theorem 11 shows that the DFR quickly decreases in w and is upper bound-
ed by v, -¢***t7=2=")_ The probability , - ¢***"=2=") is exactly one of decoding
weight . Thus, given EG codes decoding up to weight r, such EG codes can
decode errors of weight < r with the maximum DFR: v, - q(ttr=a=n) The de-
coding procedure is given in Algorithm 1.

Simulated DFR for Decoding Errors of Weight w < r. In Table 6, we chose
four types of simulable code parameters, and set five groups of parameters for
each type. We simulated DFR for each group by performing decoding algorithms
(Algorithm 1) in 10° times. The theoretical DFR is estimated by Equations (34)
and (35) with y2 = 4, and v, = 2 if ¢ > 2. From Table 6, we can observe that
the theoretical and simulated DFR, are close, and the theoretical DFR is always
greater than the simulated one. These show the correctness of our theoretical
DFR.

C Decoding Errors of Weight w (w < r) for the IEG
Codes

Assume that the value r is the maximum ¢-degree solved in the LR problem
(Definition 12) obtained from the decoding IEG codes. In this case, the IEG codes
can decode up to weight r. Let w < r. Now, we analyze how to decode when NV
errors e;’s share the same w-dimensional support, and show the relation between
the solutions of the decoding problem and LR problem. Adapting theorems and
propositions in Appendix B, we can easily obtain the following Theorems 12-14
and Proposition 13.
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Table 6. Theoretical and simulated DFR of the EG codes for errors of weight w < r.

T N Parameters Theoretical Simulated d d
ypes O (q,m,n,t kT w) DFR DFR RGV RS
1 (2,27,41,27,9,16,16)  (271) 0.5000 0.2312 17 22
Decrease w2 (2,27,41,27,9,16,15)  (27%) 0.0625 0.0380 17 22
(t=m<n) 3 (227,41,27,9,16,14) (277 0.0078 0.0050 17 22
4 (2,27,41,27,9,16,13) (27'°) 0.00098  0.00062 17 22
5 (2,27,41,27,9,16,12) (27'%) 0.00012  0.00007 17 22
6 (2,29,26,16,5,10,10) (272) 0.0250 0.1326 16 22
Decrease w7 (2,29,26,16,5,10,9)  (27*) 0.0625 0.0362 16 22
t<n<m) 8 (2,29,26,16,5,10,8)  (275) 0.0156 0.0097 16 22
9 (2,29,26,16,5,10,7)  (27%) 0.0039 0.0026 16 22
10 (2,29,26,16,5,10,6) (27'°) 0.00098  0.00069 16 22
Decroase w11 (2,30,37,30,23,7,7) 2h 2 0.7122 7 12
(Decoding 12 (2,30,37,30,23,7,6) (2% 1 0.4197 7 12
RGV Bound 13 (2,30,37,30,23,7,5)  (27') 0.5000 0.2217 7 12
k> ) 14 (2,30,37,30,23,7,4)  (272) 0.2500 0.1145 7 12
15 (2,30,37,30,23,7,3)  (27%) 0.1250 0.0549 7 12
Decrease w10 (2,21,34,21,8,13,13) (21 2 0.7125 13 17
(Decoding 17 (2,21,34,21,8,13,12) (291 0.4234 13 17
RGV Bound 18 (2,21,34,21,8,13,11)  (27') 0.5000 0.2312 13 17
k<) 19 (2,21,34,21,8,13,10)  (272) 0.2500 0.1203 13 17
20 (2,21,34,21,8,13,9)  (273) 0.1250 0.0608 13 17

Theorem 12. Assume that the LR problem defined in Definition 12 can be
solved up to q-degree r. Let f;(x)’s be fized q-polynomials of q-degree < k — 1.
Let (g,{yi}icn)) be the instance of decoding IEG codes problem with y; =
fi(g) + e; and e; of sharing w-dimensional support E. The solutions of the
LR (g, {yi}ie[N]) problem are included in a set VN":

piNr — {(v(@), {—v(@)o fi(x)}icin)) : v(z) = 2(x) 0 Ap(z), 2(z) € L<r—w[]}.
Then the set VX' is isomorphic to a linear space over Fym of dimension r—w+1.

Theorem 13. Let f;(x) be fized g-polynomials of q-degree < k — 1. Let y; =
fi(g) + e; and e; of sharing w-dimensional support E. Let LR (g, {yi}ie[N]) be
the instance of the LR problem defined in Definition 12. If the dimension of the

right kernel kernel (ﬁ) of matriz A defined in Equation (17) is r —w+1, then
kernel (ﬁ) is isomorphic to VX" defined in Theorem 12.

Proposition 13. Assume that the LR problem defined in Definition 12 can be
solved up to q-degree r. For any error e; € ¥y sharing w-dimensional support,

if k+r <t <min{n,m} and r+ N(k+r) < nN, then rank (E) <w+N(k+r).

Theorem 14. For any N uniform errors e; € ¥y sharing w-dimensional sup-
port, if k+r <t <min{n,m} and r + N(k +r) < nN, then

Pr {rank (ﬁ) <w+N(k+ T)] <y - g NEHw=a= ),
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where a = N(t —k —r) + 1.

D Public Key Encryption

Definition 16 (Public Key Encryption). A Public Key Encryption (PKE)
scheme PKE = (KGen, Enc, Dec) consists of three polynomial-time algorithms:

— KGen: The key generation algorithm that takes the security parameter \ as
mput and outputs a public key pk and a private key sk. It is denoted as
(pk, sk) < KGen(1?).

— Enc: The encryption algorithm that takes pk and a plaintext M as inputs
and outputs a ciphertext C. It is denoted as C < Enc(pk, M).

— Dec: The decryption algorithm that takes sk and C as inputs and outputs a
plaintext M. It is denoted as M < Dec(sk,C).

The correctness of PKE requires that for all (pk, sk) + KGen(1%), any plain-
text M, and any C < Enc(pk, M), the equation M = Dec(sk,C) hold with
overwhelming probability.

An IND-CPA secure PKE scheme is defined by the experiment Exp:;NKDgSfA()\)
between a challenger C and an adversary A:

1. A takes \ as inputs.

2. C computes (pk, sk) + KGen(1%), gives pk to A, and keeps sk to itself.

3. A outputs two equal length plaintexts My, M;. C randomly chooses a bit
b* € {0,1} and returns the challenge ciphertext C* = Enc(pk, My-) to A.

4. A makes encryption queries for any polynomial times.

5. A outputs a guess b € {0,1}. If b = b*, C outputs 1, else outputs 0.

Definition 17 (IND-CPA Security). A PKE scheme is Indistinguishability
under Chosen Plaintext Attacks (IND-CPA) if for any PPT adversary A, its
advantage

|
AdvINE-CPA(X) = ‘Pr [Exop A () = 1) - 2‘ < negl(}).

E Blockwise Rank Decoding Problem

Rank-based cryptography is based on two types of well-known rank decoding
assumptions which are expressed by the generator matrix and the parity-check
matrix, respectively. We call them the Rank Decoding (RD) problem and the
Rank Syndrome Decoding (RD) problem, respectively. Their computational ver-
sions are as follows.

Rank Decoding (RD) Problem: Let G be a generator matrix of a random
[n, k]gm-linear code C, y € Fy.., and r € N. The problem is to find € F’;m and
e € 8 such that y =G + e.

Rank Syndrome Decoding (RSD) Problem: Let H be a parity-check ma-
trix of a random [n, k],m-linear code C, s € ]Fgﬁk, and r € N. The problem is to
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find e € S” such that s = He .

The hardness of two problems is equivalent given two forms. Even if the
RD problem is not known to be NP-complete, there is a randomized reduction
from the RD problem to an NP-complete problem [20], namely to decoding in
the Hamming metric. An RD instance can also be seen as a structured version
of the MinRank instance, more precisely, there exists a reduction from the RD
problem to the MinRank problem [21]. The MinRank problem was proven NP-
complete in [16] and is now ubiquitous in multivariate cryptography.

Let £ € N. Let n = (ny,n9,...,n¢) € N and » = (ry,72,...,7¢) € N°. Let
n = Zle n; and r = Zle Ti.
Definition 18 (Blockwise Errors ((-errors)). Let e; € Fii be a vector of

weight r; for i € [(]. An error e = (e1,€2,...,€¢) € Fyn is called an L-error if
the supports of £ vectors e;’s are in direct sum.

We denote the set of such f-errors by Sy

St = {(el,eg, coser) EFpn e € [y, dim(Supp(e;)) = r;, and

¢ ¢
dim (Z Supp(ei)> = Zdim (Supp(e;)) }

i=1

Since the supports of e;’s are in direct sum if and only if dim (Zle Supp(ei)) =
Ele dim (Supp(e;)), we have

14

‘ ¢
lellr = dim (Supp(e)) = dim (Z Supp(ei)> = Zdim (Supp(e;)) = Zri =r.

i=1

Remark 1. We note that in work [16] proposed initially ¢-errors, the condition
that the supports of e;’s are mutually disjoint is not sufficient to ensure the
weight of l-error e to be r. If considering the f-error e with the mutually disjoint
supports, the weight of f-error e is less than or equal to r:

14

14 Y4
lellr = dim (Supp(e)) = dim (Z Supp(ei)> <D dim (Supp(eq)) =3 i =

i=1 i=1

We here consider the condition that the supports of e;’s are in direct sum,
and the weight of l-error e must be r. This does not negate the potential of the
blockwise structure in optimizing rank-based cryptosystems. For the purpose of
improving cryptosystems, the “mutually disjoint” condition is already sufficient.

Definition 19 (Blockwise RD (¢-RD) Problem). Let G be a generator
matriz of a random [n, k]gm -linear code C and y € Fym. The problem is to find
x € Fr. and e € S such that y = ©G + e.
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Definition 20 (Blockwise RSD (¢-RSD) Problem). Let H be a parity-
check matriz of a random [n, k]gm -linear code C and s € Fg;k. The problem is
to find e € S such that s = He' .

The variants are exactly the RD and RSD problems when ¢ = 1. We denote
them by (-RD}"  , and (-RSD7" respectively. We use the decisional form
of the latter.

qmnk’

Definition 21 (Decisional (~RSD Problem). Let H € FUi ™™ be a parity-
check matriz of a random [n, k]gm -linear code. The deczswnal £- RSD":L n k. PTOb-
lem is hard, if for any PPT adversary B, the following advantage is neglzgzble

Advgg 0o (A =

Pr[B(H,s)zl . H & pi sﬁwg,;k}

qm

~Pr[B(H,He") =1 : HEFL " e st

The best known attacks on the decisional version remain the direct attacks
on the computational version.

F Ideal Codes

To present the ideal variants of the rank decoding problems, and improve RQC
in Appendices I, in this section, we recall the definitions of ideal codes.

Let P(X) be a polynomial of degree n in F[X] and R = Fm [X]/(P(X)). By
the map ¢ : Fy. — R, the element of Fy.. is viewed as one of R and vice versa.
The polynomial associated the vector w = (ug,u1,...,un—1) € Fym is defined
as u(X) = Y7 u;X* € R. The vector (1,0,...,0) € 7. corresponds to the
identity 1 of R. For w € Fji» and v € Fjn, the product u-v is defined as the vector
of coefficients of u(X)v(X) mod P(X), ie., v (u(X)v(X) mod P(X)).

Definition 22 (Ideal Matrix). The ideal matriz generated by v € Fy. is
defined as an n X n matrizc:

$=1 (X" 19(X) mod P(X))

With the ideal matrix, the product u - v is equivalent to the vector-matrix
product

w-v =9 "(w(X)v(X) mod P(X (Z u X o( mod P(X))

_ ! <z_: u; (X*v(X) mod p(X))> = (ug,...,Un—1) IM(v) = uZM(v).
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Thus, u - v = uZM(v) = vIM(u) = v - u. It is clear that, for any hq, ho,
e1, and ey € Fin,

hi-e1+hy-e0=8 <— [hl h2]|:2;:|_5

+
= [IM(h1)" TM(hs)"] [Zﬂ =s'
2
To reduce the size of rank-based cryptosystems, the family of ideal codes
is introduced in rank-based cryptography. The ideal codes are codes with a

systematic generator matrix consisting of blocks of ideal matrices.

Definition 23 (Ideal Codes [3,7]). Let P(X) be a polynomial of degree n in
F,[X]. An [nl,nt]gm code C is an (£,t)-ideal code if its generator matriz under
the systematic form is of the form

M (91,1) S IM (gl,é—t)

G = Itn . .
M (gt,l) L IM (gt,@_t)

where (g; ;) are vectors of Fim.

i€[t],jE[0—1]

It has been proven that if m and n are two different prime numbers and P(X)
is irreducible, then a non-zero ideal matrix is always non-singular [34]. In this
case, the generator matrix of ideal codes can be always reduced to the systematic
form. We only use [¢n, n],m-ideal codes with the systematic parity-check matrix

IM (hy)'
_ . (f—1)nxLn
H= 1,1, o € Fm /" (36)
IM (hy_y)

G Ideal Blockwise Rank Decoding Problem

Definition 24 (Ideal ¢-RSD (¢-IRSD) Problem). Let H be a systemat-
ic parity-check matriz of a random [fn,n)em-ideal code and s € F((ﬁfl)n. The
problem is to find an (-error e € S such that s = He'.

This is called the computational ¢-IRSD problem. In security proof of cryp-
tosystems, the decisional version is often used.

Definition 25 (Decisional (-IRSD Problem). Let H be a systematic parity-
check matriz of a random [ln,n]ym-ideal code. The decisional E—IRSD;’;’ZMH

problem is hard, if for any PPT adversary B, the following advantage is neg-
ligible:

¢-IRSD —1)nxtn —1)n
Advyg () = [Pr (B (HLs) = 1| H &R0 s SR

—Pr [B (H,He ) =1 H & FL™0 o 5,?]
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As hardness assumptions [3,33] of the ideal variants of the rank decoding
problem, we also argue that: (1) The ¢-IRSD problem is as hard as the ¢-RSD
problem and there is no known strong improvement on the complexity of solving
the ideal version, typically choosing a P(X) with many small factors to resist
the folding attack [29] and in our case, P(X) is an irreducible polynomial; (2)
The attacks on the decisional £-IRSD problem remain the direct attacks on the
computational /-IRSD problem, thus decisional and computational versions have
similar hardness.

H Best Attacks on Blockwise Rank Decoding Problem

The attacks on blockwise rank decoding problems are studied in [46,4,47]. The
best attacks are the combinatorial attacks (the AGHT attack and the PRR
attack) and the algebraic attacks (the MM modeling).

The best attacks start from solving the £-RD problem (see Definition 19).
Solving the ¢-RDg p, k.r.n.» problem defined by a random [n, k],m-linear code C is
reduced to finding a blockwise codeword (i.e., an ¢-error in §;) in the [n, k+1]gm
extended code of C.

Once obtaining word y, one adds y to C and obtains an [n, k+ 1],m extended

code Cy = C + (y) with a (k + 1) X n generator matrix (g) In this way,

(n—k—1)xn be

e=(1-m) Y)e Sy is exactly a codeword of Cy. Let Hy € Fym

G
a parity-check matrix of Cy. Then solving the ¢-RD problem consists in finding
an fl-error e € S)* such that

eHyT =0,_k_1- (37)

Before recalling best attacks, we need to note that the Gaussian elimination
of a u X v matrix of rank p over an F, has a complexity of O(p*~2uv) opera-
tions in F,, where w is the exponent of matrix multiplication (or linear algebra
constant) with 2 < w < 3, a practical value is 2.81 when there are more than a
few hundred rows and columns. While it is now common to conservatively take
w = 2, which considers any algorithm that could take advantage of the structure
of the matrices, we still take w = 2.81 for a fair comparison because this is the
case of the previous RQC (NIST PQC [34], Asiacrypt [46], and TIT [15]).

The AGHT Attack: The AGHT attack [3] is proposed by Aragon, Gaborit,
Hauteville, and Tillich and is an improvement of GRS combinatorial attack [25].
In [46], the authors adapted the idea of the AGHT attack to the ¢-RD problem.
The idea is that the solver tries to guess the whole subspace F' that contains the
support of the f-error, then expresses the coordinates of the f-error in a basis
of F, finally checks if the choice is correct by solving the linear system obtained
from the parity-check Equation (37): eH, = 0p_j_1.

— Guess randomly a ¢-dimensional subspace F' such that F' contains Supp(e) of
dimension r = Ele r; of the f-error e = (e1,€2,...,e7) = (e1,€2,...,¢ey).
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— Let (f1, f2,..., ft) € Fim be a basis of F. One expresses e under this basis
e; = y.: fie;; for j € [n], and constructs a linear system

Hye' = Zh,\,j Zfiei,j =0, Ae[n—Fk-1] (38)
3 i

— Unfold the linear system (38) over F, and solve e; ;. By unfolding over Fy,
a linear system with nt unknowns and m(n — k — 1) equations is obtained.
The linear system has only one solution with overwhelming probability if
nt <m(n—k—1).

— Once all e; ; are solved, the solver computes e.

The cost of attack depends on how to successfully guess such a subspace F'.

t

[[;]]" ~ ¢ "=t In this way,
q

r

The probability of F D Supp(e) is estimated as

(k+1)m

the complexity is O (((n — k- 1)m)“qT[ n 1) Then one uses Fym-linearity

to reduce the cost. Since, for any A € Fy.., [[Ae||lr = r and all multiples e are
solutions of Equation (37): eH, = 0, the complexity is divided by about ¢".
As a result, this attack has a complexity of

19 (((n ~ k= Dm)eg —) .

The PRR Attack: The PRR attack is proposed by Puchinger, Renner, and
Rosenkilde in [12], where authors adapted the GRS attack [25] to the sum-rank
decoding problem with equal block length. Here, we generalized the block length,
adapted the ideas of the PRR attack [12] and the AGHT attack [3] to the ¢-RD
problem, and obtained the gain of m bits than only adapting the PRR attack.

— The solver blockwisely guesses the subspace that contains the support of e;.

— For i € {1..£}, guess randomly t¢;-dimensional subspace F; such that F;
contains the support E; = Supp(e;) of dimension r; of e;.

— Let f; € IE‘f;m be a basis of Fj;, then there exists a matrix E; € Fflixni such
that e; = f; F;. Further, the f-error e is expressed as

E;, 0 0O

0 E;,00
eZ(fl?va"'va) . S . = fEE]FZm

0 0 0 Ey

ey

where f = (flu f27 ) f@) € qu'"f:1 tl'
— Construct a linear system )"EH?:,r = 0 from Equation (37): eH;/r = 0 and
unfold the linear system fEHJ = 0 over I, to obtain a linear system with

Zle n;t; unknowns in the entries of E and m(n —k — 1) equations over F,.
(The unfolding operation is similar to the third step of the AGHT attack.)
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— Solve the obtained linear system for a single solution as long as Zle nit; <
m(n—k—1).
— Once the entries of E are solved, the solver computes fE as e.

The most costly part of the attack consists in successfully finding F; contain-
ing E; for ¢ € [¢]. The probability that one successfully guesses Fy-subspace F; di-
mension respectively ¢; of Fgm such that E; C Fj is estimated as ¢~ iy ri(m—t),
In this way, the complexity of solving the £-RD problem is estimated as

O ((mln — k — 1))gStarimt)

Finally, one takes advantage of the Fym-linearity to reduce this cost: for
any A € Fr.., [[Ae|][r = r and all multiples \e are solutions of Equation (37):
HyeT = 0, hence the complexity is divided by about ¢". As a result, this attack
strategy has a complexity of

O ((m(n — k= 1))2g=in ri(m-t=m)
where ¢; is chosen to minimize Zle r;(m —t;) — m under the constraints

ri <ty <m, foriel[l;

Zf:l ti < m;
Zle nit; <m(n—k—1).

The MaxMinors (MM) Modeling: The MM modeling is proposed in [10],
improved in [12], and viewed as the most powerful algebraic attack for crypto-
graphic parameters. In [46], the authors adapted the idea of the MM modeling
to the -RD problem and obtained the gain of factor ¢ due to the block-diagonal
form of the coefficient matrix of /-error.

Equation EC’HyT = 0,_p_1 (eH; = 0,-x—1 and e = €C) implies that

CH;Jr € F;i(nfkfl) is not of row full rank because a non-zero vector € belongs

to its left kernel. Then all maximal minors \CH;— .7 of CHJ are equal to O for
J C {l.n—k—1} and #J = r. By the Cauchy-Binet formula, each |[CH,, |, s can
be viewed a non-zero linear combination about all maximal minors c¢p = |Cl. 1
for T C {l.n} and #T = r. Since C of f-error has the block-diagonal form

diag(C4, Cs, ..., Cy), the number of non-zero cr is Hle (”) One views non-

i
. . yA .
zero cr as unknowns and solves ¢y from a linear system with Hi—l (’T“) unknowns
- k3
n—k— 1)
-

and at most ( equations. However, this system has many solutions due

to (”_f_l) < Hle (Z:) whereas one wants more equations than unknowns for a
unique solution. To obtain more equations, one unfolds the coefficients over F,
and obtains at most m(”ff 71) equations. This builds the MM modeling. Once
all ¢p are solved by the resulting system, one can determine the entries of C.
Finally, one solves € and determine e = eC.

{Py=|CH,|.;:JC{l.n—k—1},#J =rjic{l.m}} (MM-F,)
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Unknowns: Hle (ZL) variables cp € Fy,
Equations: At most m("fffl) linear equations F; ; = 0 over IFy in cp.

One must ensure m (" F~") = [];_; () — 1 such that the linear system has
a unique solution.

— When the system is still underdetermined: m ("~ f 1) < Hl (0 ) one uses
the hybrid approach to guess the last a; columns of C;, and reduces the

number of unknowns to Hle ("fl‘“) such that the system has almost the
same number of equations than unknowns.

— When the system is very overdetermined: m(”_f_l) > Hf 1 ( ) one punc-
tures Cy at last p coordinates, and applies the MM modeling on the punc-
tured code C, such that the system has almost the same number of equations

than unknowns.

The complexity of solving the /- RDnm n.. problem by the MM modeling is
estimated as

o (e (T ) ). et = fre
o qulamm(nkl)<‘

T T¢

where p = max {Z ‘ m (") = () Hf;ll (:‘LZ) - 1} such that m ("7 1) >

("’fr;p) Hf;ll (:’:) — 1 holds and (a1, as,...,ar) is an integers sequence such that

m("EY) > Hle (" %) — 1 exactly holds.

T

I Application to RQC

In this section, we improve RQC PKE [34] submitted to the NIST PQC compe-
tition by using the EG codes and the -IRSD problem.

I.1 Our RQC
Our RQC uses three codes:

— A public [n, k];m-EG code with generator matrix G € IFkX” generated by g €
Fym of weight ¢. This EG code can correct up to Welght min { L J t— k}
by a probabilistic decoding algorithm denoted by EG.Decode.

— A random [2n, n]gm-ideal code with parity-check matrix [I,, ZM(h)'].
. . . . I, 0O I./\/l(h)
A random [3n, n],m-ideal code with parity-check matrix 0 I, TM(s)"

The EG code is used for the decryption step. Two random ideal codes are used
to ensure the security of the scheme. Our RQC scheme is described in Figure 1.
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RQC.KGen()):

- Sample g & St" and h & Fgm from a seed seed; of 40 bytes
- Sample (z,y) & S™™ | from a seed seeds of 40 bytes

(wa s wy)

Compute s=x+h -y
Output the public key pk = (g, h, s) and the private key sk = (z,y).

RQC.Enc(pk, m):

Compute the generator matrix G € ]F’;ﬁ" of [n, k]qm-EG code by g

(n,n,n)
- Sample (71,72, €) & S(wrl’wrl’we)
- Computeu=7r1+h-roandv=mG+s-r2+e

- Output ¢ = (u,v).

RQC.Dec(sk, ¢): Output EG.Decode(v — y - u).

Fig. 1. Description of our RQC PKE scheme.

Correctness. In the decryption step, v —u-y=mG +x-ry+e —ry -y and

|l -ro+e—71-yllg < WeWp, + Wywy, + We. Let r = wpwy, + wywy, + We.
Thus, to obtain m, one needs to ensure that the error @ -ry +e— 1 -y of weight

< r can be decoded and ensure that the DFR (Theorem 3) decoding errors of
weight 7 is small enough.

Theorem 15. Under the decisional 2- IRSD(HJ)Q,(;‘;T’“}”) and 3- IRSD;T’W:L;;) ff”w’w”’%)
problems (Appendiz G), our RQC in Figure 1 is IND-CPA secure. Concretely,
for any PPT algorithm A, there is a PPT algorithm B such that the advantage
that A against the IND-CPA experiment defined by our RQC is bounded as

2.RsD™ ") (W) 3-IRSD{ ™) (W wy we)
AdvRge M (N) < 2 <Ade w2 () 4 Advy e ).

Proof. The proof is similar to [34] with 2-IRSD and 3-IRSD instances. Two
instances are defined as

.
z+h-y=s < [I, IM(h)'] {zj—} =s',
’I"T
ri+h-ro=u — I, 0 ZM(h)T L u’l
mG+s-ry+e=v 0 I, TM(s)" jT ~ T = (mG)T
2

1.2 Parameters and Performance of Our (Conservative) RQC

The parameters are chosen in three principles. First, the complexity of solving
decoding problems is ensured to reach the target security level 2* for the target
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security level parameter \. Secondly, the decoding capacity of the EG codes is
ensured to satisfy the decryption correctness condition. The EG codes must be
designed to correct errors of weight up to r. Third, one must ensure that the
decoding failure rate (DFR) correcting errors of weight up to r (Theorem 3 for
DFR) is less than 27*. The specific parameters are given in Table 7.

In Table 8, we list the complexity of best attacks on 9-IRSD ™) (W ww) o q

q,m,2n,n
3—IRSD§?7;Z gg:flw““’wy’%) problems with security parameters in Table 7. The best
attack is the MM attack. “C” represents the complexity of solving decoding
problems. “MM-2n” (resp. “MM-3n”) represents MM attacks on the 2-IRSD
(resp. 3-IRSD) instances. One can verify the complexity of the MM attack by
the optimal (a1,a2) (or (a1, as,as)) and p. Based on the hardness assumptions
of the /-IRSD problem, we estimate its complexity by the £-RSD problem. We
refer to Appendix H for the best attacks on the /-RSD problem.

From Table 9, we can observe that our parameters are smaller than that of
the original one [46], which leads to a smaller size. The improvement benefits
from the gain of the EG codes in decoding capacity. Moreover, the EG codes
allow RQC to work over a small finite field, which enables our RQC to mitigate
the advantage of the MM attack and also brings a gain of parameter size. Please
see the MM attack for a detailed explanation in Appendix H.

In Table 10, we provide reference timings for our RQC on SageMath 9.5.
These timings are roughly 1000 times greater than when running on C language.
Thus, the efficiency is practical.

Table 7. Parameters of our (Conservative) RQC.

Our RQC g m n t k Wy Wy Wr, Wry, We T P(X) A

RQC-128 253 83 533 4 4 4 4 4 36 X +X +XT+X%2+1 128

RQC-192 259108594 4 5 4 5 4 44 X108 4 X174 192

RQC-256 273137734 5 5 5 5 7 57 X174 x4 256
Our RQC

(Conservative) ¢ m n t kwe wy wr, Wry We T P(X) A

RQC-128 2 57 106 57 3 4 4 5 5 b5 45 X190 1 X 1 128
RQC-192 2 83 161 8 3 4 5 7 7 7 70 X614 X471 192
RQC-256 21132231133 5 5 9 9 9 99 X224 X33 11 956

We set the weight ¢ of generator g of the EG codes as m. P(X) is a polynomial of degree n
in Fq[X], and is used to build the ring R = Fym[X]/(P(X)) and construct the ideal codes
(see Appendix F). P(X) is set to be an irreducible polynomial for resisting the folding attack
[29]. Moreover, to decrease the computational costs, P(X) is suggested to be sparse. We choose
minimal weight P(X) with the SageMath 9.5 software.
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Table 8. Complexity of the current best attacks on parameters in Table 7.

Our RQC ( Cl,\/gl/f ij) , i\f}\(/z{jz&p) Security Level
RQC-128  (27%%6,6,0) (2'°,0,0,0,42) 2163
RQC-192  (2%%5,3,18,0) (2'°%,0,0,0,41) 2192
RQC-256  (2%%9,9,28,0) (2%%2,0,0,0,14) 9262

Our RQC MM-2n MM-3n

(Conservative) (C,a1,a2,p) (C, a1, a2, as, p) Security Level

RQC-128  (2'7,1,10,0) (2%'8,0,0,0,26) 2167
RQC-192  (2**%,7,13,0) (2'7,0,6,19,0) 9243
RQC-256 (2% 20,21,0) (2'°°',12,20,38,0) 2381

For all estimations of complexity, the exponent of matrix multiplication (or linear algebra con-
stant w) is set as 2.81.

Table 9. Sizes and DFR of our (Conservative) RQC.

Our RQC

m n k Wy Wy Wy, Wp, we T pt sk pk ct total DFR

RQC-128 53 83 3 4 4 4 4 4 36 159 40 590 1100 1690 27133
RQC-192 59 108 4 4 5 4 5 4 44 236 40 837 1594 2431 27202
RQC-256 73 137 4 5 5 5 5 7 57 292 40 1291 2566 3857 27258
(Coorlnlsr;ﬂ?rgt(ijve) m n k wg Wy wy, wr, we 7 pt sk pk ct total DFR
RQC-128 57 106 3 4 4 5 5 5 45171 40 796 1512 2308 27 1%
RQC-192 83 1613 4 5 7 7 7 70249 40 1711 3342 5053 27207
RQC-256 1132233 5 5 9 9 9 99 339 40 3190 6300 9490 27274

Plaintext size (pt): mk bits; private key size (st): a seed of 40 bytes; public key size (pk):
([™2] + 40) bytes; ciphertext size (ct): 2 [ ] bytes; bandwidth (total): pk + ct. The DFR
is estimated by Equation (14) with v, = 4.

Table 10. Timings for our RQC.

RQC KGen (ms)  Enc (ms) Dec (ms)  Total (ms)
RQC-128 90 98 201 389
RQC-192 129 136 464 729
RQC-256 195 201 825 1221
(Coor:lsl;eigt?ve) KGen (ms) Enc (ms) Dec (ms) Total (ms)

RQC-128 109 116 448 673

RQC-192 235 250 1080 1565

RQC-256 458 481 3480 4419

The schemes are implemented on SageMath 9.5. The benchmark is Ubuntu-22.04 + WSL +
Intel(R) Core(TM) i5-8265U CPU @ 1.60GHz with SageMath 9.5. The test scripts are available
online at https://github.com/RQCPKE/EGCodesRQC. Total: KGen + Enc + Dec.
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