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DPIA — Università di Udine, 33100, Italy

riccardo.bernardini@uniud.it

April 3, 2025

Abstract

Physically Unclonable Constants (PUCs) are a special type of Physically Unclonable Constants and

they can be used to embed secret bit-strings in chips. Most PUCs are an array of cells where each cell

is a digital circuit that evolve spontaneously toward one of two states, the chosen state being function of

random manufacturing process variations. In this paper we propose an Analog Physically Unclonable

Constant (APUC) whose output is an analog value to be transformed in digital by a digitizer circuit.

The ratio behind this proposal is that an APUC cell has the potential of providing more than one bit,

reducing the required footprint. Preliminary theoretical analysis and simulation results are presented.

The proposed APUC has interesting performances (e.g., it can provide up to 5 bits per cell) that grant for

further investigation.

1 Introduction

A Physically Unclonable Function (PUF) [1–25] is a circuit that implements an ill conditioned function that

maps bit-words to bit-words. The function is “ill conditioned” in the sense that the actual behavior of the

circuit is very sensitive to process parameters such as the exact threshold voltage of a MOSFET [6, 17] or

the reverse saturation current of a diode [18]. This makes the map implemented by a specific chip unique to

that chip, a kind of chip fingerprint, very difficult to replicate (hence unclonable) and useful to authenticate

the chip [2–7, 26, 27].

*Funded by EU – NextGenerationEU – PNRR M4.C2.1.1 – PRIN 2022 Codice 2022A49KR3 – CUP G53D23000360006

1

http://orcid.org/0000-0001-5890-8263
mailto:riccardo.bernardini@uniud.it


PUFs are divided in strong PUF and weak PUF. A PUF is strong if the cardinality of its domain grows

exponentially with the PUF size [28]. Strong PUFs are very common and usually they are employed with a

Challenge Response Pairs (CRP) protocol [28, 29]. A CRP protocol requires, after manufacturing, to query

the PUF with many inputs (challenges) and storing the PUF outcomes (responses) for later use. Successively,

to verify the chip identity, a challenge registered in the database is proposed and if the response is not too

different from the recorded one, the chip identity is accepted. [28, 29]

A critical issue with the CRP protocol is that the CRP database is a single point of failure: if an opponent

gets access to it, the whole protocol breaks down since the opponent can emulate all the enlisted chips. Care

also must be exercised in not reusing the same query twice. Finally, PUF design is a relatively young

field and many PUF schemes have not been subjected to extensive cryptanalitic scrutiny, leaving open the

possibility that new attack techniques could be developed in the future. For example, machine learning is a

powerful technique that can be employed against many strong PUF schemes [10, 11, 13, 30].

A possible solution to those issues is to employ the weakest type of PUFs, that is, a PUF with no input

arguments whose image contains only a single value. In other words, every time the PUF is queried it

always returns the same value. For this special type of PUF the names weak PUF, Physically Obfuscated

Key (POK), or Physically Unclonable Constant (PUC) have been proposed [17, 18, 31, 32]; we will use

the latter. The ideal PUC is a random constant [33, 34] in the sense that at production time its value it is

randomly selected (possibly uniformly among the set of possible outcomes) and returned every time the

PUC is queried.

Of course, the outcome of a PUC must remain secret and cannot be used as response in a CRP proto-

col; nevertheless, it can provide a secret key for many cryptographic protocols, for example, encryption or

authentication using asymmetric protocols [35–37] or as source of randomness in special applications [38].

If the specific application requires the CRP protocol, a PUC can used to build a strong PUF by using it, for

example, as key in a keyed hash [29,37] or as initial value in a sponge function [39–41]. Constructing strong

PUF in this way has the advantage that the “behavior” part (e.g., the hash function) can be obtained using a

well-known and well-studied, from a cryptanalitic point of view, cryptographic algorithm.

1.1 Analog PUCs

Most PUCs can be said to be inherently digital in the sense that they are digital circuits that evolve sponta-

neously toward one of two states [5–7,17,18]. In this case we will sometimes use the term Digital Physically

Unclonable Constant (DPUC) to emphasize the digital nature of the PUC.

In this paper we explore a less common approach based on Analog Physically Unclonable Constants

(APUCs). Similarly to a DPUC, an APUC is a circuit very sensitive to parameter variations during the
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manufacturing process; the main difference is that the outcome is an analog value that is successively trans-

formed to digital by a digitizer to get a digital outcome [62].

Remark 1.1

We use digitizer and not quantizer because, in principle, it can be something different by an ADC-like quantiza-

tion.

The rationale behind this approach is that the analog output has the potential of producing more than one

bit per cell; for example, [42] uses an APUC-based approach to get two bits per cell. Moreover, APUCs are

especially suited for the dark bit approach which improves the reliability without requiring the complexity

of error correction codes [17, 31, 43–49].

1.2 Prior works about PUCs

Digital PUCs An overwhelming fraction of the PUC schemes in the literature are DPUC and most of them

belong to one of three classes.

The first class includes Memory-based PUCs, that is, PUCs that use “memory cells” such as latches [50,51],

SRAM [9,20,52–54], DRAM [19,55] or flash memories [56]. The main advantage of these PUCs is that they

are based on well-known structures that sometimes can be already present in the chip, making this a very

low-cost solution. Maybe the most important drawback is that the circuit employed has two stable states

by design (it is a memory) and it can happen that the PUC ends in the “wrong” state, with a probability of

getting an “unstable” cell with SRAM or latches of ≈ 4% [7,51] or up to 10% for a DRAM based PUC [55].

The second class includes comparator based PUCs which feed random voltages to comparators [23, 57].

This class can be considered as a basic version of APUC, the problem is that, depending on the statistics of

the random voltage, the probability of unstable can still be relatively large [57].

The third class includes analog comparison PUCs and it is the smallest DPUC class. PUCs in this class

compare two analog values (e.g., the saturation current of two MOSFETs in [17], the ratio of two capacitors

[24] or the reverse saturation current of two Schottky diodes in [18]) using some kind of positive feedback.

The advantage of this type of schemes is that every instance has only one stable state, reducing significantly

the fraction of unstable cells (for example, the intra distance of the scheme in [17] is 10 to 100 times smaller

than the intra distance of memory-based schemes). Another scheme in this class is proposed in where a

so-called R-diode sensor, built from two MOSFETs and one resistor, is employed [25].

Finally, a scheme which does not fit in the categories above, but it is interesting for its stability and low

power is described in [22] where, thanks to the antenna effect, a random break is caused in gate oxide.

However, according to [23], the required over-voltage can cause chip degradation.
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Truly Analog PUFs/PUCs Truly analog PUFs/PUCs are not commonly found in the literature. A recent

contribution based on similar ideas to our proposal is [24] where a PUC based on switched capacitors is

proposed. The PUC of [24] uses the ratio between to capacitances to get independence from power voltage

and temperature variation and introduces transmission lines connected to the capacitors to protect the chip

from invasive attacks. The PUC in [24] is used in [58] as starting point to create a strong PUF with the same

robustness characteristics. Another example of APUC based on capacitances is given in [42,59,60], but the

source of randomness is a dielectric layer added as post-processing and including particles (e.g., TiO2 and

TiN in [59]) that cause random variations in the capacitances.

Our contribution We propose and evaluate, both theoretically and via simulations, an APUC scheme.

Differently from the schemes proposed in [24, 42, 58–60] the proposed scheme uses resistors as source

of randomness. Similarly to [24] the proposed scheme uses the ratio of two resistors to gain temperature

independence. The results show that the proposed scheme promises good performances to be confirmed in

a future experimental setup, together with aging behavior.

2 Statistical model and performance metric for digital and analog PUCs

In this section we first describe a DPUCs statistical model (Section 2.1) that will be the basis for the APUC

statistical model (Section 2.3). We also adapt the two quality metrics usually found in the literature, namely

inter- and intra-distance, to our context (Section 2.2).

2.1 DPUC Statistical model

Many DPUCs are built as an array of smaller PUCs (often single-bit PUCs) that we will call cell to distin-

guish them from the “full PUC”.

Note that in a PUC/PUF two random mechanisms are present. The first mechanism, desirable since it

increases the distance between the behavior of different chips, is the unavoidable random variation of process

parameters during manufacturing; the other source of randomness, undesirable because it can induce errors,

is the measurement noise affecting the PUF/PUC behavior at query time.

We will model the behavior of a cell as a function O : Rν ×Rκ → A where

• A is a finite set representing the output alphabet of the PUC (in most cases it is A = {0,1}, but this

is not critical).

• The first parameter of function O is a random vector Vℓ whose components are process parameters.

For example, in an SRAM PUC [6] the components of Vℓ can be the doping and the oxide thickness
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of the two MOSFETs, in the Schottky diode PUC [18] the components of Vℓ are the reverse saturation

currents of the diodes involved. Random vectors relative to different cells will be assumed to be

independent identically distributed (iid).

The realization vℓ of Vℓ is “drawn” and frozen at construction time.

• The second parameter is a random vector E whose components are the measurement noises that act

every time the cell is queried. In the following we will assume κ = 1 and E ∼ N (0,σ2
E).

If noise E was negligible, every time cell ℓ is queried it would return the same noiseless outcome O(vℓ,0).

However,noise often is non negligible and errors can happen, that is, a query can return a value different

from O(vℓ,0).

2.2 DPUC Quality Measures

An ideal PUC satisfies two requirements

• The impact of noise E is minimal, in the sense that O(vℓ,E) =O(vℓ,0) with overwhelming probability

• The noiseless outcome O(vℓ,0) is uniformly distributed over A .

In literature how a PUC scheme satisfies those two requirements is measured by the intra and inter distance.

2.2.1 Reliability and intra-distance

A first measure of reliability, instrumental to the estimation of the intra-distance defined later, is the proba-

bility R that cell ℓ produces the same result in two different queries, that is,

R(vℓ) = PE [O(vℓ,E1) = O(vℓ,E2)] (1)

where E1 and E2 are the two independent random variables associated with the noise in the two different

queries. Notation PE in (1) emphasizes the fact that the probabilities in (1) are taken with respect to the noise

E. If A is the output alphabet of the PUC, it is easy to prove that reliability (1) can be written as

R(vℓ) = PE [O(vℓ,E1) = O(vℓ,E2)] = ∑
a∈A

P2
E [O(vℓ,E2) = a] (2)

Remark 2.1

• In general, probabilities (1) and (2) depends on v, therefore they too are “build time random variables.”

This suggest that different cells will have different reliability, a fact that will become clear later.
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• When R(vℓ)≈ 1, it is often more convenient to consider the complementary perr(vℓ) = 1−R(vℓ), that is

the probability that two queries give different results.

As said before, in literature it is common to find the intra-distance µintra as a measure of reliability [61].

It can be proved that in the context of PUCs the intra-distance is the probability that a randomly selected

cell returns two different values when queried twice [17, 18]. It is easy to prove that we can obtain µintra by

averaging perr = 1−R over v, that is,

µintra =
∫
Rν

fV (v)perr(v) dv = 1−
∫
Rν

fV (v)R(v) dv (3)

2.2.2 Inter distance

A commonly used measure of the uniformity of the distribution of the noiseless outcome O(V,0) is inter

distance µinter that, in the case of a PUC, can be shown to be the probability that two different cells have

different noiseless outcomes [17, 18]. In other words,

µinter = PV [O(Vℓ,0) ̸= O(Vm,0)] (4)

It is easy to show that

µinter = 1− ∑
a∈A

PV [O(Vℓ,0) = a]2 (5)

Another measure of uniformity, often used in cryptography, is the min entropy defined as

H∞ =− log2 max
a∈A

PV [O(V,0) = a] (6)

In the most common case A = {0,1} the two measures are equivalent, in the sense that from µinter one can

obtain H∞ and vice versa, as it can be seen in Fig. 1.

2.3 APUC Statistical model

The statistical model used for APUC is similar to the one described in Section 2.1, with the difference that

now the value of function OR : Rν ×Rκ → R does not belong to a finite set, but it is a real number. The

digitizer will be represented by a function Q : R→ A where A is a finite set. While in 1-bit PUC (a very

common type) A = {0,1}, in the case of an APUC we expect larger A sets, reflecting the multi-bit potential

of APUCs [62].

In the special case where V ∼ N (0,σ2
V ) and E ∼ N (0,σ2

E) are independent and the noise is additive

OR(V,E) =V +E (7)

we will say that the APUC is a Gaussian APUC. Note that the theory developed in the following applies to

every Gaussian APUC, therefore, it can be used even for other APUCs [24, 42, 59, 60].
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Figure 1: Comparison of the min-entropy H∞ and the inter-distance µinter (the latter multiplied by 2 to make

the comparison easier)

Remark 2.2

It will be shown in the following that the main performance indicators of a Gaussian APUC are functions of the

ratio ρ = σV/σE , where σV and σE are the standard deviations of, respectively, V and E. Note that ratio ρ can be

interpreted as a a kind of signal-to-noise ratio (SNR).

2.4 A simple digitizer

The main objective of this paper is to describe a new Gaussian APUC scheme and show preliminary simu-

lation results. Nevertheless, in order to estimate the potential performances, it is necessary to complete the

proposed APUC to a full PUC by using the simple digitizer Q : R→{0,1} defined as

Q(x) =

1 x ≤ 0

0 x > 0
(8)

Of course, this choice does not exploit the multi-bit potential of the APUC. The development of more

powerful digitizers is part of further research activities. In order to predict the multi-bit performances of the

proposed scheme, we will use the preliminary results about the multi-bit digitizer described in [62].

It is easy to show that with these hypotheses that (i) cell reliability R(v) can be written as (see A.1)

R(v) = Φ
2
(
− v

σE

)
+Φ

2
(

v
σE

)
(9)

(ii) R(v) is even (that is, R(v) = R(−v)) and (iii) it has a single minimum in v = 0 (which makes sense

since if v is near to zero, even a small noise can cause a sign change.) If a maximum error probability Perr is

chosen, we will say that a cell is reliable if R(v) > 1−Perr. It is easy to prove that a cell is reliable if and
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Figure 2: Performances of a Gaussian APUC as function of ρ = σV/σE . (a) Probability of an unreliable cell

vs SNR ρ = σV/σE . (b) µintra vs ρ

only if ∣∣∣∣ v
σE

∣∣∣∣> TPerr := Φ
−1

(
1
2
+

√
1−2Perr

2

)
≈ Φ

−1
(

1− Perr

2

)
(10)

where the approximation is obtained by truncating the Taylor series of x 7→
√

1− x around x = 0. Finally,

the probability of getting an unreliable cell is (see A.2)

P
[∣∣∣∣ V

σE

∣∣∣∣≤ TPerr

]
= 1−2Φ

(
− TPerr

σV/σE

)
= 1−2Φ

(
−TPerr

ρ

)
(11)

Note that, as soon as Perr is fixed, TPerr is determined via (10) and probability (11) depends only on signal-

to-noise ratio ρ = σV/σE . This allows to plot curves like the ones in Fig. 2.a that shows the probability of

having a unreliable cell as function of SNR ρ for different values of Perr.

2.5 Intra-distance

The intra-distance µintra can be written as (see ??)

µintra = 1−2
∫
R

φ(u)Φ2(ρu) dx (12)

Since µintra depends only on ρ , plots like the one in Fig. 2.b are possible. It is easy to verify numerically

that the curve Fig. 2.b can be well approximated as µintra ≈ 0.45/ρ with a relative error ≤ 0.05% as soon as

ρ ≥ 22.

2.6 Inter distance

If both V and E have zero mean, the inter distance is maximum, µinter = 1/2, since 0 and 1 have the same

probability. If the mean of V is not zero, that is, V ∼ N (mV ,σ
2
V ), 0 and 1 are unbalanced and the intra
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distance gets smaller.

It is easy to prove that the probability of getting 1 and 0 can be written as

P[Q(V ) = 1] = P[V < 0] = Φ

(
mV

σV

)
= Φ(ξ )

P[Q(V ) = 0] = P[V > 0] = Φ(−ξ )

(13)

where we introduced the notation ξ = mV/σV . From (13) it follows

µintra = 2Φ(ξ )Φ(−ξ )

H∞ =− log2 max(Φ(ξ ),Φ(−ξ ))
(14)

From (14) it is clear that both measures depends only on ξ . It is also clear that measures (14) do not depend

on the sign of ξ . See also Fig. 3 that shows 2µinter and H∞ as function of ξ .

Observe that these results and the plots of Fig. 2 and Fig. 3 have been obtained using only the hypoth-

esis of having a Gaussian APUC; therefore, they can be applicable even to APUCs different from the one

proposed in this paper [24, 42, 59, 60].

3 Resistor based APUC

We propose to use as random variable V the resistance of a slab of n-doped semiconductor with nominal

dopant concentration n and dimensions W × L× d. In this section we discuss the expected statistic, the

impact of temperature variations and how to reduce them.
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3.1 Statistical dispersion of the conductance

Because of manufacturing variations, the actual conductance of the slab at temperature T can be modeled as

a Gaussian random variable gT , more precisely

gT ∼ N

(
GT ,Γ

2 G2
T

WL

)
= N

(
GT ,(σ%GT )

2) (15)

where

GT =
n0

N□

qµ(T )
d

(16)

is the nominal conductance with N□ = L/W and µ(T ) the electron mobility at temperature T [63], Γ is a

constant that depends on the production process (for example, in SKY130, Γ = 3.47%/µm) and

σ% =
Γ√
WL

=
Γ

W
√

N□
(17)

is the relative standard deviation (ratio of the standard deviation to the mean) and it is inversely proportional

to the square root of the area, as well known. See A.3 for details.

Note that Since gT is Gaussian, the proposed APUC is a Gaussian APUC and the theory of Section 2.4

is applicable.

3.2 Impact of temperature

A drawback of using the conductance of a semiconductor slab as the analog variable is the sensitivity to

temperature variations. If gT1
is the conductivity at temperature T1, it is easy to see that

gT1
= µ(T1)gT0

(18)

where

µ(T ) :=
µ(T )
µ(T0)

≈
(

T
T0

)−3/2

(19)

In (19) we used the approximation µ(T ) ∝ T−3/2, valid for T > 100 K [63]. Using T0 = 300 K, µ(T ) ranges

between 0.65 and 1.61 when T ranges between −55 ◦C and 125 ◦C. This suggests that temperature changes

can alter the resistance value up to ±50–60%.

In order to reduce the impact of the temperature, we propose to measure the conductance gT0
by com-

paring it with a reference resistor using the scheme of Fig. 4a. Resistor Rpuc is the resistor whose value is

used to generate the secret, its area must be as small as possible in order to increase σV ; resistor Rref acts as

reference and it has the same N□ of Rpuc. Assuming an ideal operational amplifier, the output is

Vout =−Vref
Rref

Rpuc
=−Vref

qµ(T )
N□d npuc

qµ(T )
N□d n0

=−VrefN
(
1,σ2

%
)

(20)
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Figure 4: (a) Single cell. (b) Multi-cell scheme with three cells and cell selection. MOSFETs M1, M2 and

M3 are used to select the resistors R1, R2 and R3 one at time; MOSFET M0 is always on. The inset shows

the signal used to select the k-th resistor at time k∆t.

where npuc ∼ N (n0,n2
0σ2

%) is the actual dopant concentration in Rpuc. Taking the ratio between Rref and

Rpuc factors out the temperature dependency.

Remark 3.1

Fig. 4b shows the circuit used in the simulations. MOSFETs M1, M2, . . . are used to select resistors R1, R2, . . .

one at time, while the reference resistor remains the same. The inset shows the signal Ek used to select the k-th

resistor at time k∆t. MOSFET M0 in Fig. 4b seems redundant since it is always on; nevertheless its presence is

necessary in order to make the scheme more “symmetrical” in order to reduce the temperature dependency, as the

simulation results in Section 4 show.

3.2.1 A more faithful temperature model

By simulating the schemes in Fig. 4 at different temperatures one observes a residual temperature depen-

dence, in contrast with (20).

A reason for this discrepancy is that in Section 3.2 we assumed that the resistor is just a slab of semicon-

ducting material, ignoring any additional contribution such as the contact pads or the MOSFETs in Fig. 4b.

In order to get some guidelines that can help us to reduce the impact of temperature, a more faithful

model is needed. We approximate the behavior of Rref with the temperature as as the series of two resistors

with two different temperature sensitivities, more precisely

Rref(T ) = rrefα(T )+ r̂refβ (T ) (21)

where the first term rrefα(T ) is the resistance of the slab at temperature T , while the second term r̂refβ (T )

is the value of a parasitic resistor that models (approximately) the effect of contact pads, MOSFETs and so
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on. In (21) α and β are two suitable (different) functions that we do not need to specify further. In an ideal

case, r̂ref = 0.

Similarly, for Rpuc

Rpuc(T ) = rpucα(T )+ r̂pucβ (T ) (22)

With this model the output of the operational amplifier at temperature T is

−Vref
rrefα(T )+ r̂refβ (T )
rpucα(T )+ r̂pucβ (T )

=−Vref
rref

rpuc︸ ︷︷ ︸
ideal

1+ r̂ref
rref

γ(T )

1+ r̂puc
rpuc

γ(T )︸ ︷︷ ︸
Temp. dep.

(23)

where γ(T ) = β (T )
α(T ) .

According to (23), the impact of the temperature can be minimized by having ratios r̂ref/rref and r̂puc/rpuc

small. This suggests

• Make the nominal value of Rpuc (and Rref) large and this means using long and thin slabs. Therefore,

W is chosen as the minimum possible width, while L is chosen large, but keeping in mind that a small

product WL increases the dispersion σ% = Γ/
√

WL.

• Make the MOSFETs with a large WM and short LM and use a large Vsel.

The utility of these guidelines will be confirmed by simulations in Section 4.

4 Simulation results

We simulated the proposed scheme using the open PDK SKYWATER SKY130. We choose this PDK since

it is open and this makes it easier to replicate the results. The goal of the simulations was to get data about

(i) temperature dependence, (ii) noise impact and (iii) resistor dispersion. By using these data we will be

able to predict the performances of the proposed scheme in terms of bit/cell.

4.1 Temperature dependence

We run few simulation to verify the effect of the temperature on the APUC output and to verify the guidelines

derived above, that is, if the temperature dependency is reduced when (i) Rref is large, (ii) the ratio WM/LM

is large and (iii) Vsel is large.

In order to increase the dispersion, the area of Rpuc must be as small as possible and because of this we

fixed the width Wpuc = Wref to the smallest value possible, that is, 0.65 µm and adjusted Rref by changing

the length Lref. In order to take into account the imbalance between Rref and Rpuc, we changed the length
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Figure 5: Circuit used in temperature sensitivity simulations.

Lpuc of Rpuc by choosing Lpuc = θLref, with θ ∈ [0.7,1.4] (see Remark 4.1 for a further discussion). In the

MOSFETs we fixed the length to LM = 1.5 µm and changed only the width WM. The temperature T ranges

from Tmin =−55◦C to Tmax = 125◦C, with nominal temperature T0 = 26.85◦C = 300K.

Remark 4.1

The approach used to simulate the imbalance does not take into account the statistic of the dispersion of the

resistance of Rpuc, but since our goal here is to check the impact of the imbalance on the temperature sensitivity,

we are not interested in the statistical distribution of Rpuc. The statistical distribution of Rpuc will be of interest

later in Section 4.2, where we will use the Montecarlo approach to simulate the actual dispersion.

We simulated the circuit shown in Fig. 5 for different values of WM, Lref, Vsel, Vref, θ , and T . Collect, for

notation convenience, the first four parameters in a vector P = [Lref,WM,Vsel,Vref]. Let OT (θ ,P) be the

output at temperature T for a given choice of P and θ .

In order to simplify the presentation of the results, we do not show OT (θ ,P) for every temperature, but

summarizes its variation in value

D(θ ,P) = max
T∈[Tmin,Tmax]

|OT (θ ,P)−OT0(θ ,P)|
OT0(θ ,P)

(24)

which represents the maximum relative deviation from the nominal output OT0(P).

Fig. 6 shows the maximum relative deviation (24) vs θ = Rpuc/Rref for different choices of parameters.

Clearly, the guidelines deduced above are effective and by choosing WM large, Lref large and Vsel large the

temperature dependency can be reduced.
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Fig. 7 shows the impact of the “dummy” MOSFET M2. It is clear that the more symmetric scheme (with

the dummy MOSFET included) is much less sensitive to temperature variations.

4.2 Output distribution

We simulated the circuit of Fig. 8 with N = 5120 copies in parallel of the basic cell. The Montecarlo model

provided by SKY130 was used for the resistors, in order to simulate the dispersion of the resistance values.

The resistors have been activated in sequence using a suitably timed pulse (not shown in the figure to reduce

the clutter). The output values have been collected, their average computed and subtracted from the acquired

values, in order to force them to be zero mean.

Fig. 9 shows the histograms of the output values, compared with the fitting Gaussian (dashed line). We

simulated the circuit for different choices of the circuit parameters (LM, WM, Lref, . . . ) and the results are

consistent with those shown in Fig. 9 with a typical 0.04 V ≤ σV ≤ 0.05 V. The Pearson chi-squared test for

Gaussian distribution gives p-values of the order of 10−3 or even smaller.

4.3 Noise

As described in Section 2.4, the quality figure for an APUC is the signal-to-noise ratio ρ = σV/σE , where

σ2
E is the noise variance. The results are plotted in Fig. 10 that shows the noise RMS vs Lref for different

values of WM. Since σV ≈ 4 ·10−2 V, we deduce that ρ can range from 103 up to 104. Using the theory of

Section 2.4 we deduce that the probability of an unreliable cell is 10−3 or smaller. According to Fig. 2b, the

expected intra distance µintra is of the order of 10−3 or smaller. This suggests that with the proposed APUC

it could be possible to build very reliable PUCs that need no error correction. Of course, this prediction must

be verified experimentally in future research activities.

Preliminary results with a multi-bit digitizer To the best of our knowledge, the only multi-bit digitizer

for Gaussian APUCs in the literature is described in reprint [62]. The digitizer in [62] uses the fact that

the quantization noise of a sufficiently fine quantizer is approximately uniform; therefore, it convert the

outcome of the APUC using an Analog to Digital Converter (ADC) and takes only the least significant bits.

Of course, by using ADCs with a large number of bits one can extract as many bits as desired; the problem

is that if the resolution gets too fine, the least bits are unstable because of noise. In [62] it is derived the

trade-off between the reliability of the whole PUC (APUC and digitizer) and the number of extracted bits.

The key value, once again, is the SNR ρσV/σE .

According to the results in [62], for a 1024-bit PUC with probability of bad turn-on between 10−3

and 10−2, we can expect to extract 5–6 uniformly distributed bits/cell (or more). Although this is just a
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Figure 6: Maximum relative deviation vs θ = Rpuc/Rref for different choices of parameters. Different lines

are relative to different values of Lref. The vertical axis have the same scale to make comparison easier,

when needed an inset was added. (a) Case with WM = 2, LM = 1.5, Vsel = 1.8 V, Vref = 1 V. (b) Like (a), but

with a wider MOSFET WM = 8. (c) Like (b) but with a larger Vsel = 3.3 V. (d) Like (c), but with a smaller

Vref = 0.5 V. (e) and (f) Like (b) and (c), but with a larger Vsel = 5 V.
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Figure 7: Impact of the dummy MOSFET on temperature sensitivity. (a) and (c) Maximum relative variation

vs. θ = Rpuc/Rref for the scheme of Fig. 5 with the dummy MOSFET M2. (b) and (d) The same as (a) and

(c), but without the dummy MOSFET
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Figure 8: Circuit used to simulate the output distribution
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Figure 9: Distributions of the output values of the circuit of Fig. 8
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Figure 10: Simulated noise RMS

preliminary result that needs to be confirmed experimentally, it suggests that the a Gaussian APUC followed

by a suitable digitizer can be a viable solution.

5 Conclusion

We presented a simple Gaussian APUC based on the dispersion of the resistance value of a P+ polysilicon

resistor. The SNR ρ derived by simulations with the open PDK SKYWATER SKY130 suggests interesting

performances that predict intra distances smaller than 10−3 and at least 5–6 bit/cell. Possible future lines of

research are the implementation of a prototype to verify experimentally the prediction described her and the

development of new digitizers that exploits the multi-bit capability of the proposed APUC.
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A Proofs

A.1 Proof of (9)

Let

pvℓ(a) = P[O(vℓ,E2) = a] (25)

Observe that

pv(1) = P[Q(v+E) = 1]

= P[v+E < 0]

= P[E <−v] = Φ

(
− v

σE

) (26)

and that

pv(0) = 1−Φ

(
− v

σE

)
= Φ

(
v

σE

)
(27)

Now (9) follows at once.

A.2 Proof of (11)

It is easy to prove that a cell is unreliable if and only if
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τ ≤ Φ

(
− v

σE

)
≤ 1− τ (28)

where

τ =
1
2
−

√
1−2Perr

2
≈ Perr

2
(29)

In (29) the approximation is obtained by truncating the Taylor series and holds for Perr small. Since Φ is

monotone increasing, (28) is equivalent to

Φ
−1 (τ)≤− v

σE
≤ Φ

−1(1−Q) =−Φ
−1 (τ) (30)

that is, ∣∣∣∣ v
σE

∣∣∣∣≤ TPerr := Φ
−1 (1− τ) (31)

Finally, the probability of getting an unreliable cell is

P
[∣∣∣∣ V

σE

∣∣∣∣≤ TPerr

]
= 1−2Φ

(
−TPerr

ρ

)
(32)

A.3 Derivation of (??)

Using (3)

µintra = 1−
∫
R

fV (x)R(x) dx

= 1−
∫
R

1
σV

φ(x/σV )R(x) dx

= 1−
∫
R

1
σV

φ

(
x

σV

)[
Φ

2
(

x
σE

)
+Φ

2
(
− x

σE

)]
dx From (9)

= 1−2
∫
R

1
σV

φ

(
x

σV

)
Φ

2
(

x
σE

)
dx

= 1−2
∫
R

φ(u)Φ2
(

u
σV

σE

)
dx Substitution u = x/σV

= 1−2
∫
R

φ(u)Φ2(ρu) dx

(33)

A.4 Derivation of (15)

If n is large enough, the conductivity gT at temperature T is approximately equal to qµ(T )n, where µ(T )

is the electron mobility at temperature T [63]. Therefore, the conductance gT0
of the slab at the nominal

temperature T0 is

gT0
=

Wd
L

σ =
W
L

qµ(T0)

d
n =

1
N□

qµ(T0)

d
n (34)

where N□ = L/W .
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By modeling the doping process as two-dimensional Poisson random process (a physically reasonable

assumption), the number of doping atoms in the slab turns out to be a Poisson random variable that in this

context can be approximated with a Gaussian random variable. It follows that the dopant concentration is

Gaussian too and

n ∼ N

(
n0,Γ

2 n2
0

WL

)
(35)

where n0 is the nominal dopant concentration and Γ is a constant that depends on the production process;

for example, in SKY130, Γ = 3.47%/µm. By using (34) in (33) one obtains (15).

26


	Introduction
	Analog PUCs
	Prior works about PUCs

	Statistical model and performance metric for digital and analog PUCs
	DPUC Statistical model
	DPUC Quality Measures
	Reliability and intra-distance
	Inter distance

	APUC Statistical model
	A simple digitizer
	Intra-distance
	Inter distance

	Resistor based APUC
	Statistical dispersion of the conductance
	Impact of temperature
	A more faithful temperature model


	Simulation results
	Temperature dependence
	Output distribution
	Noise

	Conclusion
	Proofs
	Proof of (9)
	Proof of (11)
	Derivation of (15)


