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ABSTRACT
Homomorphic Encryption (HE) is a promising primitive for eval-

uating arbitrary circuits while keeping the user’s privacy. We in-

vestigate how to use HE in the multi-party setting where data

is encrypted with several distinct keys. One may use the Multi-

Key Homomorphic Encryption (MKHE) in this setting, but it has

space/computation overhead of O(𝑛) for the number of users 𝑛,

which makes it impractical when 𝑛 grows large. On the contrary,

Multi-Party Homomorphic Encryption (MPHE) is the other Ho-

momorphic Encryption primitive in the multi-party setting, where

the space/computation overhead is O(1); however, is limited in

terms of ciphertext reusability and dynamicity, that ciphertexts are

encrypted just for a group of parties and cannot be reused for other

purposes, and that additional parties cannot join the computation

dynamically.

Contrary to MKHE, where the secret key owners engage only in

the decryption phase, we consider a more relaxed situation where

the secret key owners can communicate before the computation. In

that case, we can reduce the size of a ciphertext and the evaluation

complexity from O(𝑛) to O(1) as in a single-key HE setting. We

call this primitive as Reusable Dynamic Multi-Party Homomorphic
Encryption, which is more suitable in real-world scenarios.

We show that 1) the procedures before the computation can

be done in a very few rounds of communications, 2) the evalua-

tion/space complexities are independent of the number of users,

and 3) the functionalities are as efficient as MKHE, with asymptotic

analysis and with implementation.

KEYWORDS
Multi-Party Homomorphic Encryption, Multi-Key Homomorphic
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1 INTRODUCTION
Homomorphic Encryption (HE) [8, 10, 16, 18, 24, 25] enables com-

puting over the encrypted ciphertexts without decryption. Based

on this nature, HE is widely used for delegating computations

to a server while keeping the users’ privacy. One of the possi-

ble applications of HE is Privacy-Preserving Machine Learning

(PPML) [26, 31, 36, 37].

This work was conducted while Hyeongmin Choe and Seunghong Kim were affiliated

with Seoul National University.

Machine Learning (ML) requires data from many sources, possi-

bly including sensitive private data, e.g., face images, medical data,

and various user logs. Hence, a combination of HE and ML may

allow training and inferencing on private data while eliminating

concerns about privacy. In a privacy-preserving manner, providing

an inference result on personal data, sometimes referred to as ML as

a Service (MLaaS), can be securely implemented by using HE–the

data owner encrypts their data and delegates the inference compu-

tation over the encrypted data to the model owner–and is widely

studied from theory [6, 22, 52] to practice [4, 7, 12, 28, 29]. On the

other hand, PPML training requires accumulating and aggregating

lots of data from possibly various users, and thus privacy should

be preserved in a multi-party setting, securely against not only the

party who computes but also other parties who participate in the

computation.

In some scenarios like Federated Learning (FL), a sub-field of

ML focusing on collaborative training scenarios, multiple parties

participate in themodel training but locally with their own data, and

iteratively by a fraction of the whole parties. That is, the training

is divided into several phases, and at every phase, some users are

invited to participate in the global model training by using their

own data. To this end, the users could dynamically join the training,

while the data (including the locally trained result, which is biased

and may leak personal data) from each user should not be revealed

to the computing server or other users, which makes HE in the

multi-party setting to be desirable.

Another realistic requirement for HE in the multi-party setting

can be found in the privacy-preserving Digital Asset Management

(DAM) scenario [38]. In the DAM scenario, each party sends the

encrypted private data to the server, and the server obliviously

uses the data multiple times for computing different circuits. This

scenario is similar to the existing concept of Data Lake [17, 46,

48, 50], where big data from different resources are accumulated.

The multiple calls of data for different purposes do not require the

parties to set up, encrypt, and send to the server multiple times,

but only once. It is natural to extend the data-centric computing

scenario also to the multi-party, privacy-preserving settings for HE,

where the users store their encrypted data in the server, the data

lake, under their own secret keys.

In this work, we specifically consider the homomorphic compu-

tation scenario as follows: 1) the data owners encrypt their data
with a public key encryption scheme where the secret key is owned

by themselves and stores the ciphertexts and their public keys to

the server; 2) when a set of parties agree on a joint computation



Figure 1: Procedures of Reusable Dynamic Multi-Party Ho-
momorphic Encryption.

using their data, a common public key for HE is generated, and the

parties provide public switching keys that can be used to switch

the ciphertexts of individual parties to a HE ciphertext, so that

the homomorphic computation could be possible; 3) when the HE

public keys and the ciphertexts are ready, we do the homomorphic

computation over the encrypted data; 4) then obtain the result by

jointly decrypting the resulting ciphertext.

Currently, there are two different but similar primitives of HE

in the multi-party setting: Multi-Key HE (MKHE) [11, 13, 34, 41]

and Multi-Party HE (MPHE) [3, 42, 44, 45].
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MPHE has a rigid user

structure that should be pre-determined before the protocol starts.

On the other hand, MKHE has a structure that grows linearly to

quadratically in the number of parties, leading to a similar magni-

tude of inefficiency. In this regard, most of the currently available

MPHEs are efficient in a static setting where the parties are fixed

but have no dynamicity (in the sense that no new part can join after

the keys are generated) and ciphertext reusability (in the sense

that the ciphertexts can not be reused for a different set of par-

ties). For the MKHEs, they can be used for this scenarios since

they have dynamicity and ciphertext reusability; however they are

inefficient in terms of the computational complexity and the size of

the ciphertexts and the public keys.

1.1 Our Contributions
In this paper, we present the following contributions.

1
As mentioned in [35], still the terminology for HE in the multi-party setting has not

been agreed in the literature, so we follow their classifications with the terms ‘MPHE’

and ‘MKHE’.

• We define a new primitive, Reusable Dynamic MPHE (rdM-

PHE), which allows ciphertext reusability and dynamicity for

homomorphic computation.We formally define the semantic

security of rdMPHE and give its real-world applications.

• We construct a rdMPHE scheme by extending the MPHE

scheme of [35] based on RLWE-based HE. To this end, we

first construct a Dynamic MPHE (dMPHE) scheme as a build-

ing block, then extend it to rdMPHE. We prove its semantic

security based on the decision-RLWE assumption, which

was also the case for the base MPHE scheme. We note that

the construction of dMPHE can be of independent interest.

• We compare the existing HE solutions, including our rdM-

PHE, and study the situations in which each solution may

be beneficial.

• We implemented our rdMPHE scheme in GO language, based

on the code from [35], and benchmarked the latencies and

sizes. To compare with our rdMPHE solution, we also partly

extended the code from [35] to allow their MKHE scheme to

be run in dynamic situations when new parties are joining.

1.2 Technical Overview
We start with the RLWE-based HE scheme with a ciphertext in

a polynomial ring R2
𝑄
, where R = Z[𝑥]/(𝑥𝑁 + 1), where 𝑁 is a

power-of-two integer and 𝑄 is a positive integer modulus, and

R𝑄 = R/𝑄R. We use a polynomial s ∈ R as a secret key, where

the norm of s, defined on a vector representation of polynomial

s, is small. A ciphertext of a plaintext m ∈ R𝑡 is a Ring Learning

With Errors (RLWE) sample added by a plaintext, as (a, b) ∈ R2
𝑄
,

where a is uniformly chosen, and b satisfies as + b = Δ · m + e
in R𝑄 for Δ = ⌊𝑞/𝑡⌉ and a small random error e sampled from a

distribution 𝜒err. From the hardness of the decision-RLWE prob-

lem, it is computationally infeasible to distinguish (a, b) from a

uniform random tuple sampled from R2
𝑄
. All known RLWE-based

HE schemes are based on this structure, which is naturally additive

and can be modified to multiplicative with an additional public key

hiding some information on s.
In RLWE-based Multi-Key HE (MKHE), a ciphertext is a tuple of

polynomial elements (a1, · · · , a𝑛, b) ∈ R (𝑛+1)𝑄
where

∑
𝑖 a𝑖s𝑖 + b =

Δ ·m + e ∈ R𝑄 for 𝑛 the number of parties. Each public key also

consists of 𝑛 + 1 components, sometimes generated with a Com-

mon Reference String (CRS), and thus, the overall computational

complexity of MKHE grows linearly to quadratically in the number

of parties. However, we note that if all of the a𝑖s except one are
zero, it can be seen as a ciphertext with respect to a party’s key.

Thus, a new party can easily join, but with the cost of extending

the ciphertexts and keys length to |𝐼 | + 1.
On the other hand, RLWE-based Multi-Party HE (MPHE) has

exactly the same ciphertext structure as the single-key HE. Thus, it

has an efficient computational complexity that does not depend on

the number of parties. However, as the ciphertexts are encrypted

by a single secret key that no one knows among the parties, the

public keys should be jointly generated using a CRS, and also, it

cannot be extended when a new party wants to join with his keys.

For this reason, Park [45] suggested a conversion betweenMKHE

and MPHE to take advantage of the two. However, the conversion

cannot be composed; a round-trip conversion fromMPHE to MKHE
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to MPHE was not applicable, since the MKHE after the first conver-

sion is not exactly the MKHE. It can be rather seen as a special-case

MGHE [35], with two groups; one has 𝑛 parties, but the other has

only one. It can be made applicable by generating the switching

keys from a group to the whole parties and a party to the whole

parties but requiring all the parties to be online–they encrypt their

own secret key with the common key for the whole parties.

Our dMPHE scheme can be understood as an efficient round-trip

conversion fromMPHE toMPHE, which can be (almost) unlimitedly

composable:

MPHE𝑛 → MGHE𝑛,1,1,...,1 → MPHE𝑛+𝑘1 → · · · → MPHE𝑛+𝑘1+···+𝑘ℓ ,

where the subscript denotes the number of parties for MPHE and

the number of parties in each group for MGHE. In the following,

let us focus on the first two conversions, and use 𝑘 instead of 𝑘1.

For the second conversion, we are required to switch a ciphertext

encrypted under a party P𝑖 ’s key (𝑖 ∈ [𝑛]) to a ciphertext under a

common key for the 𝑛 + 𝑘 parties. This can be done by using the

key-switching technique in the HE, but requiring a key-switching

key swk[𝑛]→[𝑛+𝑘 ] , which is basically an encryption of a common

secret key s[𝑛] of the 𝑛 parties, encrypted under the common secret

key s[𝑛+𝑘 ] of the (𝑛 + 𝑘) parties, i.e. if swk[𝑛]→[𝑛+𝑘 ] = (a, b), then
it satisfies as[𝑛+𝑘 ] + b = 𝑃 · s[𝑛] + e in R𝑃𝑄 , where e is a small error

polynomial, and 𝑃 is an auxiliary modulus for keys. We denote

s[𝑛] =
∑
𝑖∈[𝑛] s𝑖 .

In this work, we use the plus 1 trick to generate the switching

keys, while keeping the original n parties offline and requiring the

joining parties to operate independently:

(1) we first encrypt 0 with a common public key pk[𝑛] to get

a ciphertext (a, b) ∈ R2
𝑃𝑄

, but in a higher modulus for the

keys,

(2) we then add 𝑃 to the first component to get a ciphertext

(a′ = a + 𝑃, b), encrypting 𝑃 · s[𝑛] under a common secret

s[𝑛] : a′s[𝑛] + b = as[𝑛] + b + 𝑃 · s[𝑛] = 𝑃 · s[𝑛] + e.
(3) we are now able to add the RLWE samples a′s𝑗 + e𝑗 ∈ R𝑄

for 𝑗 ∈ [𝑛 + 1, 𝑛 + 𝑘] to the second component b, to have

a′s[𝑛] + b′ = 𝑃 · s[𝑛+𝑘 ] + e′ ,

in R𝑃𝑄 , as desired.
We note that the plus 1 trick moves the secret key to the plaintext

domain, hence was used for IND-CCA or IND-CPA
𝐷
attacks against

HE, where the decryption oracle was given. However, it can be used

for the keys in the semi-honest setting, which can be obviously

obtained by anyone.

The light of this construction is that the original parties do not

need to work, and only the joining parties work. The new joining

parties are, in general, required to be registered to the server, and

thus, it is reasonable to work for the joining in addition, and the

communication round will be fused.

Such a dMPHE scheme enjoys the dynamicity and the compact-

ness at the same time; however, it is somewhat limited compared

to MKHE: there is no ciphertext reusability. Thus, we again ex-

tend the composed conversion in the opposite direction, by one:

MKHE𝑛 MPHE𝑛 MGHE𝑛,1,1,...,1 MPHE𝑛+𝑘 · · · .

Switch ct

For this extension, one should also consider the third conversion,

since it is unlikely that if one wants to (re)use a ciphertext, he/she

has to do the conversion from the beginning, which becomes infea-

sible when many parties are joined. Thus we are required to update

the switching keys swk𝑖→[𝑛] into swk𝑖→[𝑛+𝑘 ] for 𝑖 ∈ [𝑛]. They are
both encrypting s𝑖 , but with different keys s[𝑛] , and s[𝑛+𝑘 ] , thus
it can be switched via a double-key-switching key (a switching

key for a switching key). However, this requires another auxiliary

modulus, say 𝑅, to have the double-key-switching key over the ring

R𝑃𝑄𝑅 . Having a limited modulus margin for 𝜆-bit secure RLWE

instance, this wastes an amount ofavailable modulus.

We, instead, use key-switching with sk𝑖 technique: updating the

switching key by adding the as𝑖 +e𝑖 to the b part, which is an RLWE

sample with respect to a random element a.
Finally, our rdMPHE scheme enables us to take both the advan-

tages of MKHE and MPHE over the entire evaluation procedures

by converting between them efficiently.

Code Avaiability. Our Go implementation code of rdMPHE is

publicly available at an anonymous GitHub repository: https://

github.com/Anonymous-rdmphe/rdMPHE.git.

1.3 Related Works
Multi-KeyHomomorphic Encryption (MKHE). Lopez-Alt et al. [41]

came up with the first MKHE scheme based on NTRU HE scheme. It

was followed by multiple multi-key variants of GSW scheme. Brak-

ersi and Perlman et al. [11] proposed LWE-based MKHE which has

shorter ciphertexts than previous works. Chen et al. [13] designed

the multi-key version of TFHE.

The main advantage of MKHE lies in its flexibility of the par-

ticipating parties. Despite its strong dynamicity, MKHE has been

considered to be far from practical: the ciphertext size grows lin-

early or quadratically to the number of parties, which causes the

communication and computation complexity to grow as well. There

have been lines of work to improve the efficiency of MKHE, includ-

ing [11, 13], but by far, MKHE is considered to be less efficient than

MPHE in general.

Multi-Party Homomorphic Encryption (MPHE). Asharov et al. [3]

suggested the first MPHE scheme from BGV. Mouchet et al. [44] pro-

posed the simplified construction from BFV and recently improved

the work by applying 𝑡-out of 𝑛 threshold structure [42]. Park [45]

modified the key generation algorithm to reduce the interaction in

the SetUp phase and additionally suggested the conversion between

MPHE and MKHE.

Mouchet et al. [44] has several advantages in terms of low com-

munication cost and no interaction required between parties in

circuit computation. Kwak et al. [34] made further improvements

by rendering the relinearization to be implemented in a single round

and the key generation to be conducted without communication

between parties. To the best of our knowledge, however, the dy-

namicity of the participating parties remains an open problem of

MPHE so the reuse of encrypted ciphertexts for various circuits is

hard with MPHE.

Multi-Group Homomorphic Encryption (MGHE). To compute a

ciphertext under two different keys, Aloufi et al. [2] merged MKHE

and MPHE ciphertexts into a ciphertext, each is for the model

3
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Reusability Dynamicity Ctxt Cpct. PubKey Cpct. Round-optimal Security

MPHE [35, 42] ✗ ✗ ✓ ✓ ✓ ✓

MKHE [32] ✓ ✓ ✗ ✓ ✓ ✓

MGHE [35] ▲ (limited) ✓ ✗ ✓ ✗ ✓

Liu et al. [40] ✓ ▲ (bounded) ✓ ✗ ✓ ✓

rdMPHE (Ours) ✓ ✓ ✓ ✓ ✗ ✓

Table 1: Comparison of the existing HE in the multi-party setting. The ciphertext reusability, dynamicity, ciphertext and public
key compactness, round-optimality, and security against semi-honest adversaries are shown.

owners and clients, respectively. Such merge can also be obtained

from Park’s conversion from MPHE to MKHE [45], which is later

extended by Kwak et al. [34] to a more general notion called MGHE.

In MGHE, participants are divided into multiple groups. Within a

group, MPHE is used with a single key per group; on the other hand,

between the groups, MKHE is used, treating each MPHE ciphertext

as a component of the MKHE ciphertext.

Paper Organization. In Section 2, we define the notations and

the formalisms of HE and recap the necessary related techniques.

Then, we describe our homomorphic computation scenario with

the threat model, and define the Reusable Dynamic MPHE and its

formalisms with real-world applications in Section 3. We introduce

our Dynamic MPHE scheme in Section 4 and use it as a building

block for the Reusable Dynamic MPHE scheme in Section 5 with

correctness and security analysis. In Section 6, we compare our

Reusable Dynamic MPHE with other HE in the multi-party setting

and give the GO implementation results for our scheme with bench-

marks, which are available in the public domain. We also compare

the benchmark result with the prior works.

2 PRELIMINARIES
2.1 Notations
We denote a set of positive integers from 1 to 𝑁 as [𝑁 ]. Vectors
and polynomials are denoted in bold fonts. For ad index set 𝐼 and a

set of polynomials {s𝑖 }𝑖∈𝐼 , we denote s𝐼 to be there sum

∑
𝑖∈𝐼 s𝑖

Throughout the paper, we will interchangeably use the two no-

tations sk and s for the same secret key, for better readability. The

secret and error distributions are denoted as 𝜒sk and 𝜒err, respec-

tively. We denoteM as a plaintext space and C as a ciphertext space.

We let R𝑄 refers to a quotient ring Z𝑄 [𝑥]/Φ𝑀 (𝑥), where Φ𝑀 (𝑥) is
a𝑀-th cyclotomic polynomial and 𝑄 is a positive integer modulus.

If𝑀 = 2𝑁 is a power-of-two integer, then Φ𝑀 (𝑥) = 𝑥𝑁 + 1, which
is the most popularly used case.

We denote 𝑛 to be the number of parties participating in a com-

putation unless new parties are joined at some point. Each party

is denoted as P𝑖 for 𝑖 ∈ [𝑛], where an index set 𝐼 ⊂ [𝑛] is more

generally used.

2.2 Ring Learning with Errors (RLWE)
Let 𝜒 be a distribution defined over R = Z[𝑋 ]/(𝑋𝑁 + 1) and R𝑄
be a ring Z𝑄 [𝑋 ]/(𝑋𝑁 + 1), where 𝑄 is a positive integer. Let DG𝜎

be a discrete gaussian distribution of variance 𝜎 over R𝑄 and DG𝜎

samples 𝑁 polynomial coefficients independently. Throughout this

paper, we use DG𝜎 for the error distribution 𝜒err. The Ring Learning

with Errors (RLWE) associated with the parameter (𝑁,𝑄, 𝜒sk, 𝜒err)
is that for given polynomially many samples of either (a, b) or
(a,−as+e) are computationally indistinguishable, where a, b← R𝑄 ,

s← 𝜒sk, and 𝑒 ← 𝜒err.

2.3 Homomorphic Encryptions in the
Multi-Party Setting

Below, we recap the formalisms of (Fully) Homomorphic Encryption

((F)HE), Multi-Party Homomorphic Encryption (MPHE), and Multi-

Key Homomorphic Encryption (MKHE). Since they share most of

the structures, we first give a definition for MKHE, which is most

generally defined among the three, and then study the remaining.

Multi-Key Homomorphic Encryption. MKHE is defined as

follows.

Definition 2.1 (Multi-Key Homomorphic Encryption [41]). AMulti-

Key Homomorphic Encryption (MKHE) is a tuple of efficient algo-

rithms (KeyGen, Enc, Eval, Dec) run by (possibly) multiple parties

{P𝑖 }𝑖∈𝐼 with the following specifications:

• KeyGen takes as inputs a security parameter 1
𝜆
, run by P𝑖 ,

outputs a secret key sk𝑖 and a public key pk𝑖 ;
• Enc takes as inputs a common public key pk𝐼 and a plain-

text𝑚 ∈ M, and outputs a ciphertext ct𝐼 (or ct in short);

• Eval takes as inputs a common public key pk𝐼 , a circuit 𝐶 ,
and a tuple of ciphertexts ct𝐼 1, . . . , ct𝐼 𝑘 where 𝑘 is the num-

ber of input wires of 𝐶 , and outputs a ciphertext ct𝐼 ;
• Dec takes as inputs a set of secret keys {sk𝑖 }𝑖∈𝐼 and a cipher-
text ct𝐼 , and outputs a plaintext m.

Correctness (informal, [44]). We require that for a negligibly small

𝜖 > 0, for any random coin used for KeyGen, for any arithmetic

circuit 𝐶 , and for any plaintexts𝑚1, . . .,𝑚𝑘 ∈ M where 𝑘 is the

number of input wires of 𝐶 , the following holds with probability ≥
1 − 𝜀 over ct𝐼 ℓ := Encpk𝐼 (𝑚

ℓ ) for each ℓ ≤ 𝑘 :

Dec{sk𝑖 }𝑖∈𝐼

(
Evalpk𝐼 (𝐶, (ct𝐼

1, . . . , ct𝐼
𝑘 ))

)
= 𝐶 (𝑚1, . . . ,𝑚𝑘 ) .

Semantic Security (informal, [44]). When assuming the KeyGen is
done following the specifications, we require that for any adversar-

ial subset 𝑃 ⊂ {P𝑖 }𝑖∈𝐼 of parties of size less or equal to |𝐼 |−1, and for
any two messages𝑚1,𝑚2 ∈ M, the advantage of the adversary in

distinguishing between distributions Encpk𝐼 (𝑚
1) and Encpk𝐼 (𝑚

2)
should be smaller than 2

−𝜆
, where 𝜆 is a security parameter.

We note that the Dec algorithm should be run in a distributed

way, as the secret key owners will not hand over their secret keys.

4



Thus, Dec is commonly instantiated via partial decryptions, each

run by a party P𝑖 , outputting partially decrypted ciphertexts 𝜇𝑖 ,

and are combined by any (possibly third-party) receiver.

(Fully) Homomorphic Encryption. We call an MKHE scheme

a single-key HE scheme if the index set 𝐼 is a fixed set of size 1.

Single-key HE is generally constructed based on lattices, using

the RLWE-based encryption [9, 16, 24] or the LWE-based encryp-

tion [19, 23]. As a result, each ciphertext has a modulus 𝑄 , which

is set corresponding to the parameters for the single-key HE to

ensure semantic security. Throughout the paper, we focus on the

constructions based on RLWE, which is much more practical when

the amount of data is huge so that it can be batched in the RLWE

ciphertexts.

The homomorphic multiplication consumes a modulus in all of

the state-of-the-art implementations of RLWE-based HE [5, 21, 49].

Thus, to ensure the correctness of a homomorphic computation

of a certain depth of a circuit, the modulus should be set large

enough. However, if the modulus is too big, the HE scheme be-

comes not semantically secure. So, in practice, we use the largest

possible modulus and can homomorphically compute circuits hav-

ing a depth less than a fixed bound. To enable a longer computation,

the bootstrapping technique is used. Depending on the possibility

of the bootstrapping, the single-key HE can be categorized into

two: Somewhat HE (SHE) and Fully HE (FHE).

One of the properties of HE, the composability of the unit homo-

morphic operations, guarantees that homomorphic addition and

multiplication are possible; then, any circuit can be computed over

the homomorphic encryption, regardless of its practicality and

efficiency.

Multi-Party Homomorphic Encryption. MPHE is identi-

cally defined with MKHE but with an additional algorithms called

CombKey:

• CombKey takes as inputs a set of public keys {pk𝑖 }𝑖∈𝐼 , and
outputs a common public key pk𝐼 (or pk in short),

and use the common public key instead of the set of individual

public keys, everywhere. We note that the evaluation process is

also defined equivalently to a single-key HE. Hence, the ciphertext

size may reach the same size (if we use the same parameters) as the

single-key HE independent of the number of parties. The state-of-

the-art constructions indeed have a constant ciphertext size, which

does not depend on the number of parties.

As the MPHE algorithm can also be instantiated with {pk𝑖 }𝑖∈𝐼
rather than a common public key pk, MPHE is sometimes called

compact MKHE, meaning that it has a constant ciphertext size. As

in [35], we use the terms ‘MPHE’ and ‘MKHE’ to classify the MKHE

schemes based on ciphertext sizes, distinguishing between constant

and linear in the number of parties.

In the below, we recap the dynamic MPHE with additional prop-

erty, which originated from the dynamic MKHE of [14].

Definition 2.2 (DynamicMulti-Party Homomorphic Encryption [14]).
ADynamicMulti-PartyHomomorphic Encryption (DynamicMPHE)

is an MPHE additionally with efficient algorithms ExtKeyGen and
Extend with the following specifications:

• ExtKeyGen, run by {P𝑖 }𝑖∈𝐼 ′ , takes as inputs a set of public
keys {pk𝑖 }𝑖∈𝐼 ′ , and a set of secret keys {sk𝑖 }𝑖∈𝐼 ′ , and outputs
a public extension key extk𝐼→𝐼 ′ , where 𝐼 ⊊ 𝐼 ′;
• Extend takes as inputs a public extension key extk𝐼→𝐼 ′ and a

(fresh, extended, or evaluated) ciphertext ct𝐼 (encrypted un-

der {sk𝑖 }𝑖∈𝐼 ), and a set of public keys {pk𝑖 }𝑖∈𝐼 ′ , and outputs
a ciphertext ct𝐼 ′ (encrypted under {sk𝑖 }𝑖∈𝐼 ′ ).

Correctness and Semantic Security (informal). The correctness
and semantic security of Dynamic MPHE are identical to that of

MPHE, except that the ciphertexts ctℓ
𝐼
can be fresh, extended, or

evaluated ciphertexts encrypted under {sk𝑖 }𝑖∈𝐼 .
We again note that Dynamic MKHE is also similarly defined

without the CombKey algorithm.

2.4 Key Switching
We briefly introduce the key switching technique in the RLWE-

based (fully) homomorphic encryptions, which will be heavily uti-

lized in our constructions.

Key switching is a homomorphic operation that transforms a

ciphertext encrypting a plaintext𝑚 under a secret key into a cipher-

text encrypting the same plaintext but under a different secret key.

To key-switch a ciphertext ct = (a, b) ∈ R2
𝑄
, without decrypting

it, one requires a public key-switching key swk = (𝛼, 𝛽) ∈ R2
𝑃𝑄

.

The additional modulus 𝑃 is called the auxiliary modulus, which

enables us to reduce the error added during the key-switching.

Specifically, for a polynomial 𝛼 ∈ R𝑄 , we let 𝛽 + 𝛼s′ = 𝑃 · s +
𝜖 ∈ R𝑃𝑄 , for some error 𝜖 ∈ R. A ciphertext ct = (a, b) also has

a similar structure, having b + as = Δ · 𝑚 + e ∈ R𝑄 for some

error e ∈ R. The key-switching procedure outputs a ciphertext

ct′ = (a′, b′) := (0, b) +
⌊
𝑃−1 · a · (𝛼, 𝛽)

⌉
∈ R2

𝑄
, which satisfies

b′ + a′s′ = b +
⌊
𝑃−1 · a · 𝛽

⌉
+
⌊
𝑃−1 · a · 𝛼

⌉
s′

= b + 𝑃−1 · a · (𝛽 + 𝛼s′) + e
rnd

= b + as + 𝑃−1 · a · 𝜖 + e
rnd

= Δ ·m + e′,

where e′ = e+𝑃−1·a·𝜖+e
rnd

for some rounding error e
rnd

= e𝛼+e𝛽 s′
and e𝛼 , e𝛽 having their coefficients in [−0.5, 0.5]. If the Hamming

weight of s′ is set small enough, and 𝑃 is set large enough, then

we have a small bound for the error e′, and thus ct′ becomes a

ciphertext encrypting the same message under s′.
Since the switching keys and the ciphertexts have a similar for-

mat, the RLWE encryption structure, one can use a ciphertext

encrypting 𝑃 · s for the switching keys, but with larger error and

larger modulus, say 𝑃𝑄 , to key-switch a ciphertext modulo 𝑄 .

The result can be extended to the case when using the gadget

decompositions, which dramatically decreases 𝑃 and increases the

possible maximum 𝑄 ,2 allowing a longer depth of computations

before bootstrappings. The high-level idea is to encrypt 𝑃 ·𝐺 𝑗 · s′
instead of 𝑃 · s for some gadget vector ®𝐺 = (𝐺1, · · · ,𝐺𝑑 ), which
satisfies ⟨ ®𝐺,ℎ(a)⟩ = a for some function ℎ : R𝑄 → R𝑑𝑄 and a ∈ R𝑄 .

2
the maximum possible 𝑃𝑄 depends on the choice of 𝑁 and the secret key and error

distributions for a fixed security level.
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3 HOMOMORPHIC COMPUTATION
SCENARIO WITH REUSABLE CIPHERTEXTS

In this section, we consider a real-world-aware Multi-Party Com-

putation (MPC) scenario with reusable ciphertexts stored in a

semi-honest cloud server. Then, we define a new primitive named

Reusable Dynamic Multi-Party Homomorphic Encryption (rdM-
PHE), which can be seen as an extension of the existing homomor-

phic encryption in the multi-party setting to the real-world-aware

scenario. We also define their correctness and semantic security.

Lastly, we show that the semantic security of rdMPHE implies the

security of the real-world-aware scenario using rdMPHE.

3.1 MPHE with KeySwitch
In real applications, we consider that multiple parties want to run

a computation on their own private data jointly and do not want

to leak any information other than the computed result. It is de-

manded that the ciphertexts are reusable and compact, and the

homomorphic computation is efficient, and new parties can dynam-

ically join at any time. In this setting, we define Reusable Dynamic

Multi-Party Homomorphic Encryption (rdMPHE) as follows.

Definition 3.1 (Reusable Dynamic Multi-Party Homomorphic En-
cryption). A Reusable Dynamic Multi-Party Homomorphic Encryp-

tion (rdMPHE) is a tuple of efficient algorithms (KeyGen, CombKey,
Enc, SwKeyGen, Switch, Eval, Dec, ExtKeyGen, Extend) run by (pos-
sibly) multiple parties {P𝑖 }𝑖∈𝐼 with the following specifications:

• KeyGen, run by P𝑖 , outputs a secret key sk𝑖 and a public

key pk𝑖 ;
• CombKey takes as inputs a set of public keys {pk𝑖 }𝑖∈𝐼 , and
outputs a common public key pk𝐼 ;
• Enc takes as inputs a public key pk𝑖 (or pk𝐼 ) and a plain-

text𝑚 ∈ M, and outputs a ciphertext ct𝑖 (or ct𝐼 );
• SwKeyGen, run by P𝑖 , takes as inputs a public key pk𝐼 and a

secret key sk𝑖 where 𝑖 ∈ 𝐼 , and outputs a public switching

key swk𝑖→𝐼 ;

• Switch takes as inputs a public switching key swk𝑖→𝐼 and

a ciphertext ct𝑖 encrypted under sk𝑖 , and outputs ct𝐼 ;
• Eval takes as inputs a common public key pk𝐼 , a circuit 𝐶 ,
and a tuple of ciphertexts ct𝐼 1, . . . , ct𝐼 𝑘 where 𝑘 is the num-

ber of input wires of 𝐶 , and outputs a ciphertext ct𝐼 ;
• Dec takes as inputs a set of secret keys {sk𝑖 }𝑖∈𝐼 and a cipher-
text ct𝐼 , and outputs a plaintext m.

• ExtKeyGen, run by {P𝑖 }𝑖∈𝐼 ′\𝐼 , takes as inputs a set of public
keys {pk𝑖 }𝑖∈𝐼 ′ , a set of switching keys swk𝑖→𝐼 and a set

of secret keys {sk𝑖 }𝑖∈𝐼 ′\𝐼 , and outputs a public extension

key extk𝐼→𝐼 ′ and updated public switching keys swk𝑖→𝐼 ′ ,

where 𝐼 ⊊ 𝐼 ′ and 𝑖 ∈ 𝐼 ;
• Extend takes as inputs a public extension key extk𝐼→𝐼 ′ and a

(fresh, extended, or evaluated) ciphertext ct𝐼 (encrypted un-

der {sk𝑖 }𝑖∈𝐼 ), and a set of public keys {pk𝑖 }𝑖∈𝐼 ′ , and outputs
a ciphertext ct𝐼 ′ (encrypted under {sk𝑖 }𝑖∈𝐼 ′ ).

Correctness and Semantic Security (informal). Correctness
and semantic security of Reusable rdMPHE are defined exactly the

same as Dynamic MPHE, except that the ciphertexts ctℓ
𝐼
can be

fresh, key-switched, extended, or evaluated ciphertexts encrypted

under {sk𝑖 }𝑖∈𝐼 .

The rdMPHE can be seen as a variant of MPHE in the sense that

the public keys are combined; however, the ciphertexts are first

encrypted with each party’s keys, as in MKHE. The ciphertexts are

key-switched into a common key corresponding to a combination

of parties, specific to the applications. Thus, the ciphertexts can be

re-used for different homomorphic computations with other sets

of participating parties, which saves huge communication costs for

transmission of the ciphertexts.

3.2 Real-World Scenarios
Our rdMPHE can be utilized for privacy-preserving arbitrary cir-

cuit evaluation scenarios that require adding extra inputs during

computation or high-efficiency computation. The following proto-

col outline presents how it can be effectively applied in real-world

scenarios.

• Data Accumulation: Data providers generate their own

secret key and corresponding public key set (KeyGen) and
encrypt their data with their own secret key (Enc). The en-
crypted data is uploaded to a cloud with the public keys. This

process can be done once, but data and the public keys can

be used repeatedly for various computations.

• Setup: The server determines who will participate in the

protocol, and generates a common public key set with the up-

loaded data in the cloud (CombKey). The generated common

public key is broadcast to the participants. Each participant

generates its own partial switching key as permission for

utilizing their encrypted data in the cloud (SwKeyGen).
• Computation: The server switches the input ciphertexts to
be encrypted under the common key (Switch) and performs

the desired homomorphic evaluations (Eval). Depending on

demands, a new data provider with its data can be added

during the evaluation at any time by extending the rdMPHE

structure by the new data provider (ExtKeyGen) and by the

server (Extend).
• Decryption: When the evaluation ends, the output cipher-

texts are sent to participants, and each participant performs

partial decryption and outputs the result to a receiver (Dec).

3.3 Security Model
The security model using rdMPHE can achieve semantic security

in the semi-honest adversary model, where the majority of parties

and the server can be honest-but-curious adversaries. This means

that correctness and security may not be obtained if the partici-

pating parties or the server do not follow the protocol. However,

data privacy is still preserved even if some of the participating

parties collude. We define the semantic security of rdMPHE to have

computational indistinguishability against semi-honest adversaries.

3.4 Applications
In this section, we discuss the applications of rdMPHE. The strength

of rdMPHE lies in its data-centric structure for the reusability of

the encrypted data. In addition, rdmPHE advantages in both the

lightness of a single-key HE and the flexibility of MKHE, with small

communication before the evaluation.
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Privacy-Preserving Machine Learning. When the proposed rdM-

PHE can be adopted for Privacy-Preserving Machine Learning

(PPML) training, the above scenario is applied as follows.

The server wants to train a model with some part of the en-

crypted data accumulated in the cloud as input training data. The

training data are encrypted by various data providers’ keys, and

the corresponding data providers may permit for using the data.

The server computes the model training homomorphically, and

new data with a new data provider can easily be added to improve

the model knowledge without degradation of performances of the

underlying HE during the training.

For privacy-preserving federated learning, each user trains its

own data by itself, and each trained result is collected into the

cloud. The locally trained pieces of information are aggregated

to train a global model by the server, but the information may

cause privacy issues unless they are encrypted. The locally trained

information may be added to enhance the global model quality. The

only difference to the aforementioned scenario is that the encrypted

data collected to the cloud consists of locally trained results by each

user.

Privacy-Preserving Digital Asset Management. One application
of rdMPHE is privacy-preserving Data Lake [17, 46, 48, 50], where

each user accumulates its encrypted raw data to the Data Lake

without pre-processing, and the computing server can utilize the

raw data stored in the Data Lake in future. For Data Lake protocol,

Data Lake becomes the server in our case and a server may create

synergy, including concepts of brand/product management, and

Media Asset Management (MAM).

Remark 1. For the PPML training and Data Lake, one of our
protocol’s key features is the cloud data’s re-usability. In particular,
considering the fact that famous public training datasets (e.g. MNIST,
CIFAR-10, etc.) are used a huge number of times, our protocol enables
us to utilize them even for private data.

Previous PPML works [30, 33, 37, 51] restricted the data providers
from the beginning of the task or suffered from the low homomorphic
evaluation efficiency. Our proposed scheme can handle the issues of
maintaining the communication cost which does not depend on the
number of parties.

4 DYNAMIC MPHE SCHEME
In this section, we introduce a DynamicMPHE scheme that becomes

a building block of the rdMPHE. We first recap the state-of-the-art

MPHE scheme, which is used as a basic structure for our Dynamic

MPHE, then construct a DynamicMPHEwith a ciphertext extension

algorithm as an ad-hoc, based on the key-switching technique.

Lastly, we give the correctness and the security proof.

4.1 Base MPHE Scheme
Our dynamic MPHE is constructed based on the MPHE scheme

from [43] with a non-interactive relinearization key generation

technique from [35] based on BFV [9] and CKKS [16] schemes.

• MPHE.KeyGen: For a party P𝑖 , a secret key sk𝑖 is a small

polynomial s← 𝜒sk (∈ R), and a public key pk𝑖 consists of
– encryption key enck𝑖 = −aencks𝑖 + eenck,𝑖 ∈ R𝑄 ,

– rotation keys autk𝜎,𝑖 = −a𝜎 s𝑖 + 𝑃 · 𝜎 (s𝑖 ) + e𝜎,𝑖 ∈ R𝑃𝑄
with respect to automorphisms 𝜎 ,

– relinearization key rlk𝑖 = (rlk𝑖,0, rlk𝑖,1, rlk𝑖,2) ∈ R3𝑃𝑄 for

∗ rlk𝑖,0 = −arlk,0s𝑖 + erlk,𝑖,0,
∗ rlk𝑖,1 = −arlk,0r𝑖 + 𝑃 · s𝑖 + erlk,𝑖,1,
∗ rlk𝑖,2 = −brlk,1s𝑖 − 𝑃 · r𝑖 + erlk,𝑖,2,

where all the common polynomials a( ·) ∈ R are induced

from common reference strings, and all the errors e( ·) ∈ R
are sampled from 𝜒err;

• MPHE.CombKey: A common public key pk𝐼 consisting of
– common encryption key enck𝐼 =

∑
𝑖∈𝐼 enck𝑖 ∈ R𝑄 ,

– common rotation keys autk𝜎,𝐼 =
∑
𝑖∈𝐼 autk𝜎,𝑖 ∈ R𝑃𝑄 ,

– common relinearization key rlk𝐼 = (rlk𝐼 ,0, rlk𝐼 ,1, rlk𝐼 ,2)
=
∑
𝑖∈𝐼 rlk𝑖 ∈ R3𝑃𝑄 ;

• MPHE.Enc: A RLWE public key encryption outputs ct =

u · (aenck, enck𝐼 ) + (e0,Δm + e1) ∈ R2𝑄 , where u← R and

e0, e1 ← 𝜒err;

• MPHE.Dec: A decryption of a ciphertext ct = (c0, c1) ∈ R2𝑄
is done in a distributed way:

(1) each party P𝑖 generates partial decryption 𝜇𝑖 = c0s𝑖 + e𝑖
of ct, where e𝑖 ← 𝜒

smudge
,

(2) aggregate the partial decyptions and outputs a plaintext

∑
𝑖∈𝐼 𝜇𝑖+

c1 ∈ R𝑄 .

We note that 𝜒
smudge

be an error distribution for a secure dis-

tributed decryption [20, 39], where the standard deviation is set

𝜆/2 bit larger than that of the ciphertext error c0 ·
∑
𝑖∈𝐼 s𝑖 + c1, to

smudge the error not to reveal the secret, even when |𝐼 | − 1 parties
collude.

The list of automorphisms 𝜎 varies depending on the applica-

tions, but in general, tens of automorphisms are included for faster

linear operations. We also note that the automorphism and relin-

earization keys are also applicable in the RNS setting with gadget

decompositions, i.e., constructions based on RNS-BFV [27] or RNS-

CKKS [15]. For the sake of simplicity, we sometimes denote the

keys as swks𝐼→0 := (aenck, enck𝐼 ) or swks𝐼→𝜎 (s𝐼 ) := (a𝜎 , autk𝜎,𝐼 )
and so on, each having a format of (a,−as𝐼 + 𝑃s′ + e) ∈ R2𝑃𝑄 for

some s′ ∈ R, where s𝐼 =
∑
𝑖∈𝐼 s𝑖 .

For homomorphic evaluation, we recall homomorphic addition,

multiplication, and automorphisms, which can be composed. One

can then evaluate arbitrary arithmetic circuits of longer depth by

composing them. We note that the multiplication algorithm is a bit

more costly than that in RLWE-based (F)HE schemes in order to

generate the relinearization key non-interactively. For ciphertexts

ct = (a, b) ∈ R2
𝑄
and ct′ = (a′, b′) ∈ R2

𝑄
encrypting plaintexts m0

andm1 in R under {sk𝑖 }𝑖∈𝐼 , homomorphic addition, multiplication,

key switching, and automorphisms can be done as follows.

• MPHE.Add(ct𝐼 , ct𝐼 ′): Outputs (a+ a′, b+ b′) ∈ R2𝑄 , a cipher-

text encrypting m0 +m1;

• MPHE.Multrlk𝐼 (ct𝐼 , ct′𝐼 ):
(1) It tensor products the two ciphertexts and obtain d =

(d0, d1, d2) = (bb′, ab′ + a′b, aa′),
(2) Relinearizes by

(a) compute d′
2
=
⌊
𝑃−1 · (d2 · rlk0)

⌉
∈ R𝑄 ,
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(b) compute (d′
1
, d′

0
) =

⌊
𝑃−1 · (d′

2
· (brlk, rlk2) + d2· (rlk1, 0))⌉+

(d1, d0) ∈ R2𝑄 , which is a ciphertext encrypting Δm0 ·
m1,

(c) outputs

⌊
Δ−1 · (d′

1
, d′

0
)
⌉
∈ R2

𝑄/Δ;

• MPHE.KS(swks→s′ , ct): It outputs (0, b)+
⌊
𝑃−1 · a · swks→s′

⌉
∈ R2

𝑄
.

• MPHE.Autautk𝜎,𝐼 (ct):
(1) It computes 𝜎 (ct) = (𝜎 (a), 𝜎 (b)) ∈ R2

𝑄
,

(2) outputs MPHE.KS(swks𝐼→𝜎 (s𝐼 ) = (a𝜎 , autk𝜎,𝐼 ), 𝜎 (ct)) ∈
R2
𝑄
.

Correctness and Semantic Security. For the correctness and the

semantic security of the above base MPHE scheme, please refer

to [35][Sections 4.3-5], the correctness and the semantic security

proofs for MGHE. They directly apply to our base MPHE when

the number of groups of the MGHE is 1. In a high-level view, the

correctness proof is basically based on the correctness of each

homomorphic arithmetic operation and its composability.

4.2 Dynamic MPHE Construction
Our Dynamic MPHE shares the main structures with the above

algorithms but is modified a bit to introduce dynamicity. We give

the two algorithms ExtKeyGen and Extend as an ad-hoc to the

above MPHE as follows, defined for index sets 𝐼 ⊊ 𝐼 ′.

• dMPHE.KeyGen: Identical toMPHE.KeyGen, except that enck𝑖
is generated in R𝑃𝑄 instead of R𝑄 ;
• dMPHE.CombKey: Identical to MPHE.CombKey, except that
enck𝐼 is now in R𝑃𝑄 instead of R𝑄 ;
• dMPHE.Enc: Identical to MPHE.Enc, except that one can

choose the resulting ciphertext not only to be in R2
𝑄
as in

MPHE, but also in R2
𝑃𝑄

;

• dMPHE.Dec: Identical toMPHE.Dec;
• dMPHE.Eval: Identical to MPHE.Eval, except that the ho-
momorphic multiplication and automorphisms cannot be

applied to the ciphertexts in R2
𝑃𝑄

;

• dMPHE.ExtKeyGen(enck𝐼 , {sk𝑖 }𝑖∈𝐼 ′\𝐼 ):
(1) It encrypts 0 with enck𝐼 , letting (a, b) = Encenck𝐼 (0) ∈
R2
𝑃𝑄

, then let a′ = a + 𝑃 ∈ R𝑃𝑄 ,
(2) compute extk𝐼→𝐼 ′ = (a′, b) −

∑
𝑖∈𝐼 ′\𝐼 (0, a′s𝑖 + e𝑖 ), where

e𝑖 ← 𝜒err;

• dMPHE.Extend (extk𝐼→𝐼 ′ , ct𝐼 ): MPHE.KS(extk𝐼→𝐼 ′ , ct𝐼 ).
We note that only the new parties need to be online when gen-

erating the extension keys. That is, the original parties can remain

offline and will only participate in the decryption phase.

In the settings using key switching keys with gadget decom-

positions, e.g., RNS setting with RNS gadgets or digit decomposi-

tions [15, 27], subtracting by 𝑃 in the ExtKeyGen can be replaced

by subtracting 𝑃 ·𝐺 𝑗 , where 𝐺 𝑗 are the gadgets.

Correctness of Dynamic MPHE (informal). Thanks to the compos-

ability of the baseMPHE, it suffices to showwhether the extended ci-

phertext and the original ciphertext are decrypted to the same plain-

text with respect to the set of secret keys {sk𝑖 }𝑖∈𝐼 ′ and {sk𝑖 }𝑖∈𝐼 ′ ,
respectively. Since extk𝐼→𝐼 ′ = (a′, b) −

∑
𝑖∈𝐼 ′\𝐼 (0, a′s𝑖 + e𝑖 ), it can

be rewritten as extk𝐼→𝐼 ′ = (a′, b′′) ∈ R2𝑃𝑄 , where

a′s𝐼 ′ + b′′ = a′s𝐼 ′ + b −
∑︁

𝑖∈𝐼 ′\𝐼
(a′s𝑖 + e𝑖 ) = (a′s𝐼 + b) − e𝐼 ′\𝐼

= as𝐼 + (as𝐼 + b) − e𝐼 ′\𝐼 = 𝑃 · s𝐼 + e′

modulo 𝑃𝑄 for some e′ = e − e𝐼 ′\𝐼 , where e is a freshily encrypted

ciphertext error and e𝐼 ′\𝐼 =
∑
𝑖∈𝐼 ′\𝐼 e𝑖 . Thus, the key-switching

operation concludes the proof unless the aggregated error is too

huge.

4.3 Semantic Security of DMPHE
When assuming the KeyGen, CombKey, and ExtKeyGen are done fol-
lowing the specifications, the ciphertexts that are freshly encrypted,

extended, or evaluated ciphertexts do not leak any information non-

negligibly in the security parameter.

Theorem 4.1 (Semantic security of our dMPHE). Assuming
the hardness of the decision-RLWE Problem and the circular security
assumption and that the parameters are set to achieve correctness, our
dMPHE construction depicted in Section 4.2 is semantically secure.

5 REUSABLE DYNAMIC MULTI-PARTY
HOMOMORPHIC ENCRYPTION SCHEME

We extend our Dynamic MPHE into a family of MKHE, by in-

troducing the ciphertexts encrypted under each party’s key, then

key-switch them into ciphertexts under a common key. This can

be viewed as an MKHE to Dynamic MPHE conversion, which is

an extension of Park’s conversion [45]. While keeping the dynam-

icity and the ciphertext reusability, our Reusable Dynamic MPHE

Scheme rdMPHE enjoys the compactness of the MPHE schemes

with respect to the ciphertext sizes and the Homomorphic operation

complexity.

5.1 Reusable Dynamic Multi-Party
Homomorphic Encryption Construction

Here, we give our rdMPHE construction, which also shares the

structures a lot with dMPHE.

• KeyGen: Identical to dMPHE.KeyGen;
• CombKey: Identical to dMPHE.CombKey;
• Enc: Identical to dMPHE.Enc;
• SwKeyGen (enck𝐼 , sk𝑖 ): If 𝑖 ∈ 𝐼 , it outputs swk𝑖→𝐼 := Encenck𝐼
(𝑃 · s𝑖 ) ∈ R2𝑃𝑄 ;
• Switch(swk𝑖→𝐼 , ct𝑖 ): For ct𝑖 ∈ R2𝑄 , it outputs dMPHE.KS
(swk𝑖→𝐼 , ct𝑖 );
• Eval: Identical to dMPHE.Eval;
• Dec: Identical to dMPHE.Dec;
• ExtKeyGen(enck𝐼 , {sk𝑖 }𝑖∈𝐼 ′\𝐼 ):
– It first does identically with dMPHE.ExtKeyGen and gen-

erate extk𝐼→𝐼 ′ ,

– for each switching key swk𝑖→𝐼 = (a𝑖 , b𝑖 ), 𝑖 ∈ 𝐼 , it updates
the key as swk𝑖→𝐼 ′ := swk𝑖→𝐼 −

∑
𝑗∈𝐼 ′\𝐼 (0, a𝑖s𝑗 + e𝑖, 𝑗 ),

where e𝑖, 𝑗 ← 𝜒err,

– for the joining parties’ switching keys, swk𝑖→𝐼 ′ for 𝑖 ∈ 𝐼 ′,
it runs swk𝑖→𝐼 ′ := SwKeyGen(enck𝐼 ′ , sk𝑖 );

• Extend: Identical to dMPHE.Extend.
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Correctness of rdMPHE. We first show that the Switch algorithm
works correctly with the switching keys generated from SwKeyGen.
Let swk𝑖→𝐼 = (a𝑖 , b𝑖 ), then we have

b𝑖 = −a𝑖s𝐼 + 𝑃 · s𝑖 + e𝑖
in R𝑃𝑄 for some error e𝑖 and hence the Switch, which is basically

the key switching operation, works. Hence, the Switch algorithm

works correctly if the error term is relatively smaller than Δ. We

note that the error has a larger standard deviation compared to

the errors in automorphism keys; however, the difference is set to

be negligible compared to the smudging error since this is added

linearly, not exponentially.

We then show that the Switch algorithm works correctly if

some new party joins with ExtKeyGen. The switching keys are up-

dated from swk𝑖→𝐼 to swk𝑖→𝐼 ′ during ExtKeyGen. We assume the

switching key swk𝑖→𝐼 is generated from the SwKeyGen algorithm
for simplicity. Then, the new switching key can be rewritten as

a𝑖s𝐼 ′ + b′𝑖 = a𝑖s𝐼 ′ + b𝑖 −
∑︁
𝑗∈𝐼 ′\𝐼

(a𝑖s𝑗 + e𝑖, 𝑗 )

= a𝑖s𝐼 + b𝑖 − e𝐼 ′\𝐼
= 𝑃 · s𝑖 + e′𝑖

where swk𝑖→𝐼 = (a𝑖 , b𝑖 ), swk𝑖→𝐼 ′ = (a𝑖 , b′𝑖 ), e
′
𝑖
= e𝑖 − e𝐼 ′\𝐼 , and

e𝐼 ′\𝐼 =
∑

𝑗∈𝐼 ′\𝐼 e𝑖, 𝑗 ; hence the Switch algorithm works correctly if

the error term is not too large compared than Δ.

5.2 Semantic Security of rdMPHE
Theorem 5.1 states the semantic security of our rdMPHE construc-

tion with respect to the newly introduced notions such as Switch.

Theorem 5.1 (Semantic security of our rdMPHE). Assuming
the hardness of the decision-RLWE problem and the circular security
assumption and that the parameters are set to achieve correctness, our
rdMPHE construction depicted in Section 5.1 is semantically secure.

6 ASYMPTOTIC ANALYSIS AND
IMPLEMENTATION RESULTS

In this section, we first give an asymptotic analysis by comparing

the known solutions for the scenario with reusable ciphertexts.

We then study the cases in which each solution is favorable. Then,

we give the implementation results which support our asymptotic

analysis. The implementation codes are publicly available at the

time of the submission.

6.1 Asymptotic Comparison between Known
Solutions

We provide an asymptotic analysis for the computation and com-

munication complexity of the HE in the multi-party setting. We

compare MPHE, MKHE, and rdMPHE, in the setting that computa-

tions for𝑀 different sets of parties are required. In the scenario with

reusable ciphertexts, the public key and the ciphertext reusability

are one of the main aspects, and MKHE and rdMPHE have this

property. Thus, for the complexity of computing and transmitting

the public keys and the ciphertexts, we don’t have to count them

repeatedly, but only once. For MPHE, it cannot reuse the ciphertext

as in MKHE or rdMPHE, however, the party’s public key can be

reused. Hence, we extend this property to MPHE for a fair compar-

ison. That is, we assumed that the public keys for each party in the

MPHE are also shared once and can be aggregated when the set of

participating parties is decided for each computation.

In this setting, we compare the complexity of the three concern-

ing:

• Computation cost for public key generation, encryption,

preparations (aggregation and key switching, if needed), and

the homomorphic evaluations.

• Communication cost for public key and ciphertext transmis-

sion and preparations.

• Communication rounds for𝑀 computations.

6.1.1 Computational Cost. We first recall the computational com-

plexity of running public key generation, encryption, key switch-

ings, and homomorphic additions and multiplications. For the ring

degree 𝑁 , ciphertext modulus 𝑄 , the auxiliary modulus 𝑃 , and the

gadget rank 𝑑 for the switching keys, it holds that 𝑃 ≈ 𝑄1/𝑑
and

thus, 𝑑 log 𝑃𝑄 ≈ (𝑑 + 1) log𝑄 holds. We assume 𝑀 computations

with different sets of parties, each requiring 𝑛ct ciphertexts.

Unit Operations. The public key generation runs inO(𝑑𝑁 log 𝑃𝑄)
due to the O(𝑑) number of Hadamard multiplications for R𝑃𝑄
elements. Similarly, a single encryption runs in O(𝑁 log𝑄) or
O(𝑑𝑁 log 𝑃𝑄) depending on the resulting modulus.

The main factors of the key-switching algorithm are the O(𝑑)
ModUps (from 𝑄 to 𝑃𝑄), O(1) ModDown (from 𝑃𝑄 to 𝑄), and the

O(𝑑) Hadamard multiplications in R𝑃𝑄 . The key-switching takes
O(𝑑𝑁 log𝑁 log 𝑃𝑄) since each ModUp and ModDown takes NTTs,

which require 𝑁 log𝑁 log 𝑃𝑄 complexity.

A homomorphic addition takes O(𝑁 log𝑄), and a homomor-

phic rotation takes O(𝑑𝑁 log𝑁 log 𝑃𝑄) since it is the same as

key switchings. A homomorphic multiplication takes O(𝑑𝑁 log𝑁

log 𝑃𝑄) since the key switching cost is again the dominant term

compared to tensor products, which are O(𝑁 log𝑄).

MPHE. We first consider MPHE for its computational complex-

ity. The public key generation is done only once, with a computa-

tional complexity of O(𝑑𝑁 log 𝑃𝑄). The encryption is done after

a common public key is generated by aggregation (which itself is

just a set of additions), resulting in a ciphertext in R2
𝑄
, thus taking

O(𝑀𝑁𝑛ct log𝑄) for the whole encryptions. For homomorphic eval-

uations, MPHE takes the same time as the unit complexity given

above. We let 𝐶
single

be a computational complexity of a circuit

based on these unit operations. Then it should take O(𝑀 ·𝐶
single
).

For the sake of simplicity, we let 𝐶
single

= 𝑐
single

𝑁 log𝑄 since

𝑁 log𝑄 is a factor that exists everywhere, regardless of the opera-

tions. In total, it takes O((𝑀𝑐
single

+𝑀𝑛ct + 𝑑)𝑁 log𝑄).

MKHE. We then consider MKHE. The public key generation and

the encryption are done only once, with a computational complexity

of O(𝑑𝑁 log 𝑃𝑄 +𝑛ct ·𝑁 log𝑄) for the whole encryptions, unless a
new public key encryption needs to be done. In that case, it requires

O(𝑛) times more for MKHE than MPHE or rdMPHE. For the sake

of simplicity, we ignore them here. For homomorphic evaluations,

MKHE takes O(𝑛) times more time than the unit complexity since

the number of components in each ciphertext is O(𝑛) times more.
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Thus, it takes O(𝑀𝑛 ·𝐶
single
). In total, it takes O((𝑀𝑐

single
𝑛 +𝑛ct +

𝑑)𝑁 log𝑄).

rdMPHE. We then consider our rdMPHE. The public key genera-

tion and the encryption are done only once, with a computational

complexity of O(𝑑𝑁 log 𝑃𝑄 + 𝑛ct · 𝑁 log𝑄). For the preparation
phase, the aggregation of the keys is just additions, and the switch-

ing key generation takesO(𝑑𝑁 log 𝑃𝑄). A ciphertext key-switching

requires O(𝑁 log𝑁 log 𝑃𝑄), instead of O(𝑑𝑁 log𝑁 log 𝑃𝑄), since
the O(𝑑) ModUp can be omitted since they are done identically

for the 𝑀 computations, hence, taking O(𝑁𝑛ct log𝑁 log 𝑃𝑄) in
total. Homomorphic evaluations should take O(𝑀 ·𝐶

single
) as in

the MPHE. In total, it takes O((𝑀𝑐
single

+ 𝑛ct log𝑁 · (1 + 1/𝑑) +
𝑑)𝑁 log𝑄) = O((𝑀𝑐

single
+ 𝑛ct log𝑁 + 𝑑)𝑁 log𝑄).

6.1.2 Communication Cost. Apublic key has a size ofO(𝑑𝑁 log 𝑃𝑄)
= O(𝑑𝑁 log𝑄), where a ciphertext has a size of O(𝑁 log𝑄), except
for the MKHE ciphertexts. A ciphertext encrypted by a party’s key

has the same size, but the one encrypted by a common public key

or the one after evaluation has a size of O(𝑛𝑁 log𝑄).

MPHE. Since the MPHE public key is transmitted once, by all

the parties, it has a communication cost of O(𝑛𝑑𝑁 log𝑄). The
ciphertexts are transmitted for each set of parties, thus having a

communication cost of O(𝑀𝑛ct𝑁 log𝑄). In total, it has O((𝑀𝑛ct +
𝑛𝑑)𝑁 log𝑄) cost. The communication round is 3 since each party

first sends their public key, then receives a common public key, and

then sends the ciphertexts. We omit the decryptions.

MKHE. Since theMKHEpublic key and the ciphertexts encrypted

with each party’s public key are transmitted once, the communica-

tion cost is O((𝑛ct + 𝑛𝑑)𝑁 log𝑄). The communication round is 1

since each party sends their public key, with the ciphertexts.

rdMPHE. Since the rdMPHE public key and the ciphertexts en-

crypted with each party’s public key are transmitted once, the

communication cost is O((𝑛ct + 𝑛𝑑)𝑁 log𝑄). The switching keys
need to be generated after the common public key is generated,

and thus it transmits O(𝑀𝑛𝑑𝑁 log 𝑃𝑄). The total cost is O((𝑛ct +
𝑀𝑑𝑛)𝑁 log𝑄). The communication round is 3 since each party first

sends their public key and the ciphertexts, then receives a common

public key, and then sends the switching keys.

6.1.3 Complexity Dependencies in MGHE Ciphertext Structure. For
MGHE, however, it is hard to compare apple to apple–since the

complexities vary depending on the ciphertext and the group struc-

tures. In the worst-case, all the asymptotic complexities are the

same as MKHE if we replace 𝑛 by 𝑛𝑔 , the number of groups. When

the ciphertexts are well-structured, for example, if two ciphertexts

have many of their components 0, the complexity may decrease a

bit. In the best case, only two out of the 𝑛𝑔 + 1 components of each

ciphertext are non-zero, and the complexity becomes the same as

the MPHE.

We summarize the asymptotic analysis done in this section in

Table 2, showing their ciphertext sizes and the complexity of the

basic homomorphic operations, and in Table 3, showing the compu-

tation and communication complexity in the reusable ciphertexts

setting given in the first part of this section.

Ctxt

Homomorphic operations

Add. Mult. Aut.

MPHE [35, 43] O(1) O(1) O(𝑑 log𝑁 ) O(𝑑 log𝑁 )
MKHE [32] O(𝑛) O(𝑛) O(𝑛𝑑 log𝑁 ) O(𝑛𝑑 log𝑁 )
MGHE [35] O(𝑛𝑔) O(𝑛𝑔) O(𝑛𝑔𝑑 log𝑁 ) O(𝑛𝑔𝑑 log𝑁 )

rdMPHE (Ours) O(1) O(1) O(𝑑 log𝑁 ) O(𝑑 log𝑁 )
Table 2: Comparison of the variants of HE in the multi-party
setting, where the common factor 𝑁 log𝑄 is omitted. For
details, see Sections 6.1.1 and 6.1.2.

Since every homomorphic evaluation of rdMPHE and Liu et

al. [40] follows the evaluation of a single-key HE scheme, the as-

ymptotic complexity of every evaluation does not depend on the

number of parties 𝑁 . In other words, an rdMPHE ciphertext is al-

ways of the form (ct0, ct1) ∈ R2𝑄𝐿
, for any number of participating

parties.

On the other hand, every asymptotic computational complexity

of MKHE depends on the number of participating parties. Since

a ciphertext in MKHE is of the form (ct0, ct1, · · · , ct𝑁 ) ∈ R𝑁+1𝑄𝐿

depending on N, the addition between ciphertexts (Add) and key-

switching (KS) becomes 𝑁 -times heavier than a single-key HE

scheme. Moreover, the multiplication between ciphertexts (Mult)

in MKHE is much heavier than in the aforementioned evaluations.

This is because the MKHEmultiplication between ciphertexts needs

a special relinearization procedure as its subroutine. It converts

the cross terms, that correspond to the secret key sk𝑖 · sk𝑗 , into
the standard MKHE term, that corresponds to a single secret key

sk𝑖 . Hence, the asymptotic complexity of the MKHE multiplication

between ciphertexts follows 𝑂 (𝑁 ).

6.2 Implementation Results
In this section, we report the implementation result of our rdMPHE
and compare it with the prior solutions supporting dynamicity,

such asMKHE. We excluded the comparison withMGHE in this

section. This is because the performance of MGHE highly relies on

its predefined group structure, the fair apple-to-apple comparison

is hard to be made although our implementation encompasses the

implementation ofMGHE.
We implemented our rdMPHE scheme based on the MGHE im-

plementation [47] of [35], which is written in Lattigo library [49]

version 2.3.0. It basically includes our dMPHE scheme, without the

key switching keys from a party’s key to a public key. To compare

the latencies of each component in our rdMPHE withMKHE, we
use the MKHE implementation in [47].

Specifically, we implemented the following:

• dMPHE constructed in Section 4,

• rdMPHE constructed in Section 5,

• MKHE extended from [47] to have the joining functionality.

Experimental Setup. All our experiments are performed on an

Intel Xeon Silver 4114 CPU at 2.2GHz with 260GB of RAM with

Linux. Our benchmark is performed with the CKKS scheme [16]

and BFV scheme [8, 24]. The comparison is performed under the

HE parameter set (ring dimension 𝑁 , key moduli bit log 𝑃𝑄 , gadget
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Reusables. Computation comp. Communication comp. Rounds Dynamicity

MPHE [35, 43] pk𝑖 O(𝑀𝑐
single

+𝑀𝑛ct + 𝑑) O(𝑀𝑛ct + 𝑛𝑑) 3 ✗

MKHE [32] pk𝑖 , ct𝑖 O(𝑀𝑐
single

𝑛 + 𝑛ct + 𝑑) O(𝑛ct + 𝑛𝑑) 1 ✓

rdMPHE (Ours) pk𝑖 , ct𝑖 O(𝑀𝑐
single

+ 𝑛ct log𝑁 + 𝑑) O(𝑛ct +𝑀𝑛𝑑) 3 ✓

Table 3: Comparison of the existing solutions when applied to the scenario with reusable ciphertexts scenario, where the public
keys and ciphertexts are already uploaded and maybe reused, with𝑀 different sets of parties. The common factor 𝑁 log𝑄 is
omitted from the complexities. For details, see Sections 6.1.1 and 6.1.2.

rank 𝑑) for (214, 439, 6) and (215, 880, 14). The key distribution 𝜒sk
samples a secret key’s coefficients from the ternary set {−1, 0, 1}
with equal probability 1/3 and the error distribution 𝜒err samples

the error with a standard deviation 3.2. The parameter set achieves

128 bits of semantic security against the current best-known attacks,

estimated with Lattice estimator [1] following the prior works [35,

43].

Benchmark Result. Each of the benchmark evaluations is per-

formed for 2 ∼ 2
5
participating parties for each scheme. We mea-

sured the latency of KeyGen +CombKey +SwKeyGenwith the number

of parties 1, 3, 7, 15, 31, the latencies of Switch/Extend, ExtKeyGen
assuming a single party joins, and the latencies of Add, Mult, Rot
with the extended number of parties 2, 4, 8, 16, 32. All the evalu-

ations (Add, Mult, Rot, Conj) are performed with ciphertexts at

the top level. For the rotation (Rot), we generated the rotation key

with respect to the left rotation by a single slot and timed only for

the rotation that can be performed by a single key-switching. We

perform KS for a single ciphertext during the Extend phase.
Table 4 shows that our proposed rdMPHE outperforms every

homomorphic computation compared toMKHE. We emphasize that

the performance degradation of homomorphic evaluations upon the

number of participating parties does not occur in rdMPHE, while
MKHE does. This is from the computational complexity of MKHE
that grows linearly to the number of participating parties unlike

rdMPHE, as analyzed in Section 6.1.1 and also can be checked in

Table 4 and Figure 2.

The main drawback of our rdMPHE comes from the computa-

tional cost for Switch, Extend, and ExtKeyGen, which are zero in

MKHE. However, Figure 2 shows that the above costs, performed

only once per joining, are small enough even compared to a single

ciphertext-ciphertext multiplication ofMKHE. In addition, we note

that the performance of switching key swk𝑖 related factors highly

depends on the HE parameter gadget rank𝑑 . One can check that the

KeyGen latency increased a bit compared to that ofMKHE due to

additionally generating switching key swk𝑖→𝐼 . However, such extra

overheads will be reduced when a parameter set with a smaller

gadget rank 𝑑 is used, including the latencies for ExtKeyGen.
In more detail, rdMPHE,MPHE, single-groupMGHE, and single-

key HE share the same ciphertext/key structures for evaluation.
3

In addition, the multi-group homomorphic evaluations inMGHE
with the number of groups 𝑛𝑔 can be considered as the multi-party

homomorphic evaluations in MKHE with the number of parties

𝑛𝑔 that grows with the length of ciphertext and the computational

3
In fact, the relinearization algorithm of the single-key HE is slightly faster than that

of rdMPHE/MPHE/single-group MGHE. This is because the usual HE does not use

the 3-tuple rlk structure [34], which has no advantages for the single-key setting.

2 4 8 16 32
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rdMPHE.Mult
rdMPHE.Extend
rdMPHE.Switch
MKHE.Mult

Figure 2: Comparison of the key operations of MKHE and
our rdMPHE. The homomorphic multiplication latencies of
rdMPHE andMKHE; and joining (ExtKeyGen and Extend) and
switching (Switch) latencies of rdMPHE are given over the
varying number of participating parties (meaning that each
number 𝑛 corresponds to a party is joining to a group of
𝑛 − 1 parties). The values are based on the implementation
of the BFV-based scheme [8, 24] with a parameter set (𝑁=215,
log(𝑃𝑄) = 880, 𝑑 = 14) from the prior works.

complexity. Thememory/latency efficiency of rdMPHE is important

since the number of parties𝑀 might be huge in many use cases. We

note that the aforementioned ciphertext size is also directly related

to the communication cost.

To summarize, rdMPHE can efficiently evaluate an arbitrary cir-
cuit regardless of the number of participating parties, with the advan-
tages ofMKHE preserved: data reusability and extension of parties
during the computation.
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