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Abstract. The GCM authenticated encryption (AE) scheme is one of
the most widely used AE schemes in the world, while it suffers from risk
of nonce misuse, short message length per encryption and an insufficient
level of security. The goal of this paper is to design new AE schemes
achieving stronger provable security in the standard model and accepting
longer nonces (or providing nonce misuse resistance), with the design
rationale behind GCM.
As a result, we propose two enhanced variants of GCM and GCM-SIV,
dubbed eGCM and eGCM-SIV, respectively. eGCM and eGCM-SIV are
built on top of a new CENC-type encryption mode, dubbed eCTR: us-
ing 2n-bit counters, eCTR enjoys beyond-birthday-bound security with-
out significant loss of efficiency. eCTR is combined with an almost uni-
form and almost universal hash function, yielding a variable input-length
variable output-length pseudorandom function, dubbed HteC. GCM and
GCM-SIV are constructed using eCTR and HteC as building blocks.
eGCM and eGCM-SIV accept nonces of arbitrary length, and provide al-
most the full security (namely, n-bit security when they are based on
an n-bit block cipher) for a constant maximum input length, under the
assumption that the underlying block cipher is a pseudorandom permu-
tation (PRP). Their efficiency is also comparable to GCM in terms of the
rate and the overall speed.

Keywords: authenticated encryption, GCM, beyond-birthday-bound security,
provable security

1 Introduction

Authenticated Encryption. Authenticated Encryption (AE) aims to achieve
the two fundamental security goals of symmetric key cryptography, namely, the
confidentiality and the authenticity of data. A significant amount of research has
been conducted in this field, resulting in the proposal of numerous AE schemes.
Currently, a variety of standard algorithms are in use, including CCM [47],
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GCM [35], AES-GCM-SIV [13], and Chacha20-poly1305 [34]. These AE standards
are widely employed to ensure the security of modern communication protocols,
such as QUIC [27], TLS [41,42], and SSH [31]. Most of the recent constructions
accept associated data (AD), which are authenticated but not encrypted. In this
paper, we will consider AE schemes with associated data.

Limitations on GCM. GCM is by far the most widespread AE scheme in the
world. It is standardized in NIST Special Publication 800-38D [35] and ISO/IEC
19772:2020 [18], and is the recommended cipher algorithm for numerous commu-
nication protocols, including WPA3, IEEE802.11ad, SSH, TLS1.2, and TLS1.3.
However, several significant issues have recently been raised regarding the use
of GCM (and other standardized AE schemes), drawing attention from both
academia and industry.

One of the principal issues on GCM is its nonce misusing risk. Nonces or
initial vectors (IVs) are used in most encryption schemes in order to guarantee
the variability of the ciphertext and prevent the replay attack. Since formalized
by Rogaway [43], nonce-based AE has become a substantial category of AE. It is
of significant importance to guarantee the uniqueness of nonces in AEs. When it
comes to GCM, it completely loses authenticity as soon as a single nonce is used
twice [28]. There have been several attacks that exploit its nonce misuse such as
internet-wise nonce-reusing HTTPS server scanning [4] and a key reinstallation
attack (KRACK) on WPA2 [45].

However, maintaining the uniqueness of nonces is a challenging task. In ad-
dition to external factors such as implementation flaws and low-entropy environ-
ments, GCM (and other CTR-based AEs) are susceptible to structural limitations
in nonce lengths. When GCM is used with an n-bit block cipher, the combined
size of the public nonce and the internal counter is restricted to n bits. In typ-
ical applications involving 128-bit block ciphers (such as AES), 96-bit nonces
and 32-bit counters are employed. Then, the probability of a nonce collision ap-
proaches 2−32 for every 232 encryption when using a random nonce. Accordingly,
the GCM standard advises that the number of invocations should be restricted to
232 when utilizing random nonces. However, this is a major limitation for large
systems, such as high-volume networks. For example, Amazon recently noted
the practical challenge of GCM, saying that there is a use-case where 232 invoca-
tions can be reached in 2 seconds [29]. Alternatively, a deterministic approach is
also recommended, where a nonce is generated through the combination of a de-
vice ID and a sequence counter. However, this approach requires the additional
expense of managing device IDs and sequence counters, and for large systems
where invocation limits are an issue, a 96-bit room might still be insufficient to
hold device IDs and sequence counters.

In order to avoid nonce misuse, one might consider using longer nonces. How-
ever, reducing the counter size to increase the space for the nonce is not a viable
solution, as the counter size, which is already limited to 232, severely restricts
the message length per encryption. If the message length exceeds the counter
size, then the same counter should be used twice, leading to a potential vulner-
ability of the scheme. For this reason, the AES-GCM standard imposes a limit of
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239 − 256 bits on the message length. This constraint necessitates the splitting
of data during encryption of large data sets (e.g., large files, streaming data,
databases), while it is incumbent upon developers to consider this when imple-
menting AES-GCM. On the other hand, accepting longer nonces using additional
GHash operations is neither efficient nor enhance the overall security [32].

GCM also faces a significant security concern due to its limited level of secu-
rity. The security of GCM is limited to the birthday bound, which means that
with an n-bit block cipher, GCM can be compromised by attacks with data com-
plexity of O(2 n

2 ). This limitation not only makes it challenging to use smaller
block ciphers, like 64-bit ones, but also puts 128-bit block ciphers, such as AES,
at risk. This issue has been highlighted by industry leaders. During a recent
NIST Workshop on Block Cipher Modes of Operation3, companies like Meta
and Amazon expressed concerns about the continued use of 128-bit block ciphers
with GCM. They argued that this combination potentially poses a significant se-
curity risk in cloud-scale systems. Given the exponential growth in data usage, it
is expected to become a major threat in the near future. For instance, exabyte-
scale (1018 ≈ 260) data is already in use, with zettabyte-scale (1021 ≈ 270) data
expected soon, further amplifying these security concerns.

Beyond GCM. The issues on GCM listed above are all contingent upon the
block size. Consequently, if a larger block cipher were to be employed, these issues
would be effectively resolved. However, replacing AES with Rjindael-256 [9] or
other wide-block ciphers is challenging due to several factors. AES has widespread
hardware support, extensive software optimization, and has undergone thorough
security analysis, making it a trusted standard. In contrast, Rjindael-256 lacks
hardware acceleration, often resulting in slower performance, and might have
unknown vulnerabilities due to less scrutiny. For this reason, it will be suitable
to utilize AE schemes that is more reliable and provably more secure than GCM,
to address the immediate issues at hand.

One promising approach is to use AE schemes to enjoy beyond-birthday
bound (BBB) security. BBB-secure AE schemes have been extensively studied.
Iwata proposed the CHM [19] and CIP [21] that combine CENC [20], a BBB-
secure nonce-based encryption mode, with a universal hash (UH) function using
field multiplications. Bhattacharya and Nandi proposed an almost optimally
secure variant of GCM, dubbed mGCM [3], by applying similar methods to GCM.
mGCM is proved to be secure up to O(2n) input blocks only when an adversary
makes a single query or it is non-adaptive. On the other hand, there are BBB
secure AEs based on tweakable block ciphers (TBCs) or ideal ciphers (ICs) such
as ΘCB [30], Romulus [22], and LightOCB [5]. However, using TBCs or ICs is
inherently less efficient than BCs, and similar to wide block ciphers, there is a
lack of standardized primitives and their comprehensive analysis. Also, BBB-
secure AE schemes without large enough nonce spaces still carry nonce-reusing
risks.

3 https://csrc.nist.gov/Events/2023/third-workshop-on-block-cipher-modes
-of-operation
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An alternative approach is to use misuse resistant AE schemes. Rogaway and
Shrimpton [44] formalized the notion of misuse-resistant AE (MRAE) and pro-
posed a method of turning a deterministic AE scheme into a nonce-based MRAE
scheme. MRAE schemes include EAX [1], SIV [44], AEZ [16], and GCM-SIV [14].
Later, this notion has been refined by viewing the adversarial distinguishing ad-
vantage as a function of the maximum number of multicollisions in nonce values
(amongst all encryption queries) [40], or the number of queries with repeated
nonces [6]. Although there are MRAE schemes enjoying BBB-security such as
SCT [40], ZAE [24], GCM-SIV2 [23] and AES-GCM-SIV [13], none of them is built
on top of a standard PRP nor has affordable efficiency loss (for example, in
terms of rate).

In conclusion, numerous AE schemes have been proposed so far, yet a su-
perior AE that provides both sufficient security and usability remains elusive.
Consequently, this paper aims to develop such an AE, specifically one that meets
the following requirements.

1. Beyond-birthday-bound security is provided, and the full security is pre-
ferred.

2. Efficiency is comparable to GCM in terms of the rate and the overall speed.
3. Extended nonces are accepted or nonce misuse resistance is guaranteed.
4. The maximum message length should not significantly affect the overall se-

curity bound, allowing one to encrypt longer messages.
5. Provable security should be guaranteed under the standard PRP assump-

tion, and hence, standard block ciphers (such as AES) should be supported
without frequent rekeying.

1.1 Our Contribution

In this paper, we propose enhanced variants of GCM and GCM-SIV, dubbed
eGCM and eGCM-SIV, respectively. eGCM and eGCM-SIV accept nonces of arbi-
trary length, and provide almost the full security (namely, n-bit security when
they are based on an n-bit block cipher) for a constant maximum input length,
under the assumption that the underlying block cipher is a pseudorandom per-
mutation (PRP).

As the starting point, we construct an IV-based variable output-length pseu-
dorandom function (VOL-PRF), dubbed eCTR. eCTR follows an CENC-like struc-
ture, but it generates output blocks by utilizing 2n-bit inputs. Precisely, for a
fixed positive integer w and n-bit IVs A and B, the (iw + j)-th output block of
eCTR is defined as

EK(A⊕ 2i(w+1)B)⊕ EK(A⊕ 2i(w+1)+jB)

where EK denotes an n-bit block cipher with key K (see also Figure 1). If A
and B are chosen uniformly at random, then eCTR is secure up to O(2n) output
blocks for a constant maximum output length per query, and secure up to O(2 2n

3 )
output blocks with no limit on the maximum output length per query.
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Fig. 1: The first 4 blocks from eCTR[EK , 3](A, B) with w = 3.
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Fig. 2: The HteC VIL-VOL pseudorandom function.

For the next step, we propose a new (almost) fully secure variable input-
length variable output-length PRF (VIL-VOL-PRF), dubbed HteC, by combin-
ing eCTR with a double-block hash function. In this way, HteC accepts inputs
of arbitrary length. Specifically, given a bit string I of arbitrary length, HteC
generates intermediate values A and B as follows.

A = EK(HKh
(I)),

B = EK(HK′
h
(I))

where H is an almost universal and almost uniform hash function. Then, the
output blocks of HteC are defined as the output blocks from eCTR with A and
B being the inputs to eCTR (see also Figure 2). Here, A and B are not perfectly
uniform, leading to only negligible loss of security since H is almost universal
and almost uniform.

Existing BBB-secure VOL-PRF constructions such as bbb-ddd-AES [10] and
a nonce-key derivation function in DNDK-GCM [12] share some similarities with
our eCTR/DECK approach as they also follow CENC-like structures. On the
other hand, we note that bbb-ddd-AES generates masks by encrypting counter-
tweak pairs, requiring twice as many block cipher calls as eCTR’s doubling-based
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mask updates, and it achieves 2n/3-bit security compared to eCTR’s almost n-bit
security. It is also noteworthy that DNDK-GCM’s nonce-key derivation requires
random or carefully crafted inputs, while our HteC accepts arbitrary inputs using
a fewer number of block cipher calls. Due to these advantages, eCTR and HteC
outperform the existing constructions.

HteC

N M

C

HKh

A

n

T

(a) Encryption of eGCM

HteC

eCTR

N, A, M

T

2n

M

C

(b) Encryption of eGCM-SIV

Fig. 3: The eGCM and eGCM-SIV AE schemes. A nonce, an associated data, and
a message are denoted N , A and M , respectively. Key inputs to HteC and eCTR,
and the final tag truncation are omitted.

Since the CTR mode can be viewed as a VOL-PRF, the CTR part in GCM
can be replaced by HteC to achieve stronger security and nonce length extension
at the same time. The resulting construction is exactly eGCM, and analogously,
eGCM-SIV is obtained by replacing the underlying PRF and CTR in GCM-SIV
by HteC and eCTR, respectively (see Figure 3).

Figure 4 compares the influence of the maximum message length ℓ to the
threshold number of the total length of encryption queries σ for some variants
of GCM. Since eGCM and eGCM-SIV do not concatenate counter with nonce for
block inputs, they do not have message length limitations by design. Moreover,
eGCM and eGCM-SIV have relatively small security impact as message length
increases.

Table 1 compares eGCM and eGCM-SIV to well-known AE schemes. eGCM
provides stronger security than OCB3, GCM and CWC+. CHM, CIP and mGCM
also provides n-bit security as eGCM, while it does not support nonce length ex-
tension, which restricts the use of random nonces. On the other hand, eGCM-SIV
provides n-bit security in the nonce-misuse setting, while existing MRAE schemes
provide only n

2 -bit security. We emphasize that eGCM and eGCM-SIV are the first
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Fig. 4: The threshold number of the total length of the encryption queries σ as a
function in ℓ. For MRAE schemes, the number of queries with repeated nonces
is fixed as a small constant. For AES-GCM-SIV, the security bound in the ideal
cipher model is used.

variants of GCM permitting nonce length extension and providing the full n-bit
security at the same time.

Table 2 compares eGCM using POLYVAL4 [13] as a universal hash function to
existing AE schemes in terms of efficiency. In this comparison, we focus on the
AE schemes whose reference codes are publicly available. The implementations of
ChaCha20-Poly1305 and GCM are taken from BoringSSL5. Note that BoringSSL’s
benchmark includes additional operations for sealing and opening, so the actual
performance of ChaCha20-Poly1305 and GCM would be better than given in the
table. Our experiments are done in AMD Ryzen 7 2700X Eight-Core Processor
(CPU@3.2GHz) which supports PCLMUL, AVX, SSE, and AES instructions,
using GCC 11.4.0 with optimization level -O3. We note that eGCM requires
an additional doubling operation compared to GCM, while POLYVAL is more
implementation-friendly than GHash.

1.2 Tweakable Enciphering Schemes Based on eCTR

A tweakable enciphering scheme (TES) is a length-preserving tweakable permu-
tation that accepts a message of variable length and returns the corresponding
ciphertext of the same length. The eCTR encryption mode can be employed in
a block cipher-based TES with the hash-CTR-hash approach [46], as seen in
Figure 5, achieving beyond-birthday-bound security. This construction takes as
4 POLYVAL is a universal hash function used in AES-GCM-SIV.
5 https://boringssl.googlesource.com/boringssl

https://boringssl.googlesource.com/boringssl
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AEAD Rate Security ReferenceNR NM
OCB3 1 n/2 - [30]
GCM 1/2 n/2 - [33]

CIP, CHM, mGCM ≲ 1/2‡ n - [21,19,3], Section 4.1
eGCM ≲ 1/2‡ n - Section 4.1

GCM-SIV 1/2 n/2 n/2 [15]
AES-GCM-SIV 1/2 n n/2 [26]

SCM 1/2 n n/2 [6]
CWC+ ≲ 1/2‡ 3n/4 n/2† [11]

eGCM-SIV ≲ 1/2‡ n n Section 4.2
† Authenticity only. CWC+ does not provide privacy in the nonce-misuse setting.
‡ Depends on the parameter w, while we write ≲ 1/2 since the rate approaches

1/2 as w increases and w can be set to a large enough value.

Table 1: Security and efficiency of eGCM, eGCM-SIV and other block cipher
based AE schemes. The maximum message length (= ℓ) is assumed to be a
small constant. All the AE schemes are based on a standard block cipher except
for AES-GCM-SIV which is based on an ideal cipher. The rate is the number of
blocks processed per unit operation, which includes block cipher computation
and n-bit field multiplication.

input a message of at least 2n bits; let M = M1 ∥M2, where M1 ∈ {0, 1}2n and
M2 ∈ {0, 1}∗. Then M1 is encrypted by a 2n-bit pseudorandom permutation P
based on an n-bit block cipher, and the sum of the input and the output of P is
used as an IV of eCTR to encrypt M2. We propose two candidates for P .

– 5-round Feistel cipher based on a block cipher: when each round function
is instantiated with a block cipher using a distinct key, the 5-round Feis-
tel cipher becomes a pseudorandom permutation that is secure up to 2 2n

3

queries [2]. In this way, the resulting TES is inverse free, and expected to
provide beyond-birthday-bound security.

– CTET+ with w = 2 [8]: This construction is a 2-round substitution-permutation
cipher using 4 block cipher calls and universal hashing. CTET+ is also secure
up to 2 2n

3 queries.

Formal security proof and analysis of the efficiency are left for further research.

2 Preliminary

2.1 Basic Notation

The set {0, 1}n is sometimes regarded as a finite field GF(2n) with 2n elements,
assuming that 2 cyclically generates all the nonzero elements of GF(2n). We
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Mode Message Reference1KB 4KB 64KB

ChaCha20-Poly1305† 3.92 2.84 2.52 [34]
OCB 0.73 0.61 0.52 [30]
GCM† 2.38 1.30 0.95 [35]
eGCM‡ 1.07 1.00 0.98 Section 4.1

AES-GCM-SIV 1.56 1.25 1.15 [13]
SCM 1.42 1.29 1.25 [6]

eGCM-SIV‡ 1.55 1.36 1.30 Section 4.2
† Computed by BoringSSL’s speed command, so it in-

cludes additional operations for sealing.
‡ w = 24 is used.

Table 2: Performance of eGCM and other AE schemes. Throughput is measured
in cycles per byte.

eCTR

Hk

Hk

P

M1

C1

M2

C2

T

T

Fig. 5: Hash-CTR-hash type tweakable enciphering scheme based on eCTR.

write {0, 1}∗ to denote the set of all binary strings including the empty string
ε. For A, B ∈ {0, 1}∗, |A| denotes the length of A in bits, and A ∥B denotes the
concatenation of A and B.

For a positive integer q, we write [q] = {1, . . . , q}. For a non-empty set X ,
X ←$ X denotes that X is drawn uniformly at random from X . The set of
all sequences that consist of b pairwise distinct elements of X is denoted X ∗b.
For positive integers a ≥ b, let (a)b = a(a − 1) . . . (a − b + 1), and (a)0 = 1 by
convention. If |X | = a, then (a)b becomes the size of |X |∗b. msbs(X) and lsbs(X)
denotes the s most significant bits and s least significant bits of X, respectively.
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For a real number t, ⌈t⌉ is the smallest integer that is the same as or bigger than
t.

Let Perm(n) be the set of all permutations from {0, 1}n to {0, 1}n, and let
Func(n, m) be the set of all functions from {0, 1}n to {0, 1}m. Given two strings
A, B and injective encoding encode, we write encode(A, B) for encoded string.
Throughout this paper, we fix encode function, and for F : {0, 1}∗→Y, we
simply write F (A, B) = F (encode(A, B)).

2.2 Security Notions

Almost Xor Universal and Almost Uniform Hash Functions. Let δ >
0, and let H : K × X → Y be a keyed function for three non-empty sets K,
X , and Y. H is said to be δ-almost XOR universal (AXU) if for any distinct
X, X ′ ∈ X and Y ∈ Y,

Pr [K ←$ K : HK(X)⊕HK(X ′) = Y ] ≤ δ.

Moreover, H is said to be δ′-almost uniform (AU) if for any X ∈ X and Y ∈ Y,

Pr [K ←$ K : HK(X) = Y ] ≤ δ′.

PRPs and PRFs. Let E : K × {0, 1}n → {0, 1}n be a keyed permutation with
key space K, where E(K, ·) is a permutation for each K ∈ K. We will write
EK(X) to denote E(K, X). A (q, t)-distinguisher against E is an algorithm D
with oracle access to an n-bit permutation, making at most q oracle queries,
running in time at most t, and outputting a single bit. The advantage of D in
breaking the PRP-security of E, i.e., in distinguishing E from a uniform random
permutation π ←$ Perm(n), is defined as

Advprp
E (D) =

∣∣Pr
[
K ←$ K : DEK = 1

]
− Pr [π ←$ Perm(n) : Dπ = 1]

∣∣ .

Advprp
E (q, t) is defined as the maximum of Advprp

E (D) over all (q, t)-distinguishers
D.

Let
F : K ×X × N→ Y

be a keyed function with key space K, input space X , length space N, and output
space Y. Then F (K, ·, m) is a function from X to {0, 1}m for K ∈ K and m ∈ N.
We will write FK(·, ·) to denote F (K, ·, ·).

A distinguisher D against the PRF-security of F is an algorithm that is
allowed to make an oracle query with (X, s) ∈ X × N, where D is supposed
to choose a distinct X for every query; in the real world, FK(X, s) is returned
for a secret key K ∈ K, and in the ideal world, an independent random string
Z ∈ {0, 1}s is returned. Let $ denote such an oracle in the ideal world. Then the
advantage of D in breaking the PRF-security of F is defined as

Advprf
F (D) =

∣∣∣Pr
[
K ←$ K : DFK (·,·) = 1

]
− Pr

[
D$ = 1

]∣∣∣ .
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Throughout this paper, we will assume that F is based on an n-bit block cipher
(or simply an n-bit permutation). Then a distinguisher D against the PRF-
security of F is called a (q, σ, ℓ, t)-distinguisher if D runs in time at most t,
making at most q oracle queries where the total output length (over all the
queries) is at most σ blocks of n bits, and the output length of each query is at
most ℓ blocks of n bits. Advprf

F (q, σ, ℓ, t) is defined to be the maximum of Advprf
F (D)

over all (q, σ, ℓ, t)-distinguishers D. When the running time is unlimited, we will
simply omit the parameter t, writing “(q, σ, ℓ)-distinguisher”, Advprf

F (q, σℓ).
The goal of an adversary D′ against IV-PRF security of F is defined similarly:

Adviv-prf
F (D′) =

∣∣∣Pr
[
K ←$ K : D′FK(·,·)

]
− Pr

[
D′$′

= 1
]∣∣∣ .

The difference is that D′ chooses X ∈ X uniformly and independently at random.
Adviv-prf

F (q, σ, ℓ, t) and Adviv-prf
F (q, σ, ℓ) are also defined similarly.

Nonce based and Misuse resistant AEs. Given five non-empty sets K, N ,
A, M and T , a nonce-based authenticated encryption (AE) scheme is a tuple

Π = (K,N ,A,M, T , Enc, Dec),

where Enc and Dec are called encryption and decryption algorithms, respectively.
The encryption algorithm Enc takes as input a key K ∈ K, a nonce N ∈ N ,
an associated data A ∈ A, and a message M ∈ M, and outputs a ciphertext
C ∈ M and a tag T ∈ T . The decryption algorithm Dec takes as input a tuple
(K, N, A, C, T ) ∈ K ×N ×A×M× T , and outputs either a message M ∈ M
or a special symbol ⊥. We require that

Enc(K, N, A, M) = (C, T ) ⇒ Dec(K, N, A, C, T ) = M

for any tuple (K, N, A, M) ∈ K × N × A ×M. We will write EncK(N, A, M)
and DecK(N, A, C, T ) to denote Enc(K, N, A, M) and Dec(K, N, A, C, T ), re-
spectively.

The goal of an adversary D against the nAE security of Π is to distinguish
the real world (EncK , DecK) (using a random key K, unknown to D) and the
ideal world. The ideal world oracles are (Rand, Rej), where Rand returns an inde-
pendent random string of length |EncK(N, A, M)| and Rej always returns ⊥ for
every decryption query. We assume that D does not make a decryption query
by reusing any previous encryption query. The advantage of D breaking the
nAE-security of Π is defined as

AdvnAE
Π (D) =

∣∣Pr
[
K ←$ K : DEncK ,DecK = 1

]
− Pr

[
DRand,Rej = 1

]∣∣ .

A (qe, qd, σ, ℓ, t)-adversary against the nonce-based AE security of Π is an algo-
rithm that makes at most qe encryption queries to its first oracle with at most
qd decryption queries to its second oracle, and running in time at most t, where
the length of each encryption/decryption query is at most l blocks of n bits,
and the total length of the encryption queries (nonce excluded) is at most σ
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blocks of n bits. However, the adversary is allowed to repeat nonces in its Dec
oracle. We define AdvnAE

Π (qe, qd, σ, ℓ, t) as the maximum of AdvnAE
Π (D) over all

(qe, qd, σ, ℓ, t)-adversaries D against Π. When we consider information theoretic
security, we will drop the parameter t.

The advantage of D breaking the mrAE security of Π is defined as

AdvmrAE
Π (D) =

∣∣Pr
[
K ←$ K : DEncK ,DecK = 1

]
− Pr

[
D′Rand,Rej = 1

]∣∣ ,

where an adversary D is allowed to repeat nonces even in encryption queries,
and we can define AdvmrAE

Π (qe, qd, σ, ℓ) similarly to AdvnAE
Π (qe, qd, σ, ℓ, t).

2.3 Coefficient-H Technique

We will use Patarin’s coefficient-H technique [39]. The goal of this technique is to
upper bound the adversarial distinguishing advantage between a real construc-
tion and its ideal counterpart. In the real and the ideal worlds, an information-
theoretic adversary D is allowed to make queries to certain oracles (with the
same oracle interfaces), denoted Oreal and Oideal, respectively. The interaction
between the adversary D and the oracle determines a “transcript”; it contains
all the information obtained by D during the interaction. We call a transcript τ
attainable if the probability of obtaining τ in the ideal world is non-zero. We also
denote Tid (resp. Tre) the probability distribution of the transcript τ induced by
the ideal world (resp. the real world). By extension, we use the same notation
to denote a random variable distributed according to each distribution.

We partition the set of attainable transcripts Γ into a set of “good” tran-
scripts Γgood such that the probabilities to obtain some transcript τ ∈ Γgood are
close in the real world and the ideal world, and a set Γbad of “bad” transcripts
such that the probability to obtain any τ ∈ Γbad is small in the ideal world.
With this partition, the coefficient-H technique is summarized by the following
lemma.

Lemma 1. Let Γ = Γgood⊔Γbad be a partition of the set of attainable transcripts,
where there exists a non-negative real number ε1 such that for any τ ∈ Γgood,

Pr [Tre = τ ]
Pr [Tid = τ ] ≥ 1− ε1,

and there exists ε2 such that Pr[Tid ∈ Γbad] ≤ ε2. Then for any distinguisher D,
one has ∣∣Pr

[
DOreal = 1

]
− Pr

[
DOideal = 1

]∣∣ ≤ ε1 + ε2.

We refer to [17] for the proof of Lemma 1.

2.4 Mirror Theory

Mirror theory was first proposed by Patarin [37,38] as a useful tool to lower
bound the number of solutions to a multi-variable system of equations, and then
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to prove the security of Feistel ciphers and the sum of random permutations. Re-
cently, Cogliati et al. [7] proved Mirror theory for a wide range of ξmax (which will
be defined later) with a new formal approach using the link-deletion equations.

We will represent a system of equations by a graph G = (V, E), where each
vertex corresponds to an n-bit distinct unknown, and each edge is labeled by
an element in {0, 1}n. In particular, an edge with label λ ∈ {0, 1}n connecting
two vertices P and Q, denoted P

λ
− Q, represents an equation P ⊕ Q = λ. An

assignment of distinct values to the vertices of V satisfying all the equations in
E is called a solution to G.

Suppose that G = (V, E) satisfies the following properties.

1. G contains no cycle.

2. For s ≥ 1 and any trail6 P0
λ1
− P1

λ2
− · · ·

λs

− Ps in G,

λ1 ⊕ λ2 ⊕ · · · ⊕ λs ̸= 0n.

Lemma 2. Let G = (V, E) be a graph such that G satisfies the above conditions,
|V| = p, and |E| = m. Let h(G) be the number of solutions to G and ξmax be the
size of the largest connected component of G. Then

h(G) ≥ (2n)p

(2n)m
,

where either p ≤ 2 n
2 or nξ2

max + ξmax ≤ 2 n
2 , and 1 ≤ p ≤ 2n

12ξ2
max

.

We refer to [7] for the proof of Lemma 2.

3 Almost Optimally Secure VIL-VOL PRF

3.1 eCTR: CTR-type Mode of Operation with Full Security

In this section, we propose a new block cipher-based encryption mode eCTR, and
prove its security. It uses a pair of n-bit blocks (A, B) as an initial vector, and
it is chosen uniformly at random from {0, 1}n × {0, 1}n. The eCTR encryption
mode is formally described in Algorithm 1 (see also Figure 1).

Up to the PRP-security of E, the keyed block cipher EK can be replaced by
an n-bit random permutation π in the eCTR encryption mode. Then the security
of eCTR based on a random permutation π is given as follows.

Theorem 1. Let D be a (q, σ, ℓ)-adversary against the iv-prf security of eCTR[π, w],
σ̄ =

⌈
(w+1)σ

w

⌉
and ℓ̄ =

⌈
(w+1)ℓ

w

⌉
. If n(nw + 1)2 + (nw + 1) ≤ 2 n

2 and 12(nw +
1)2σ̄ ≤ 2n, we have

Adviv-prf
eCTR[π,w](D) ≤ (2w + 3)σ̄ + q

2n
+ 3wℓ̄σ̄2

22n
.

6 A trail is a walk in which all edges are distinct.
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Algorithm 1: eCTR[E, w]
Input: K ∈ Kb, A ∈ {0, 1}n, B ∈ {0, 1}n, s: output length in bits
Output: Z ∈ {0, 1}∗

1 Z ← ϵ
2 for j = 1, . . . , ⌈ s

nw ⌉ do
3 L← EK(A⊕ 2(w+1)(j−1)B)
4 for α = 1, . . . , w do
5 Z ← Z ∥

(
L⊕ EK(A⊕ 2(w+1)(j−1)+αB)

)
6 return msbs(Z)

3.2 Proof of Theorem 1

Transcript. LetD be a (q, σ, ℓ)-adversary against the iv-prf security of eCTR[π, w].
Then for i ∈ [q], D chooses (Ai, Bi) uniformly and independently at random from
{0, 1}n × {0, 1}n, makes the i-th query with (Ai, Bi, si), and receives Zi of si

bits as the response. For simplicity of proof, we will assume that si are multiple
of n for i ∈ [q], and let ℓi = si/n. Then the transcript that D obtains at the end
of the interaction is defined as

τ = (Ai, Bi, Zi[1], . . . , Zi[ℓi])i∈[q]

where Zi = Zi[1] ∥ · · · ∥ Zi[ℓi]. Let ℓ̄i = ⌈(w + 1)ℓi/w⌉ for i ∈ [q] and note that∑
i∈[q] ℓ̄i ≤ σ̄ and e(w + 1)σ̄ ≤ 2n−1.

Bad Transcripts. A transcript τ satisfies bad1 if Bi = 0n for some i ∈ [q].
Then we have

Pr [bad1] ≤ q

2n
. (1)

Assuming that Bi ̸= 0n for every i = 1, . . . , q (without bad1), we can represent
a transcript as a graph with labeled edges; let

Xi,j [α] = Ai ⊕ 2(w+1)(j−1)+αBi

for i ∈ [q], j ∈ [ℓi/w] and α ∈ [w]. Then we can define a graph Gi,j = (Vi,j , Ei,j),
where

Vi,j = {Xi,j [0], Xi,j [1], . . . , Xi,j [w]} ,

Ei,j =
{

Xi,j [0]Xi,j [α] : α = 1, . . . , w
}

,

and each edge Xi,j [0]Xi,j [α] is labeled by Zi[w(j − 1) + α] for α ∈ [w]. In this
way, each graph Gi,j becomes a star of w + 1 (distinct) vertices centered at
Xi,j [0]. We will say that a star Gi,j is of query index i. Then all the vertices of
the stars of the same query index are distinct. Finally, we define G = (V, E),
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where V =
⋃
Vi,j and E =

⋃
Ei,j . Sometimes we will write G[τ ] to denote that

it has been determined by a transcript τ .
Consider a transcript whose graph does not satisfy bad1. With this assump-

tion, we say that τ satisfies bad2 if any pair of stars share two vertices in common.
For two stars Gi,j and Gi′,j′; (with different query indices), bad2 happens if and
only if

Ai ⊕ 2(w+1)(j−1)+α1Bi = Ai′ ⊕ 2(w+1)(j′−1)+α′
1Bi′ ,

Ai ⊕ 2(w+1)(j−1)+α2Bi = Ai′ ⊕ 2(w+1)(j′−1)+α′
2Bi′

for some α1, α2, α′
1, α′

2 such that α1 ̸= α2 and α′
1 ̸= α′

2. When we arbitrarily fix
Ai′ and Bi′ , the above system of equations holds with probability 1

22n over the
random choice of Ai and Bi since the coefficients of Bi are distinct. Therefore
we have

Pr [bad2 ∧ ¬bad1] ≤
∑

(i,i′)∈[q]∗2

(
ℓ̄iw

2

) (
ℓ̄i′w

2

)
1

22n
≤ w2σ̄2

22n+2 (2)

If a transcript τ does not satisfy any of bad1 and bad2, then we can define a
graph on stars Gi,j , denoted S, as following. Let Gi1,j1 , . . . ,Gih,jh

be the sequence
of stars where (i1, j1) ≤ (ia, ja) with lexicographical order for a ∈ [h]. Then, if all
Gia,ja shares a (unique) vertex in common, which is called a connecting vertex,
Gi1,j1 and Gia,ja

are connected by an edge for a = {2, . . . , h}.
Now we say that τ satisfies bad3 if there is a trail

Gi1,j1 − Gi2,j2 − · · · − Gih−1,jh−1 − Gih,jh

in S, where h ≥ 3, i1, i2, . . . , ih−1 are all distinct, i1 = ih, and connecting vertices
are all distinct. If we fix Bi2 , . . . , Bih−1 and Ai2 are fixed, Gi2,j2 , . . . ,Gih−1,jh−1

are connected with probability at most

|Gi2,j2 | · |Gih−1,jh−1 |
2(h−3)n

h−2∏
a=3
|Gia,ja

| · (|Gia,ja
| − 1)

Again, once Ai2 , . . . , Aih−1 and Bi2 , . . . , Bih−1 are fixed, in order for the first and
the last connections to be made, Ai1 and Bi1 should satisfy the following system
of equations.

Ai1 ⊕ 2(w+1)(j1−1)+α1Bi1 = Ai2 ⊕ 2(w+1)(j2−1)+α′
Bi2 ,

Ai1 ⊕ 2(w+1)(jh−1)+α2Bi1 = Aih−1 ⊕ 2(w+1)(jh−1−1)+α′′
Bih−1

for some α1, α2, α′ and α′′. If α1, α2, α′ and α′′ are fixed, the above equations
hold with probability 1

22n over the random choice of Ai1 and Bi1 . So for a fixed
sequence of h stars, they are connected as a chain with probability at most

|Gi1,j1 | · |Gih,jh
|

2(h−1)n

h−1∏
a=2
|Gia,ja

| · (|Gia,ja
| − 1) ≤ wh−2ℓ̄

2(h−1)n

h−1∏
a=1
|Gia,ja

|
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Therefore we have

Pr [bad3 ∧ ¬(bad1 ∨ bad2)] ≤
∞∑

h=3

wh−2ℓ̄

2(h−1)n

∑
(i1,...,ih−1)∈[q](h−1)∗

ℓ̄i1 . . . ℓ̄ih−1

≤ ℓ̄

w
·

∞∑
h=3

(
wσ̄

2n

)h−1
≤ 2wℓ̄σ̄2

22n
(3)

since wσ̄ ≤ 2n−1.
Next, we define bad4: a transcript τ satisfies bad4 if there is a tree in S with

n + 1 stars. If there is such a tree, then we can fix a sequence of n + 1 stars

Gi1,j1 ,Gi2,j2 , · · · ,Gin,jn
,Gin+1,jn+1

where for each h = 2, . . . , n + 1, Gih,jh
is connected with exactly one star Gih′ ,jh′

such that h′ < h. If τ does not satisfy bad3, then all the stars of the tree should
have distinct query indices. In this case, the probability of connection is upper
bounded by (

w + 1
2n

)n

·
n+1∏
a=1
|Gia,ja

|

Since there are (n + 1)n−1 trees on n + 1 stars by Cayley’s formula, we have

Pr [bad4 ∧ ¬(bad1 ∨ bad2 ∨ bad3)] ≤
(

σ̄

n + 1

)
(n + 1)n−1(w + 1)n

2n·n

≤
(

eσ̄

n + 1

)n+1 (n + 1)n−1(w + 1)n

2n·n

≤ eσ̄

(n + 1)2

(
e(w + 1)σ̄

2n

)n

≤ σ̄

2n
(4)

where the last inequality comes from e(w + 1)σ̄ ≤ 2n−1.
Finally, we define bad5: a transcript τ satisfies bad5 if there is a trail in G

whose “label sum” is zero. More precisely, let P = (Y1, . . . , Yh) denote such a
trail of distinct vertices, where h ≥ 2, Yi and Yi+1 are connected by an edge
labeled Wi for i = 1, . . . , h−1, and W1 +W2 + · · ·+Wh−1 = 0n. Since each edge
of P is contained in a unique star in S, P induces a trail in S, and conversely,
from a trail of S, we can construct a trail in G by appropriately choosing the
connecting vertices.

If τ does not satisfy any of bad3 and bad4, then there cannot be a trail of
stars of length n + 1 in S. So we consider a sequence Gi1,j1 , . . . ,Gih,jh

of h stars
with distinct query indices for each h such that 1 ≤ h ≤ n. For a fixed sequence,
we have a trail with distinct connecting vertices

Gi1,j1 − Gi2,j2 − · · · − Gih−1,jh−1 − Gih,jh

with probability at most
h−1∏
a=1

|Gia,ja
| · |Gia+1,ja+1 |

2n
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When the stars are connected with this probability, we can choose additional two
vertices, each of which is contained in Gi1,j1 and Gih,jh

, respectively, yielding a
trail in G. For each trail, its label sum is zero with probability 1

2n since the
labels are chosen uniformly and independently at random from {0, 1}n (in the
ideal world). Therefore, we have

Pr
[

bad5 ∧ ¬
4∨

i=1
badi

]
≤

∞∑
h=1

(
(w + 1)σ̄

2n

)h

≤ 2(w + 1)σ̄
2n

(5)

since (w + 1)σ ≤ 2n−1.
A transcript τ is defined to be bad if it satisfies one of badi, i = 1, . . . , 5.

Then by (1), (2), (3), (4) and (5), the probability of obtaining a bad transcript
in the ideal world is upper bounded as follows.

Pr [Tid ∈ Γbad] ≤ (2w + 3)σ̄ + q

2n
+ 3(w + 1)ℓ̄σ̄2

22n
. (6)

Analyzing Good Transcripts. If a transcript is not bad, then such a tran-
script is called good. For a good transcript τ , G[τ ] satisfies the following proper-
ties.

– G[τ ] contains no cycle since otherwise G[τ ] satisfies either bad1 or bad2 or
bad3.

– The number of vertices in the largest component of G[τ ] is at most nw + 1
since otherwise G[τ ] satisfies bad4.

– For any trail of G[τ ], its label sum is nonzero since otherwise G[τ ] satisfies
bad5.

Then, in the real world, π(Xi,j [α]) should be a solution to the system of equa-
tions defined by graph G[τ ] and they should be all distinct. The number of such
solutions is at least

(2n)p

2nσ

by Lemma 2, if n(nw + 1)2 + (nw + 1) ≤ 2 n
2 and p ≤ 2n

12(nw+1)2 , where p denotes
the number of vertices in G[τ ] and σ is the number of edges in G[τ ].

The probability that π realizes each solution in the real world is 1
(2n)p

, and
the probability of obtaining Ai and Bi (in the transcript), i = 1, . . . , q, is

( 1
22n

)q.
Therefore, we have

Pr [Tre = τ ] ≥ (2n)p

2nσ
· 1

(2n)p
·
(

1
22n

)q

= 1
2nσ+2nq

.

Since Pr [Tid = τ ] = 1
2nσ+2nq , we have

Pr [Tre = τ ]
Pr [Tid = τ ] ≥ 1. (7)

We have Theorem 1 by Lemma 1, (6), and (7) , and since p ≤ σ.
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3.3 HteC: Almost Optimally Secure VIL-VOL PRF

By hashing an arbitrary length message, encrypting the hash value with a block
cipher, and using the output as an initial vector of eCTR, we can obtain a
PRF. This construction is dubbed HteC. The HteC PRF is formally described in
Algorithm 2 (see also Figure 2) .

Algorithm 2: HteC[H, E, w]
Input: (K1, K2, K, K ′) ∈ K2

h ×K2
b , I ∈ N , s: output length in bits

Output: Z ∈ {0, 1}∗

1 A← EK (HK1(I))
2 B ← EK (HK2(I))
3 Z ← eCTR[E, w](K ′, A, B, s)
4 return Z

Up to the PRP-security of E, the keyed block ciphers EK and EK′ can be
replaced by two independent random permutations π and π′, respectively, in the
construction of HteC. When HteC is based on random permutations, denoted
HteC[H, π, π′, w], its security is given as follows.

Theorem 2. Let H be a δ-almost universal and δ′-almost uniform hash func-
tion, and let D be a (q, σ, ℓ)-adversary against the prf security of HteC[H, π, π′, w].
Let σ̄ =

⌈
(w+1)σ

w

⌉
and ℓ̄ =

⌈
(w+1)ℓ

w

⌉
. If n(nw + 1)2 + (nw + 1) ≤ 2 n

2 and
12(nw + 1)2σ̄ ≤ 2n, we have

Advprf
HteC[H,π,π′,w](D) ≤ δ′q + δ2q2 + 2(δ + δ′)σ̄2 + (2w + 3)σ̄ + q

2n − 2q
+ 3wℓ̄σ̄2

(2n − 2q)2 .

3.4 Proof of Theorem 2

Transcript. Suppose that D is a (q, σ, ℓ)-adversary against the prf security of
HteC[H, π, π′, w]. Then for i = 1, . . . , q, D makes the i-th query with (Ii, si),
and obtains the output Zi of si bits, where Ii is distinct for every i = 1, . . . , q.
For simplicity of proof, we will assume that the hash keys K1 and K2, and the
inputs (Ai, Bi) to eCTR are given to D for free at the end of the interaction. Let
ℓi = si/n. In the ideal world, dummy keys K1 and K2 are chosen uniformly and
independently at random from Kh. Then Ui = HK1(Ii) and Vi = HK2(Ii) are
determined for i = 1, . . . , q, and (Ai, Bi) are sampled by faithfully simulating
truly random permutations π, which are returned to D. In this way, D will not
be able to distinguish the real and ideal worlds using the additional information.

Without loss of generality, assume that si are multiple of n for i ∈ [q] and
let ℓi = si/n and ℓ̄i = ⌈(w + 1)ℓ/w⌉. Then the transcript that D obtains at the
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end of the interaction is defined as

τ = (K1, K2, Ii, Ai, Bi, Zi[1], . . . , Zi[ℓi])i∈[q]

where Zi = Zi[1] ∥ · · · ∥ Zi[ℓi]. Suppose that

τ ′ = (Ai, Bi, Zi[1], . . . , Zi[ℓi])i∈[q]

is a good (partial) transcript as defined in the proof of eCTR. Then we can also
define stars Gi,j , and G as their union, using the same notations and definitions
as in the proof of eCTR.
Bad Transcripts. Besides bad1, bad2, bad3, bad4 and bad5, we need additional
conditions for a bad transcript as follows.

– bad6⇔ Ui = Vi for some i ∈ [q].
– bad7⇔ (Ui, Vi) = (Uj , Vj) for some i, j ∈ [q] such that i < j.
– bad8⇔ there is a trail of stars with distinct query indices

Gi1,j1 − Gi2,j2 − · · · − Gih−1,jh−1 − Gih,jh

for any integer h ≥ 2, where Ui1 , . . . , Uih−1 , Vi1 , . . . , Vih−1 are all distinct,
and {Ui1 , Vi1} ∩ {Uih

, Vih
} ≠ ∅.

Since H is δ-almost universal and δ′-almost uniform, we have

Pr [bad6] ≤ δ′q,

Pr [bad7] ≤ δ2q2.

For each sequence (ia, ja)a∈[h], the probability that {Ui1 , Vi1}∩{Uih
, Vih
} ≠ ∅ is

at most 2(δ + δ′) since H is δ-almost universal and δ′-almost uniform. Assuming
that Ui1 , . . . , Uih−1 , Vi1 , . . . , Vih−1 are all distinct and bad1, bad6 and bad7 does
not happen, Gi1,j1 , . . . ,Gih,jh

are connected with probability at most

h−1∏
a=1

|Gia,ja
| · |Gia+1,ja+1 |
2n − 2q

≤
(

w + 1
2n − 2q

)h−1 h∏
a=1
|Gia,ja

|

since Ai’s and Bi’s are sampled by simulating a random permutation π and for
each sampling, there are at least 2n − 2q possible choices. Overall, we have

Pr [bad8 ∧ ¬(bad1 ∨ bad6 ∨ bad7)] ≤ 2(δ + δ′)
∞∑

h=2

(
w + 1

2n − 2q

)h−1
· σ̄h

2

≤ 2(δ + δ′)(w + 1)σ̄2

2n − 2q
(8)

since 2(w + 1)σ̄ ≤ 2n/2 ≤ 2n − 2q.
A transcript τ is defined to be bad if it satisfies one of badi, i = 1, . . . , 8. The

analysis of badi, i = 1, . . . , 5, is similar to the proof of eCTR; in particular, by
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avoiding bad6, bad7 and bad8, we can assume that Ai’s and Bi’s are all sampled
independently by the simulation of π. Overall, the probability of obtaining a bad
transcript in the ideal world is upper-bounded as

Pr [Tid ∈ Γbad] ≤ δ′q + δ2q2 + 2(δ + δ′)σ̄2 + (2w + 3)σ̄ + q

2n − 2q
+ 3wℓ̄σ̄2

(2n − 2q)2 (9)

since 2e(w + 1)σ̄ ≤ 2n−1 ≤ 2n − 2q

Analyzing Good Transcripts. For a good transcript τ , we have

Pr [Tre = τ ]
Pr [Tid = τ ] ≥ 1 (10)

using the same argument as in the proof of eCTR. Then we have Theorem 2 by
Lemma 1, (9), and (10).

4 Highly Secure Variants of GCM and GCM-SIV

In this section, we propose new authenticated encryption schemes, dubbed eGCM
and eGCM-SIV, which follow the structure of GCM and GCM-SIV, and achieve
stronger security by replacing the CTR mode by eCTR.

4.1 eGCM AE Scheme

The eGCM AE scheme is based on a keyed hash function H : Kh×{0, 1}∗→{0, 1}n

and a block cipher E : Kb × {0, 1}n→{0, 1}n. Then the key space of eGCM is
defined as Kf = K2

b ×K3
h.

Given a key (Kb, K ′
b, Kh, K ′

h, K ′′
h) ∈ Kf , let Kf = (Kb, K ′

b, Kh, K ′
h). Then

eGCM encrypts a triple of a nonce, an associated data and a message (N, A, M) ∈
({0, 1}∗)3 by computing (C, T ) ∈ {0, 1}∗ × {0, 1}τ such that |M | = |C| as fol-
lows (see also Figure 6).

1. Generate keystreams ZL ∈ {0, 1}n and ZR ∈ {0, 1}∗:

ZL ∥ ZR = HteC[H, E, w]Kf
(N, |M |+ n).

2. Compute ciphertext C and tag T :

C = M ⊕ ZR,

T = lsbτ (ZL ⊕HK′′
h

(A, C)).

The nAE security of eGCM is summarized by the following theorem.

Theorem 3. For δ > 0, let H : Kh×{0, 1}∗→{0, 1}n be δ-almost XOR univer-
sal and δ-almost uniform. Fix non-negative integers w, qe, qd, σ and ℓ, and let
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Algorithm 3: Encryption of eGCM[H, E, w]
Input: (Kb, K′

b, Kh, K′
h, K′′

h ) ∈ K2
b ×K3

h, N, A, M ∈ {0, 1}∗

Output: T ∈ {0, 1}τ , C ∈ {0, 1}∗

// Generate keystreams
1 Z←HteC[H, E, w]Kb,K′

b
,Kh,K′

h
(N, |M |+ n)

2 ZL← lsbn(Z)
3 ZR←msb|M|(Z)

// Compute tag and ciphertext
4 C = M ⊕ ZR

5 T = lsbτ (ZL ⊕HK′′
h

(A, C))
6 return C, T

Algorithm 4: Decryption of eGCM[H, E, w]
Input: (Kb, K′

b, Kh, K′
h, K′′

h ) ∈ K2
b ×K3

h, N, A, C ∈ {0, 1}∗, T ∈ {0, 1}τ

Output: M ∈ {0, 1}∗ or ⊥
// Generate keystreams

1 Z←HteC[H, E, w]Kb,K′
b

,Kh,K′
h

(N, |M |+ n)
2 ZL← lsbn(Z)
3 ZR←msb|M|(Z)

// Compute tag and plaintext
4 M = C ⊕ ZR

5 T ′ = lsbτ (ZL ⊕HK′′
h

(A, C))

6 if T = T ′ then
7 return M

8 else
9 return ⊥

Fig. 6: Encryption and decryption of eGCM.

q = qe + qd and x̄ ⌈(w + 1)x/w⌉ for x ∈ {q, ℓ, σ}. Then, we have

AdvnAE
eGCM[H,E,w](qe, qd, σ, ℓ) ≤ qd

2τ
· (2 + δ · 2n) + δq + δ2q2

+ 4δ(σ̄ + q̄)2 + (2w + 3)(σ̄ + q̄) + q

2n − 2q

+ 3w(ℓ̄ + 1)(σ̄ + q̄)2

(2n − 2q)2

+ 2Advprp
E (3qe + 3qd + σ),
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provided that

n(nw + 1)2 + (nw + 1) ≤ 2 n
2 ,

12(nw + 1)2(σ̄ + q̄) ≤ 2n.

As eGCM and GCM share the same structure, one can easily adapt the security
proof of GCM [25,33,36] to eGCM, while for completeness, we give a full security
proof here.

Proof. Let D be a (qe, qd, σ, ℓ)-adversary against the nAE security of eGCM.
We assume that D does not make any redundant query and makes exactly qe

encryption queries and qd decryption queries without loss of generality. Up to
the prf-security of HteC, VIL-VOL keyed function HteC[E, H]Kf

can be replaced
by truly random function F . By Theorem 2, the cost of this replacement is upper
bounded by

Advprf
HteC[H,π,π′,w](qe + qd, σ + qe + qd, ℓ + 1) ≤ δq + δ2q2

+ 4δ(σ̄ + q̄)2 + (2w + 3)(σ̄ + q̄) + q

2n − 2q
+ 3(w + 1)(ℓ̄ + 1)(σ̄ + q̄)2

(2n − 2q)2 .

Let

τe = (Ni, Ai, Mi, Ci, Ti)i∈[qe],

τd = (N ′
j , A′

j , C ′
j , T ′

j , b′
j)j∈[qd]

denote the list of encryption queries and decryption queries, respectively. Note
that D always has b′

j = ⊥ for j ∈ [qd] if D interacts with the ideal oracle. At the
end of the interaction, we give

{
Kh, Fn(N1), . . . , Fn(Nqe), Fn(N ′

1), . . . , Fn(N ′
qd

)
}

to D for free, where Fn takes only the first n bits from the output of F . In the
ideal world,

– a dummy key Kh is selected uniformly at random from Kh,
– for each encryption query (N, A, M, C, T ), the ideal oracle sets Fn(N) =

HKh
(A, C)⊕ (T ∥ s) where s←$ {0, 1}n−τ ,

– for each decryption query (N ′, A′, C ′, T ′,⊥), the ideal oracle sets Fn(N ′) =
Fn(Ni) if N ′ = Ni for some i ∈ [qe] and Fn(N ′) ←$ {0, 1}n otherwise, and
gives it to D.

A transcript

τ =
(
τe, τd, Kh, Fn(N1), . . . , Fn(Nqe), Fn(N ′

1), . . . , Fn(N ′
qd

)
)

is defined as bad if one of the following conditions holds.

– bad1⇔ there exist i ∈ [qe] and j ∈ [qd] such that

(Ni, Ai, Ci, Ti) = (N ′
j , A′

j , C ′
j , T ′

j).



Making GCM Great Again: Toward Full Security and Longer Nonces 23

– bad2⇔ there exist i ∈ [qe] , j ∈ [qd] and s ∈ {0, 1}n−τ such that Ni = N ′
j ,

(Ai, Ci) ̸= (A′
j , C ′

j), and

HKh
(Ai, Ci)⊕HKh

(A′
j , C ′

j) = (Ti ⊕ T ′
j) ∥ s

– bad3⇔ there exist j ∈ [qd] and s ∈ {0, 1}n−τ such that N ′
j /∈ {Ni}i∈[qe] and

Fn(N ′
j)⊕HKh

(A′
j , C ′

j) = T ′
j ∥ s.

If a transcript τ is not bad, then it will be called a good transcript. The prob-
ability of obtaining a bad transcript in the ideal world is upper bounded as
follows.

1. Suppose that there exist i ∈ [qe] and j ∈ [qd] such that

(Ni, Ai, Ci) = (N ′
j , A′

j , C ′
j).

Note that there are at most qd pairs of such i and j. Since D does not make
any redundant query, the i-th encryption query is made later than the j-th
decryption query. Then, since Ti is chosen uniformly at random from {0, 1}τ ,
we have

Pr [bad1] ≤ qd

2τ
.

2. Suppose that there exist i ∈ [qe] and j ∈ [qd] such that Ni = N ′
j and

(Ai, Ci) ̸= (A′
j , C ′

j). Since H is δ-AXU,

Pr
[
HKh

(Ai, Ci)⊕HKh
(A′

j , C ′
j) = (Ti ⊕ T ′

j) ∥ s
]
≤ δ

for any s ∈ {0, 1}n−τ and we have

Pr [bad2] ≤ qd · δ · 2n−τ .

3. Suppose that there exists j ∈ [qd] such that N ′
j /∈ {Ni}i∈[qe]. Since Fn(N ′

j)
is chosen uniformly at random from {0, 1}n,

Pr
[
Fn(N ′

j)⊕HKh
(A′

j , C ′
j) = T ′

j ∥ s
]

= 1
2n

for any s ∈ {0, 1}n−τ . Thus, we have

Pr [bad3] ≤ qd

2τ
.

All in all, we have
Pr [Tid ∈ Γbad] ≤ qd

2τ
· (2 + δ · 2n) . (11)

Fix a good transcript

τ =
(
τe, τd, Kh, Fn(N1), . . . , Fn(Nqe

), Fn(N ′
1), . . . , Fn(N ′

qd
)
)

,
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and let Ne = {Ni}i∈[qe] and Nd =
{

N ′
j

}
j∈[qd]. Then, one can easily see that

Pr [τ = Tid] =

 ∏
i∈[qe]

1
2|Mi|+τ

 · 1
|Kh|

·
(

1
2n−τ

)qe

·
(

1
2n

)|Nd\Ne|

.

Since we have ¬(bad1 ∨ bad2 ∨ bad3), for all j ∈ [qd],

lsbτ (Fn(N ′
j)⊕HKh

(A′
j , C ′

j)) ̸= T ′
j ,

and hence, b′
j = ⊥ is always compatible with F . Thus, we have

Pr [τ = Tre] =

 ∏
i∈[qe]

1
2|Mi|+n

 · 1
|Kh|

·
(

1
2n

)|Nd\Ne|

and hence,
Pr [Tre = τ ]
Pr [Tid = τ ] = 1. (12)

The proof is complete by (11), (12), and Lemma 1. ⊓⊔

Remark 1. We can prove stronger security of CHM, CIP and mGCM in a similar
way as they all can be seen as a combination of CENC and a universal hash
function. Given an n-bit block cipher E, a key K, and a nonce N ∈ {0, 1}n−s,
an (iw + j)-th output block of CENC[E, w] is defined as

EK(N ∥ ⟨i(w + 1)⟩s)⊕ EK(N ∥ ⟨i(w + 1) + j⟩s)

where ⟨x⟩s denotes the s-bit representation of x (when x < 2s). By Lemma 2 the
output blocks cannot be distinguished from random strings except when 0n is
returned, provided that n(w+1)2 +(w+1) ≤ 2n/2 and (w+1)3

w σ ≤ 2n

12 . Therefore,
for a small enough w, one can easily prove that

Advprf
CENC[E,w](q, σ, ℓ) ≤ O

( σ

2n

)
and

AdvnAE
Π (qe, qd, σ, ℓ) ≤ O

(
σ

2n
+ qdℓ

2τ

)
for Π ∈ {CHM, CIP, mGCM}, where the underlying hash functions in these
schemes are assumed to have O(ℓ/2n)-almost XOR universality.

4.2 eGCM-SIV AE Scheme
The eGCM-SIV AE scheme is built on top of a keyed hash function H : Kh ×
{0, 1}∗→{0, 1}n and a block cipher E : Kb × {0, 1}n→{0, 1}n. Then the key
space of eGCM is defined as Kf = K3

b ×K2
h.

Given a key (Kb, K ′
b, K ′′

b , Kh, K ′
h) ∈ Kf , let Kf = (Kb, K ′

b, Kh, K ′
h). Then

eGCM-SIV encrypts a triple of a nonce, an associated data and a message (N, A, M) ∈
({0, 1}∗)3 by computing (C, T ) ∈ {0, 1}∗ × {0, 1}τ such that |M | = |C| as fol-
lows (see also Figure 7).
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Algorithm 5: Encryption of eGCM-SIV[H, E, w]
Input: (Kb, K′

b, K′′
b , Kh, K′

h) ∈ K3
b ×K2

h, N, A, M ∈ {0, 1}∗

Output: T ∈ {0, 1}τ , C ∈ {0, 1}∗

// Generate the tag
1 T ←HteC[H, E, 2]Kb,K′

b
,Kh,K′

h
((N, A, M), 2n)

// Compute the keystream and the ciphertext
2 Z = eCTR[E, w]K′′

b
(T, |M |)

3 C = M ⊕ Z

4 return C, T

Algorithm 6: Decryption of eGCM-SIV[H, E]
Input: (Kb, K′

b, K′′
b , Kh, K′

h) ∈ K3
b ×K2

h, N, A, C ∈ {0, 1}∗, T ∈ {0, 1}τ

Output: M ∈ {0, 1}∗ or ⊥
// Compute the keystream and plaintext

1 Z = eCTR[E, w]K′′
b

(T, |C|)
2 M = C ⊕ Z

// Compute the tag
3 T ←HteC[H, E, w]Kb,K′

b
,Kh,K′

h
((N, A, M), 2n)

4 if T = T ′ then
5 return M

6 else
7 return ⊥

Fig. 7: Encryption and decryption of eGCM-SIV.

1. Generate tag T ∈ {0, 1}2n:

T = HteC[H, E]Kf
(N, A, M ; 2n).

2. Compute keystream Z and ciphertext C:

Z = eCTR[E]K′′
b

(T ; |M |),
C = M ⊕ Z.

The mrAE security of eGCM-SIV is summarized by the following theorem.
Theorem 4. For δ > 0, let H : Kh×{0, 1}∗→{0, 1}n be δ-almost XOR univer-
sal and δ-almost uniform. Fix non-negative integers w, qe, qd, σ and ℓ, and let
q = qe + qd and x̄ ⌈(w + 1)x/w⌉ for x ∈ {ℓ, σ}. Then we have

AdvmrAE
eGCM-SIV[H,E,w](qe, qd, σ, ℓ) ≤ δq + δ2q2 + 144δq2 + 23q

2n − 4q
+ 648q2

(2n − 4q)2

+ (2w + 3)σ̄ + qe

2n
+ 3(w + 1)ℓ̄σ̄2

22n
+ qd

22n
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provided that

n(nw + 1)2 + (nw + 1) ≤ 2 n
2 ,

12(nw + 1)σ̄ ≤ 2n,

72(2n + 1)q ≤ 2n.

As eGCM-SIV follows the generic structure of SIV, one can easily modify the
security proof of SIV [15], obtaining

AdvmrAE
eGCM-SIV[H,E](qe, qd, σ, ℓ) ≤ Advprf

HteC[H,E,2](2(qe + qd), 4(qe + qd), 2)

+ Adviv-prf
eCTR[E,w](qe, σ, ℓ) + qd

22n

and combine it with Theorem 1 and Theorem 2.
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