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Abstract—Power side-channel (PSC) vulnerabilities present
formidable challenges to the security of ubiquitous microelec-
tronic devices in mission-critical infrastructure. Existing side-
channel assessment techniques mostly focus on post-silicon stages
by analyzing power profiles of fabricated devices, suffering
from low flexibility and prohibitively high cost while deploying
security countermeasures. While pre-silicon PSC assessments
offer flexibility and low cost, the true nature of the power
signatures cannot be fully captured through RTL or gate-level
design. Although physical design-level analysis provides precise
power traces, collecting data is time and resource-consuming
at the layout level. To address this challenge, we propose, for
the first time, a fast and efficient physical design-level PSC
assessment framework using a graph neural network (GNN).
This framework predicts dynamic power traces for new layouts,
using them to assess physical design security through metrics
evaluation. Our experiments on AES-GF layout implementations
achieve a tremendous 133x speedup compared to conventional
simulation-based flow without sacrificing substantial accuracy.

Index Terms—Side-Channel Analysis, Physical Design, EDA,
Deep Learning, Graph Neural Network

I. INTRODUCTION

Over the past decades, power side-channel (PSC) attacks
have been proven to be a real threat in information security
[1]. PSC attacks exploit the underlying relationship between
cryptographic operations and their corresponding dynamic
power signatures to reveal secret assets, e.g., the encryption
key. Given the aftermath of secret asset leakage, an increasing
number of companies prefer to certify their hardware im-
plementations for low side-channel risks prior to shipment.
However, most of the existing works on PSC assessment
only focus on post-silicon analysis [2]]-[6] whereas detecting
and fixing the vulnerability of the post-silicon PSC is not a
viable option, considering the stressful time to market and
prohibitively costly (re)fabrication.

Due to the downsides of post-silicon assessment, some
research works attempt to predict PSC leakage in the pre-
silicon register transfer level (RTL) [7]—[/11] or gate-level stage
[12]. However, RTL or gate-level leakage assessment cannot
capture the true nature of the underlying power signature

TABLE I: Comparison of pre- and post-silicon PSC leakage
assessments [|12]

Simulation Pre-silicon Simulator Post-silicon
Stage RTL Gate-level Layout Simulator
Accuracy Low Medium High Very High
Time Medium High Very High Low
(~30 mins) | (~24 hours) | (~30 days)
Flexibility High Medium Low Not Feasible

compared to post-silicon stage power traces. Additionally, it
has been observed that power signatures depend significantly
on physical placement, routing [13[], and other layout-level
parameters such as the power grid network, the position of
the power/ground pads, and the position of external decoupling
capacitors (decaps) [14] of the chip. Therefore, it is imperative
to evaluate the PSC leakage at the physical design (PD) level.

Table E] shows that pre-silicon simulators, including RTL,
gate-level, and layout simulations, exhibit increasing accuracy
levels from low to high, accompanied by corresponding in-
creases in time requirements. In particular, layout simulation
stands out for its high accuracy making it a valuable tool
for PSC leakage analysis in integrated circuit design. But it
comes with a very high time requirement. For example, for
a chip with 843k instance count, layout-aware power-noise
side-channel analysis requires 671 hours to process 10k plain
text vectors in a value change dump (VCD) based traditional
approach [[15]]. Given the time-consuming and computationally
intensive nature of capturing power signatures at the PD-
level, there exists a pressing demand for efficient solutions
that can model power traces quickly and eventually evaluate
PSC security metrics.

Our Contributions: We propose a framework named PD-
PSC (Physical Design-Aware Power Side-Channel Leakage
Assessment) that assesses of PSC vulnerability at the physical
design stage using a graph neural network (GNN) approach.
We summarize our contributions as follows

o [t is the first-of-its-kind data-driven DL approach to perform
physical design-aware PSC leakage assessment.

e Our solution significantly reduces the execution time to
perform the PD-level PSC leakage assessment tremendously.
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Fig. 1: Traditional method approach for PD-level power side-
channel leakage assessment through commercial EDA tools
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eFor the first time, we introduce an open-source physical
layout-level dataset for holistic and cell-level PSC analysis.

II. PRELIMINARIES

A. Traditional Method for PD-level PSC Leakage Assessment

Fig. |1| presents a conventional workflow of PD-level PSC
leakage assessment using commercial EDA tools. A brief
description of the steps is as follows

e Step 1: Synthesis and placement and routing (P&R) tools
convert a high-level cryptography design to a physical layout,
optimizing for power, performance, and area.

o Step 2: Logic simulation generates switching activity using
two different sets of input vectors (plaintexts and keys), with
results stored in VCD files.

o Step 3: A power integrity tool uses design, technology, and
VCD files to produce two sets of dynamic power signatures,
capturing layout-level power consumption.

o Step 4: Statistical analysis of power signatures determines
the security metric.

Among these steps, executing Step 3 requires significant
time, making conventional PD-level PSC leakage assessment
impractical for large designs using commercial EDA tools.
To address this, the proposed PD-PSC framework replaces the
power integrity tool with a trained GNN model, enabling faster
leakage estimation.

B. Previous works

Prior studies, such as in [16], examined parasitic effects
(resistance, inductance, capacitance) on side-channel security
using analog-digital co-simulation for small digital circuits
via SPICE, though limited by scalability. Cnudde et al. [|17]]
identified cell placement and routing as critical for FPGA
information leakage, while others [[18] [[19] used fast SPICE
for layout-level leakage assessment but faced similar scala-
bility constraints. Lin er al. [15] proposed a faster simula-
tion method, achieving 100 x speedup in AES evaluation,
though lacking reproducibility insights. However, the lack of
data poses a major challenge for side-channel vulnerability
assessment at the PD-level, as no publicly available datasets of
power signatures from physical layouts currently exist [[20]. To
address this gap, our work introduces an open-source dataset
of PD-level dynamic power signatures, enabling effective PSC
leakage analysis. We also propose a scalable solution for PSC
leakage assessment at the PD-level using a GNN approach.

III. PD-PSC FRAMEWORK

The proposed PD-PSC framework aims to estimate the PSC
vulnerability of a physical design through the fast and accurate
prediction of dynamic power signature through deep learning
(DL). The proposed approach is illustrated in Figure [2]

A. Database Formation

The first step in training a GNN for power prediction is to
generate a dataset of layouts along with their corresponding
power signatures

1) Layout Database Generation: We generate N different
layouts of a cryptography design using commercial EDA tools
to train a DL model. Layout variations are introduced by (a)
changing standard cells placement, (b) changing power grid
and routing, and (c) including external decap cells. These
layout variations introduce diversity in resistances, parasitic
effects, and consequently, power consumption patterns. They
also introduce different scenarios of power distribution, noise
reduction, and voltage droop mitigation.

2) Dynamic Power Signature Capturing: After forming the
layout dataset, dynamic power signatures are collected using
VCD and physical design files. A power integrity tool analyzes
these files to calculate dynamic power for key-plaintext pairs.
To streamline the time-consuming power calculations, we
reduced resolution, setting a step size of 500 ps to capture
2,000 power traces per design for 1,000 plaintext and two
different keys.

B. Feature Extraction

The feature extraction flow of the proposed framework
focuses on layout-level features affecting the dynamic power
signature, using Python scripts to analyze the following phys-
ical layout files successively.

o Analysis of design exchange format (DEF) file: The DEF
file contains cell locations, types, orientations, and connec-
tivity information, which are crucial for dynamic power
prediction. Geometric positions enhance power estimation
accuracy, while connectivity data aids in routing and cross-
talk analysis. With this motivation, the framework extracts
geometric positions, cell types, orientations, and connectivity
details from the DEF file, using them as input features for the
proposed GNN structure. In addition, it collects component
connectivity information, which acts as an adjacency matrix
for the proposed GNN structure.

o Analysis of standard parasitic exchange format (SPEF) file:
The SPEF file contains data about the parasitic elements,
mainly resistances and capacitances, in the design. Resistance
in digital circuits can lead to signal degradation, power loss,
and delays, affecting the performance and reliability of the
circuit [21]]. The parasitic capacitances from the intra- and
inter-cell routing can increase the input-output delay and
power consumption [22]. Variations in these parasitics can
also cause variations in the total charge used per switching
event, thereby influencing power consumption. In this light,
the framework obtains the resistance and coupling capacitance
information of each component using this approach.

o Analysis of VCD file: The VCD file contains information
about the state changes of the different cells in the system.
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Fig. 2: Proposed side-channel

The switching activity information from the VCD file provides
insight into the dynamic behavior of the circuit. In dynamic
power analysis, this is important because power consumption
is directly related to the activity factor (¢). More switching
results in more dynamic power consumption. That is because,
in this analysis, the framework extracts the switching activity
of individual cells at each clock cycle.

In this way, the proposed framework captures 33 node features
for each of the components of a layout.

C. Dynamic Power Prediction

To learn the previously extracted features and predict the
power profile, the proposed PD-PSC framework takes advan-
tage of a graph convolutional network (GCN) architecture. The
components of the layout of an ASIC design are intercon-
nected so that the components can be represented as nodes of a
graph, and the features of each node can be considered as node
embedding. Such similarities in the data structure between a
graph and a physical design inspire this work to implement
a graph deep learning-based neural architecture to profile the
dynamic power signatures.

The proposed GNN architecture addresses regression tasks
by making graph-level predictions. It begins with back-to-
back two graph convolutional layers. Let hl = hf h, ... Kk
represent the set of input node feature vectors, where M is the
number of nodes. The output feature vector for node i is:

hiL+1 = G( Z WL*h§+bi,L)
JeN(i)

D

where, * represents convolution operation. 4% is the feature
vector of one of the neighboring nodes from N(i) for L-th

layer. Wy, and b;; indicate the weight matrix and bias vector,
respectively. o(+) represents the non-linear activation function.

Each of the convolution layers has 16 output channels and
uses dropout (0.1) to prevent overfitting. Next, a global average
pooling layer aggregates node features. This is followed by
two fully connected layers with 300 neurons each and dropout

leakage assessment framework

(0.1). A final linear fully connected layer performs regression,
yielding output power. Finally, the PD-PSC framework applies
a filtering operation attenuating very low values to zero.

D. PSC Leakage Assessment

The next phase of the PD-PSC framework is to estimate the
PSC vulnerability from predicted traces calculated in Section
The leakage assessment is performed using the KL
Divergence metric. The estimation technique requires two sets
of power profiles from two sets of test vectors. The proposed
PD-PSC uses a pair of keys with 1,000 random plaintexts to
generate these two sets of power signatures. For both groups,
the plaintexts remain the same. This work considers the worst-
case situation by choosing a key pair based on the maximum
Hamming distance.

The KL divergence between two normal distributions X and
Y is a measure of how two different probability distributions.
Given means (U, [y) and variances (ze, Gyz), it is defined as:
o2
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The metric is expected to be high if the distributions for two
different keys are easily distinguishable, allowing an adversary
to correlate the power consumption between the two keys. The
maximum allowable KL divergence for a secure design against
PSC attacks is considered less than 0.03 [23]].

IV. EXPERIMENTAL RESULTS

A. Dataset

We have used AES-GF [24] as the baseline design in
Section [[II-A] AES-GF is a hardware-optimized encryption
algorithm that integrates AES in GCM mode with Galois Field
arithmetic for efficient authenticated encryption. Following the
layout database generation (Section ) and power trace
collection (Section [[II-A2)), we constructed a dataset of 100
layouts and corresponding 200k power traces, each with 300



TABLE II: Comparison of EDA tool-based approach and PD-
PSC in terms of simulation time required for PSC leakage
assessment of 50 layout designs

Approach Requirements Steps ;I[‘:::le)
EDA tools T‘?’;’y;{]?lgag&;;;} d Trace generation 4000
Leakage evaluation | 6x 107
Effective execufion fime 4000
Two VCD files,
pp-psc | desien files oflayouts - Ny gnalysis 2.03
Trained Model
DEF analysis 1.833
SPEF analysis 6.38
VCD analysis 5.56
NN prediction 14.16
Leakage evaluation | 6x 107
Effective execufion fime 29.96
Speedup for PSC JTeakage t of 50 new layouts 133x

samples. The dataset, also including cell-level power traces for
instance-level PSC assessment is publicly available[ﬂ

B. Experimental Setup

We have performed our experiments on a Linux machine
with RHEL OS, 128 GB RAM, and an Intel Xeon ES5S
configuration. For layout-related analysis, we have used the
Cadence toolchain [25]]. We have also utilized TCL language
to automate several tasks using the Cadence toolchain. The
dataset from Section [[II-A] is used for experimentation, with
50% (100k power traces) reserved for the test set and 10%
of the training set used for validation. Training employs
mean squared error (MSE) as the objective function, using
mini-batch optimization with a batch size of 10. The Adam
optimizer [26] is used with a learning rate of 5 x 1074,

C. Comparing DL Methods

This paper compares the proposed GNN architecture
(GCN1) with five other models, categorized as either GCN or
GAT [27]. While GCN treats all neighboring nodes equally,
GAT assigns weights to connections via an attention mecha-
nism. The models, labeled GCN2, GAT3, GAT2, and GAT1,
vary by the number of convolutional layers, followed by global
average pooling and three fully connected layers.

D. Results

Table LIl compares the proposed PD-PSC framework and the
traditional EDA-based approach described in Section to
evaluate PSC leakage in 50 physical designs of the test set.
Assuming the existence of VCD files and layout databases,
the EDA tool-based method involves two phases: power trace
generation and PSC leakage evaluation. Calculating dynamic
power requires around 4000 minutes for 100k power gener-
ation from 50 physical designs. On the other hand, for the
PD-PSC framework, around 16 and 14 minutes are required
for feature extraction and neural network prediction for 50
physical designs, respectively. Comparing the effective execu-
tion time for both approaches, the table shows that PD-PSC
speeds up the leakage assessment process by 133 times in our
case. It should be noted that with the increase of the design
size and the reduction of the step size of the power calculation,
leakage estimation through conventional methods may become
longer.

Uhttps://github.com/sahadipayan/Physical-Design- Aware- Power- Dataset,

TABLE III: Performance comparison of GNN architectures.

Arch Power Prediction PSC Leakage Estimation

: MSE R? Precision | Recall | F; Acc.
GAT3 | 2.05x 1078 | 0.902 0.67 0.83 0.69 | 0.81
GAT2 | 1.29x107% | 0.938 0.69 0.87 0.73 | 0.84
GAT1 | 6.97x107° | 0.970 0.79 0.92 0.83 | 0.92
GCN2 | 6.52x 1077 | 0.967 0.80 0.91 0.84 | 0.93
GCN1 | 4.65x107 | 0.978 0.80 0.92 0.84 | 0.93

TABLE IV: Round-wise leakage assessment performance of
PD-PSC.

Round Precision | Recall | Fy-score | Accuracy
Round 1 0.76 0.9 0.81 0.92
Round 2 0.33 0.92 0.86 0.94
Round 3 0.57 0.76 0.58 0.86
Round 4 0.83 0.94 0.87 0.94
Round 5 0.85 0.92 0.88 0.94
Round 6 0.85 0.92 0.88 0.94
Round 7 0.76 0.89 0.81 0.92
Round 8 0.75 0.89 0.80 0.91
Round 9 0.80 0.95 0.85 0.92
Round 10 1.00 1.00 1.00 1.00
Overall 0.80 0.92 0.84 0.93

The performance of five GNN models, detailed in Section
IV-C| using the proposed PD-PSC framework on 50 layouts
of the test set is shown in Table [Tl The table compares
results across two tasks: power prediction and PSC leakage
analysis. Since improved power signature modeling enhances
PSC leakage estimation, we first calculate the efficacy of
the models in predicting dynamic power. To measure the
performance of power prediction, MSE and R? are used to
measure the correlation between actual and predicted power
traces. PSC leakage assessment, on the other hand, focuses on
the accuracy of classifying designs as secure or vulnerable. KL
divergence is used to distinguish the two groups, as described
in Section where a predicted KL score above 0.03 indi-
cates vulnerability to PSC attacks. The predicted classifications
are then compared with actual labels, calculating accuracy, as
well as macro-average precision, recall, and F'-score values.

The results in Table reveal that GCN1 consistently
outperforms other models in both tasks, achieving the lowest
MSE and highest R? in power prediction, as well as the highest
precision, recall, Fy-score, and accuracy in PSC leakage esti-
mation. GCN2 and GAT1 follow as the closest competitors,
but GCN models generally demonstrate superior performance
compared to GAT models across all metrics. Furthermore, the
results indicate a decline in performance with an increase
in the number of layers, suggesting that deeper networks
might introduce unnecessary complexities that reduce overall
accuracy in both power prediction and PSC leakage analysis.

We also estimate the round-wise performance of the GCN1
model using the proposed PD-PSC framework for PSC leak-
age assessment, shown in Table The results are consistent
overall, with most rounds achieving high scores, particularly
in precision and recall, indicating reliable PSC leakage assess-
ment. Specifically, performance for last round stands out. It is
to be noted that the first and last rounds are most crucial in
side-channel analysis as they often reveal key leakage patterns.


https://github.com/sahadipayan/Physical-Design-Aware-Power-Dataset

V. CONCLUDING REMARKS

In this paper, we have presented a first-of-its-kind physical
design-level power side-channel assessment framework using
deep learning approaches. We also introduce a physical design-
level open-source dataset for power side-channel research,
which will be useful for layout-level PSC assessment research
work in the future. Our experiments demonstrate that PD-
PSC provides a fast, scalable, and accurate solution, achieving
results comparable to the golden layout-level leakage assess-
ment. In the future, such a technique can be adapted to perform
instance-level PSC leakage assessment at the layout level.
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