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Abstract. In this work, we consider the communication complexity of MPC protocols in honest major-
ity setting achieving malicious security in both information-theoretic setting and computational setting.
On the one hand, we study the possibility of basing honest majority MPC protocols on oblivious linear
evaluation (OLE)-hybrid model efficiently with information-theoretic security. More precisely, we in-
stantiate preprocessing phase of the recent work Sharing Transformation (Goyal, Polychroniadou, and
Song, CRYPTO 2022) assuming random OLE correlations. Notably, we are able to prepare packed
Beaver triples with malicious security achieving amortized communication of O(n) field elements plus a
number of O(n) OLE correlations per packed Beaver triple, which is the best known result. To further
efficiently prepare random OLE correlations, we resort to IKNP-style OT extension protocols (Ishai et
al., CRYPTO 2003) in random oracle model.
On the other hand, we derive a communication lower bound for preparing OLE correlations in the
information-theoretic setting based on negative results due to Damg̊ard, Larsen, and Nielsen (CRYPTO
2019).
Combining our positive result with the work of Goyal, Polychroniadou, and Song (CRYPTO 2022), we
derive an MPC protocol with amortized communication of O(ℓ+κ) elements per gate in random oracle
model achieving malicious security, where ℓ denotes the length of a field element and κ is the security
parameter.
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1 Introduction

Secure multiparty computation (MPC) allows a set of mutually distrustful parties to jointly compute a
common function on their private inputs. Very informally, the protocol guarantees that each party can only
learn his own input and output but nothing else. Since the notion of MPC was introduced by Yao [Yao82],
early feasibility results on MPC were obtained by Yao [Yao82] and Goldreich et al. [GMW87] in the com-
putational setting, where the adversary is assumed to have bounded computational resources. Subsequent
works [BGW88,CCD88] considered the unconditional (or information-theoretic) setting and showed positive
results up to t < n/3 corrupted parties assuming point-to-point communication channels. If one assumes a
broadcast channel in addition, it was shown in [RB89,Bea89] how to obtain positive results in the information-
theoretic setting for up to t < n/2 corrupted parties.

In this work, we focus on the communication complexity of MPC protocols evaluating an arithmetic circuit
in the presence of a malicious adversary. Relying on cryptographic assumptions such as fully homomorphic
encryption (FHE) [Gen09], although one may get MPC protocols [AJLA+12,MW16] with communication
complexity independent of the circuit size, a major drawback is that FHE is an expensive operation and
currently not practical. For this reason, our goal is to minimize the communication and get close to over-
all O(|C|) communication with information-theoretic security or without resorting to heavy cryptographic
assumptions, where |C| denotes the circuit size.

Honest majority MPC protocols with malicious security. In the optimal threshold regime tolerating up
to t = (n − 1)/2 corrupted parties, the best-known semi-honest protocol [DN07] (hereafter referred as
the DN protocol), optimized by [GLO+21] for concrete efficiency, requires communicating O(n · |C|) field
elements (ignoring circuit independent terms). Genkin et at. [GIP+14] provided the first construction with
malicious security (with abort) having the same communication complexity as the DN protocol. Since then,
many subsequent works including [CGH+18,NV18,BBCG+19,GS20,BGIN20,GLO+21,GPS21,EGPS22] aim
to improve the concrete communication complexity per gate.

Towards o(n) communication per gate with sub-optimal corruption threshold. Focusing on sub-optimal cor-
ruption threshold, [DIK10] showed an unconditional MPC protocol with communication complexity of
O(log |C| ·n/k) per gate (ignoring circuit independent terms) tolerating t′ = (n−1)/3−k+1 corrupted par-
ties. Extending to corruption threshold t′ = (n−1)/2−k+1, Genkin et at. [GIP15] proposed a construction
with a constant factor improvement over [DIK10] in the communication complexity. A further improvement
was given by Garay et at. [GIOZ17] who obtained a protocol with communication complexity O(log1+δ n)
per gate where δ is any positive constant. The recent work [GPS21] obtained the first information-theoretic
MPC protocol with communication complexity amortized over the multiplication gates within the same cir-
cuit of O(n/k) field elements per multiplication gate, which implies O(1) communication per gate if we set
k = Ω(n). Moving to the setting of computational security and assuming hardness of learning parity with
noise (LPN), [BGH+23] constructed a constant-round MPC for boolean circuits achieving overall commu-
nication of O(|C|) elements (ignoring linear terms in the security parameter and circuit size independent
terms) in the strong honest majority setting where t′ < (1/2− ϵ) · n.

To our knowledge, there is no known MPC protocol which only requires communicating O(1) field ele-
ments per gate and relies on lightweight cryptographic primitives in standard honest majority setting. This
motivates us to ask the following natural question:

“Is it possible to construct an MPC protocol achieving security with abort in honest majority setting with
communication of O(|C|) field elements without resorting to heavy cryptographic tools?”

In this work, we consider this question in both information-theoretic setting and computational setting.
On the one hand, we study the possibility of basing honest majority MPC protocols on oblivious linear
evaluation (OLE)-hybrid model efficiently. More precisely, we instantiate preprocessing phase of [GPS22]
assuming random OLE correlations. Notably, we are able to prepare packed Beaver triples with malicious
security achieving amortized communication of O(n) field elements plus a number of O(n) OLE correlations
per packed Beaver triple, which is the best known result. To achieve this, we utilize an extension of the
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triple extraction technique in [CP17] and combine it with the party virtualization technique first appeared
in [Bra87]. To further efficiently prepare random OLE correlations, we resort to IKNP-style OT extension
protocols [IKNP03] in the random oracle model.

On the other hand, we derive a communication lower bound for preparing OLE correlations in the
information-theoretic setting based on negative results proved in [DLN19]. Moreover, we provide reductions
among preparing OLE correlations between any two parties, preparing OLE correlations with a uniform
pattern (explained later), preparing OLE correlations with an arbitrary pattern (explained later). To show
this, we make extensive use of the triple extraction technique proposed in [CP17].

1.1 Related Works

Focusing on dishonest majority setting with at most t < (1 − ϵ) · n corrupted parties for any constant
0 < ϵ ≤ 1

2 , [BY24] instantiates the offline phase of [GPS22] with O(|C| · λ) communication plus O(|C| · λ2)
OLEs (ignoring circuit-size independent terms), where λ denotes the security parameter. Combining it with
the online phase of [GPS22], this implies an MPC protocol with Õ(|C|) communication across offline and
online phase1. The core of its construction is enabled by so-called two level extraction to prepare Θ(n) packed
Beaver triples with O(n2 ·λ) communication and O(n) OLEs between each of O(n ·λ2) pairs of parties, which
amounts to O(n · λ) elements plus O(n · λ2) OLEs per packed triple. At a high level, it first prepares packed
Beaver triples in which more than half of them are unknown to the adversary. To do this, they extract
the randomness by constructing so-called sparse weakly super-invertible matrix families which manage to
generate one (possibly leaky) packed Beaver triple at the cost of O(λ) communication along with O(λ2) OLE
correlations. Then this is followed by a procedure of triple extraction to extract a constant fraction of packed
Beaver triples which are fully random.

Comparing our technique with [BY24], we only need amortized O(n) elements plus O(n) random OLE
correlations per packed Beaver triple, which can also be generalized for dishonest majority setting with the
same amortized asymptotic efficiency. Moreover, we rely on honest majority to prepare base-OT correlations
with information-theoretic security and extend them to obtain OLE correlations in the random oracle model.

Regarding the negative results, [DLN19] extends a communication lower bound for a 2-party computation
task, private information retrieval (PIR), to demonstrate that for a specific inner product like function with
circuit size O(I · n), any information-theoretic honest majority MPC requires Ω(I · n2) communication. We
notice that since the input size of such a function is also O(I · n), it may be possible that the required
communication is due to the input size rather than the circuit size. In other words, the negative result
in [DLN19] does not rule out the possibility that for a general circuit C with input size CI , there may
exist an information-theoretic MPC whose communication cost is o(n · |C|) plus O(n · CI). Our negative
result targets for the general task of preparing OLE correlations between a pair of parties and applies for all
possible generation pattern, which may bring new insights in understanding the communication lower bound
of information-theoretic MPC protocols.

2 Technical Overview

We give a high-level overview of our main techniques. In this work, our goal is to construct an MPC protocol
in standard honest majority setting achieving overall communication cost of O(|C|) field elements, where
|C| denotes the circuit size. In the setting of strong honest majority, the recent work [GPS21] makes use of
the packed Shamir sharing technique which enables to evaluate a group of O(n) gates with communication
cost the same as that to evaluate one gate and gives an information-theoretic MPC protocol achieving O(1)
communication complexity per gate among all parties. Moving to standard honest majority setting, which
is a special case of the setting where the number of corrupted parties t = (1− ϵ) · n for a positive constant
ϵ, [GPS22] proposes the sharing transformation technique and uses it to construct an efficient MPC protocol

1 [BY24] relies on a generic 2PC protocol with malicious security (e.g., [CLOS02]) which necessarily requires OT (or
stronger assumptions) to instantiate OLE correlations with poly(λ) communication complexity per OLE correlation.
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achieving a communication complexity of O(1) field elements per multiplication gate across all parties in
the preprocessing model. In other words, [GPS22] reduces the task of constructing MPC protocols achieving
overall communication of O(|C|) field elements to efficiently preparing the preprocessing data that will
be consumed in the online phase of [GPS22]. Looking at the preprocessing data, when focusing on semi-
honest security for simplicity, to compute a group of k multiplication gates, it requires to prepare a packed
Beaver triple, an extension of the widely used technique of Beaver triples for packed secret sharing. More
precisely, a packed Beaver triple is defined as a triple of three sharings ([a]t+k−1, [b]t+k−1, [c]t+k−1), where
[a]t+k−1, [b]t+k−1, [c]t+k−1 are three degree-(t+ k− 1) packed Shamir sharings with secrets a,b ∈ Fk chosen
uniformly at random and c ∈ Fk satisfying the multiplication relation c = a ∗ b. As a result, towards our
goal of constructing MPC protocols with overall O(|C|) communication, it is sufficient to prepare one packed
Beaver triple with communication of O(n) field elements.

2.1 Preparing Packed Beaver Triples

As mentioned above, we aim to efficiently prepare random packed Beaver triples. One conventional way is
to first prepare standard degree-t Beaver triples ([a]t, [b]t, [c]t) with their secrets satisfying c = a · b using
the DN protocol [DN07] for multiplication gates and then transform k degree-t standard Beaver triples with
their secrets stored at k distinct positions into one degree-(t + k − 1) packed Beaver triple relying on an
observation in [EGPS22]. Concretely, the preparation procedure goes as follows.

– For all i ∈ [k], all parties prepare two degree-t random Shamir sharings [ai|i]t, [bi|i]t and a pair of double
sharings ([ri|i]t, [ri|i]2t) by using Vandermonde matrix extraction method in [DN07]. Notice that the
secrets of these four sharings are stored at the i-th position.

– For all i ∈ [k], all parties invoke the DN protocol for multiplication gate with input sharings [ai|i]t, [bi|i]t
and a pair of double sharings ([ri|i]t, [ri|i]2t) to compute [ai · bi|i]t.

– All parties locally compute [c]t+k−1 =
∑k

i=1[ei]k−1 · [ai ·bi|i]t, where ei ∈ Fk denotes the unit vector with
all components 0 except with the i-th position to be 1 and c = (c1, c2, . . . , ck) ∈ Fk such that ci = ai · bi
for all i ∈ [k].

Notice that the communication complexity of this conventional method to prepare one packed Beaver triple
is O(n · k) field elements, failing to achieve O(n) elements per packed Beaver triple. The failure comes from
the fact that all parties compute a packed Beaver triple value by value, leading to an overhead of the number
of parties, n. To go beyond this barrier, we want to rely on the packed secret sharings which compute k
values at the cost the same as that of computing one value. However, using a packed version of the DN
multiplication protocol will restrict us to pack k values into one packed sharing with 2(t + k − 1) ≤ n − 1,
resulting in k ≤ 1 if n = 2t + 1, which is not enough for us to achieve O(n) elements per packed Beaver
triple.

Triple extraction in [CP17]. [CP17] adopts an approach of triple extraction to extract fully random triples
among a set of triples distributed by all parties. In particular, at first, each party individually distributes
one triple to all parties. Then all parties start with n triples and extract n+1

2 − t = 1 fully random triple if
n = 2t+ 1. Following [GLS24], we consider the packed version of triple extraction in [CP17] below.

Each party Pi distributes a packed Beaver triple ([ai]t+k−1, [bi]t+k−1, [ci]t+k−1) to all parties. All parties
now hold shares of n packed Beaver triples {([ai]t+k−1, [bi]t+k−1, [ci]t+k−1)}i∈[n]. Among them, t out of n
packed Beaver triples are distributed by corrupted parties. To perform triple extraction, all parties set two
vectors f and g of k degree-n−1

2 polynomials defined as [f(i)]t+k−1 = [ai]t+k−1 and [g(i)]t+k−1 = [bi]t+k−1

for all i ∈ [n−1
2 ]. All parties further set a vector h of k degree-(n − 1) polynomials such that h = f ∗ g,

where we abuse the notation ∗ for component-wise polynomial multiplication. As a result, all parties already
jointly hold n+1

2 evaluation points of f ,g and h, {([f(i)]t+k−1, [g(i)]t+k−1, [h(i)]t+k−1}i∈[n+1
2 ]. Since h is a

vector of polynomials of degree n − 1, to share the vector h of the whole polynomials, all parties need to
share n−1

2 more evaluation points of h. To achieve this, for i ∈ {n+3
2 , . . . , n}, all parties hold their shares

of [f(i)]t+k−1, [g(i)]t+k−1 to compute their shares of [h(i)]t+2k−2 = [f(i) ∗ g(i)]t+2k−2 by consuming one
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packed Beaver triple ([ai]t+k−1, [bi]t+k−1, [ci]t+k−1) and invoking the Beaver multiplication protocol. The
blow-up of degree from (t + k − 1) to (t + 2k − 2) is due to the use of packed Shamir sharing. So far, all
parties jointly share three vectors f ,g,h of polynomials and are able to compute their shares of n+1

2 triples
{([f(n+i)]t+k−1, [g(n+i)]t+k−1, [h(n+i)]t+k−1)}i∈[n+1

2 ] with the secrets {f(n+i)}i∈[n+1
2 ] and {g(n+i)}i∈[n+1

2 ]

being uniformly at random as f ,g are vectors of degree-n−1
2 polynomials. However, since among n triples

{([ai]t+k−1, [bi]t+k−1, [ci]t+k−1)}i∈[n], t out of them are distributed by corrupted parties. Hence, there are
t evaluation points of f ,g known to corrupted parties. In fact, supposing the i-th triple is distributed by a
corrupted party, then ai,bi are known to the corrupted parties.

– If i ∈ [n+1
2 ], then f(i) and g(i) are directly known to the adversary.

– If i ∈ {n+3
2 , . . . , n}, then f(i) and g(i) are known to the adversary by noticing that when invoking Beaver

multiplication protocol to compute [f(i) ∗ g(i)]t+2k−2, then f(i) + ai,g(i) +bi and thus f(i),g(i) will be
known to the adversary.

Hence, there is only n+1
2 − t = 1 point of f ,g unknown to the adversary.

To summarize, starting with N(= n in the description above) packed Beaver triples, where a γ fraction
of them are unknown to the adversary, all parties can use triple extraction to extract N+1

2 − (1 − γ) · N
fully random packed Beaver triples. The communication complexity of this approach is O(N · n) elements
for N+1

2 − (1 − γ) · N = (γ − 1
2 ) · N + 1

2 packed Beaver triples. However, since we are considering honest
majority setting where n = 2t + 1 and γ = t

2t+1 , it amounts to O(n2) elements per packed Beaver triple.
Actually, to achieve O(n) elements per packed Beaver triple, we need γ to be a constant strictly larger than
1
2 .

Triple distribution by virtual parties. The chance is that, if we are able to construct a number of N virtual
parties among which there are γ fraction of virtual parties are honest with γ > 1

2 , after distributing N packed
Beaver triples by N committees, all parties are able to extract a constant (γ − 1

2 ) fraction of packed Beaver
triples through discussion above, leading to O(n) elements per packed Beaver triple. Concretely, to achieve
this, we construct n2 virtual parties with each virtual party played by a committee consisting of a different
pair of parties. When each virtual party distributes packed Beaver triples to all n parties, we need to distribute
the computation task of packed triple distribution inside a committee, which can be done assuming OLE
correlations. Observe that when a committee consisting of P0 and P1 aims to distribute a packed Beaver triple
([a]t+k−1, [b]t+k−1, [c]t+k−1), they first additively share a and b as a = a0+a1,b = b0+b1, with a0,b0 held
by P0 and a1,b1 held by P1. Then to additively share c = (a0+a1)∗(b0+b1) = a0∗b0+a1∗b1+a0∗b1+a1∗b0,
P0 and P1 need to additively share a0 ∗b1 and b0 ∗ a1, which can be completed assuming OLE correlations.
In particular, the distribution goes as follows.

– P0 and P1 share the OLE correlations, s0i + s1i = a0i · b1i and t0i + t1i = b0i · a1i for all i ∈ [k], with

{a0i , b0i , s0i , t0i } held by P0 and {a1i , b1i , s1i , t1i } held by P1. Let s
j = (sj1, s

j
2, . . . , s

j
k) and tj = (tj1, t

j
2, . . . , t

j
k)

for j ∈ {0, 1}. Then we have c = (a0 ∗ b0 + s0 + t0) + (a1 ∗ b1 + s1 + t1).
– In order to distribute ([a]t+k−1, [b]t+k−1, [c]t+k−1), P0 distributes [a0]t+k−1, [b

0]t+k−1, [u
0]t+k−1 while

P1 distributes [a1]t+k−1, [b
1]t+k−1, [u

1]t+k−1, where u0 = a0 ∗ b0 + s0 + t0 and u1 = a1 ∗ b1 + s1 + t1.
– Then all parties locally compute [a]t+k−1 = [a0]t+k−1+[a1]t+k−1, [b]t+k−1 = [b0]t+k−1+[b1]t+k−1, and

[c]t+k−1 = [u0]t+k−1 + [u1]t+k−1.

Importantly, if at least one of P0 and P1 is honest, say P0, then since (a0,b0, s0, t0) are uniformly at random
and unknown to the adversary, (a,b) are uniformly random and independent of the adversary’s view even
when P1 is corrupted and (a1,b1, s1, t1) are known to the adversary. For this reason, relying on random OLE
correlations, any virtual party emulated by a committee containing at least one honest party will act as an
honest virtual party (when considering semi-honest security) and distribute a packed Beaver triple with fully
random secrets given the view of the corrupted parties. As a result, if we let n2 virtual parties with each

emulated by a different pair of parties, there are 3n2

4 honest virtual parties and gives us a γ = 3
4 fraction

of packed Beaver triples with their secrets unknown to the adversary before extraction. According to the
discussion above, all parties are able to extract a γ − 1

2 = 1
4 fraction of fully random packed Beaver triples.
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Considering the communication complexity, preparing one packed Beaver triple costs O(n) field elements
and O(n) random OLE correlations.

Till now, we have reduced our goal of designing MPC protocols achieving overall O(|C|) communication
complexity in honest majority setting to preparing one packed Beaver triple with communication of O(n)
elements, and further to preparing O(n) OLE correlations with communication of O(n) elements.

2.2 Negative Results in Information-Theoretic Setting

Recall our goal is to design an n-party protocol which prepares one OLE correlation for a pair of two
parties with communication of O(1) elements. However, we show this cannot be achieved with information-
theoretic security. Our impossibility statement is based on a negative result proved in [DLN19], which shows
a communication lower bound to compute an inner product like specific function in honest majority setting
with statistical security. In more details, [DLN19] constructs an inner product like function IPn and proves
that there does not exist an MPC protocol computing such a function with o(|C| · n) communication,
where |C| denotes the circuit size representing the function being computed and n is the number of parties.
However, we show that, assuming a number of OLE correlations prepared between some pairs of parties, all
parties are able to securely compute such an inner product function with low communication cost, which
implies a reduction of securely computing the inner product function to preparing OLE correlations. Then
based on the negative result in [DLN19] and the argument of contradiction, we show a number of O(|C|)
OLE correlations cannot be prepared with communication of o(|C| · n) elements in honest majority with
statistical security. To be more strict, considering the communication cost to prepare a fixed number of OLE
correlations may vary if the pattern which the OLE correlations follow changes, where we define the OLE
correlation pattern as a sequence of integers, {ci,j}1≤i<j≤n, representing a number of ci,j OLE correlations
between Pi and Pj are required for 1 ≤ i < j ≤ n. Hence, our reduction from computing the inner product
function to preparing OLE correlations with a specific pattern can only derive a lower bound for preparing
OLE correlations admitting such a specific pattern. To obtain a more general lower bound regarding OLE
correlations following an arbitrary pattern, especially a uniform pattern, which refers to each pair of two
parties requires a same number of OLE correlations and based on which packed Beaver triples can be
efficiently prepared as shown above, we are supposed to show a reduction from preparing OLE correlations
with a specific pattern enabling secure and efficient computation of the inner product function to that with
an arbitrary pattern (or a uniform pattern). Since preparing OLE correlations with a specific pattern can
be obviously reduced to preparing OLE correlations between any pair of parties, it is sufficient to show a
reduction from OLE correlation between any pair of parties to that with an arbitrary pattern (or a uniform
pattern).

Lower bound for OLE preparation regarding a uniform pattern. Regarding the communication lower bound of
preparing OLE correlations with a uniform pattern, our strategy of reduction is similar to preparing packed
Beaver triples discussed above, where n2 virtual parties emulated by n2 different pairs of parties distribute
OLE correlations to two targeted parties who then perform OLE extraction with an analogue to triple
extraction to extract a constant fraction of fully random OLE correlations. In more details, starting with
uniform pattern, to prepare OLE correlations between two parties P0 and P1, each virtual party emulated by
a different pair of parties (Pi, Pj) share OLE correlations between them to P0 and P1. To do this, supposing
Pi and Pj share two OLE correlations, si + sj = ai · bj and ti + tj = bi · aj , with (ai, bi, si, ti) held by Pi and
(aj , bj , sj , tj) held by Pj , Pi additively shares ai, bi and ai ·bi+si+ ti to P0 and P1 while Pj additively shares
aj , bj and aj · bj + sj + tj to P0 and P1. Then P0 and P1 are able to locally calculate additive shares of a, b, c,
where a = ai + aj , b = bi + bj and c = a · b. Importantly, notice that if at least one of Pi, Pj is honest, then
a, b are unknown to the adversary in case that at least one of P0 and P1 is honest, which implies there are
again 3

4 fraction of OLE correlations are unknown to the adversary. Then after extraction, P0 and P1 will
extract a 1

4 fraction of fully random OLE correlations, which means if there is a protocol preparing |C| OLE
correlations admitting a uniform pattern with o(|C| · n) communication, then there is a protocol preparing
1
4 · |C| OLE correlations between a pair of two parties with o(|C| · n) communication. Hence, we are able to
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extend the negative result regarding preparing OLE correlations between any pair of parties to preparing
OLE correlations following a uniform pattern.

Lower bound for OLE preparation regarding an arbitrary pattern. Regarding the communication lower bound
of preparing OLE correlations with an arbitrary pattern, we first propose a reduction from preparing OLE
correlations with a uniform pattern to that with an arbitrary pattern when the number of parties, n, is a
prime number or a power of a prime number. To do this, starting with a protocol preparing OLE correlations
with an arbitrary pattern, each time we let different parties run different positions of the protocol and expect
the overall accumulated OLE correlations admit a uniform pattern. Notice that each execution of the protocol
will coincide with a permutation p : [n]→ [n] in the sense that in each execution, party Pi will run the p(i)-th
position of the protocol. To complete our reduction, we are expected to find a set E of permutations over
[n] of small size satisfying that by running executions of the protocol and enumerating all permutations
in the set will result in OLE correlations with uniform pattern regardless of what pattern we start from.
Notice that an E containing all n! possible permutations will obviously satisfy our demand but will result
in an inefficient reduction. When n is a prime number or a power of a prime number, resorting to a special
structure of the finite field of size n, we give an explicit construction of E of size n · (n− 1).

Although we are currently unable to extend such an explicit construction to the case when n is not a prime
or a power of a prime, if we relax to consider non-deterministic reductions, we are able to reduce preparing
OLE correlations between any pair of two parties to preparing OLE correlations with an arbitrary pattern.
The idea is similar to that is used to derive a lower bound regarding a uniform pattern. In particular, after
determining a permutation of n parties to run the protocol to obtain OLE correlations with an arbitrary
pattern, based on how an adversary chooses at most t parties to corrupt (this requirement will later be
alleviated by repeating sampling plus the union bound), we consider the number of OLE correlations between
pairs of parties containing at least one honest party, i.e. an honest virtual party. Notice that if the ratio of
OLE correlations held by honest virtual parties strictly exceeds 1

2 , then after all virtual parties distribute
OLE correlations to the targeted two parties, these two parties can perform OLE extraction which is similar
to triple extraction to extract a constant fraction of fully random OLE correlations unknown to the adversary.
It remains to find such a permutation. Fortunately, fixing the identities of the corrupted parties, a random
permutation satisfies our demand in expectation. To be more concrete, starting with a protocol preparing
OLE correlations with an arbitrary pattern, running the protocol with a randomly chosen permutation
results that a 3

4 fraction of OLE correlations will be held by honest virtual parties in expectation. Then by
repeating sampling permutations for O(n + κ) times, we can derive a satisfied set of permutations except
with probability negligible in κ regardless of how an adversary chooses corrupted parties, which can be
proved by Chernoff’s bound plus the union bound. In doing this, we obtain a lower bound of preparing OLE
correlations with an arbitrary pattern. Interestingly, this reduction shows that OLE correlations following
one arbitrary pattern can be efficiently transformed to that following another different pattern.

2.3 Preparing OLEs in Minicrypt

Since the lower bounds above prevent us from achieving O(1) communication to prepare one OLE correlation
with information-theoretic security no matter what OLE correlation patterns we are targeted to prepare
for, we turn to look for solutions in Minicrypt. In particular, we assume random oracle access, based on
which [IKNP03] shows that two parties are able to extend a number of κ oblivious transfers to m = κc

independent and random oblivious transfers with communication linear in m, where κ is the computational
security parameter and c > 1 is any constant. This OT extension technique is crucial for us to prepare one
OLE correlation with amortized communication of Õ(1) field elements which is independent of the number
of parties. In more details, our strategy performs with three steps.

– First, all parties invoke the DN protocol with malicious security [CGH+18,NV18,GS20] to prepare ran-
dom OT correlations between any pair of two parties, which will later be used as seeds to be extended
to obtain more random OT correlations. At the end of this step, for every pair of parties (Pj , Pk) and
i ∈ [κ], Pj will hold two messages (v0,i,v1,i) ∈ Fκ

2 × Fκ
2 and Pk will use a choice bit xi ∈ F2 to choose

the corresponding message vxi,i, where κ is the security parameter.
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– Secondly, every pair of two parties will invoke OT extension protocol with malicious security [KOS15]
to obtain more random OT correlations. At the end of this step, for every pair of parties (Pj , Pk) and
i ∈ [M · ℓ], Pj will hold two messages (u0,i,u1,i) ∈ Fκ

2 ×Fκ
2 and Pk will use a choice bit yi ∈ F2 to choose

the corresponding message uyi,i, where ℓ is the length of an element in F and M denotes the number of
OLE correlations required to be prepared between Pj and Pk.

– Finally, with sufficient random OT correlations at hand, every pair of two parties will invoke a proto-
col in [KOS16] which generates triples in OT-hybrid model to prepare random OLE correlations with
malicious security.

In conclusion, we are able to prepare O(1) OLE correlations with amortized communication of O(ℓ+ κ)
field elements in the random oracle model. Putting things altogether and combining it with the results
in [GPS22] give us the following theorem.

Theorem 1. In the client-server model, let c denote the number of clients, n denote the number of parties
(servers), and t denote the number of corrupted parties (servers). Let κ be the security parameter and F be
a finite field of size |F| ≥ 2κ with each element of ℓ bits length. For an arithmetic circuit C over F and for
t = n−1

2 , there exists an MPC protocol in the random oracle model which securely computes Fmain-mal in
the presence of a fully malicious adversary controlling up to t parties, where Fmain-mal denotes the target
functionality computing C. The cost of the protocol is O((|C|+Depth · n+ poly(c, n)) · (ℓ+ κ) + n · κ2) field
elements of communication, where Depth is the circuit depth.

3 Preliminary

3.1 Security Definition

We consider a set of n parties {P1, P2, . . . , Pn} where each party can provide inputs, receive outputs, and
participate in the computation. For every pair of parties, there exists a secure (private and authentic)
synchronous channel so that they can directly send messages to each other. The communication complexity
is measured by the number of bits via private channels.

We focus on functions which can be represented as arithmetic circuits over a finite field F such that
|F| ≥ 2κ with input, addition, multiplication, and output gates, where κ denotes the security parameter. Let
ℓ = log |F| be the size of an element in F. Note that |F| ≥ 2κ implies |F| ≥ |C| + n as both the number of
parties and the circuit size are polynomials in κ.

In this work, we consider the standard simulation-based definition of MPC [Can00]. An adversary is able
to corrupt at most t = n−1

2 parties, provide inputs to corrupted parties, and receive all messages sent to the
corrupted parties. Corrupted parties can deviate from the protocol arbitrarily. We aim to achieve malicious
security with abort. We will consider both statistical security and computational security.

3.2 Benefits of the Client-Server Model

In our construction, following [GPS22], we use the client-server model, where the clients only participate in
the input phase and the output phase and the main computation is conducted by the servers. For simplicity,
we use {P1, . . . , Pn} to denote the n servers, and refer to the servers as parties. Let C denote the set of
all corrupted parties and H denote the set of all honest parties. One benefit of the client-server model is
that it is sufficient to only consider maximum adversaries, i.e., adversaries which corrupt t parties, since any
adversaries can be reduced to the maximum adversary. At a high-level, for an adversary A which controls
t̃ < t parties, we may construct another adversary Ã which controls additional t− t̃ parties and behaves as
follows:

– For a party corrupted by A, Ã follows the instructions of A. This is achieved by passing messages between
this party and other n− t honest parties.

– For a party which is not corrupted by A, but controlled by Ã, Ã honestly follows the protocol.

The reduction above works by noticing that, if a protocol is secure against Ã, then this protocol is also secure
against A since the additional t− t̃ parties controlled by Ã honestly follow the protocol in both cases.
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3.3 Packed Shamir Secret Sharing

We use the packed secret sharing technique introduced by Franklin and Yung [FY92]. This is a generalization
of the standard Shamir secret sharing scheme [Sha79]. Recall F is a finite field of size |F| ≥ 2κ and thus
|F| ≥ 2n and n is the number of parties. Let k be the number of secrets that are packed in one sharing. A
degree-d (d ≥ k − 1) packed Shamir sharing with secret x = (x1, . . . , xk) ∈ Fk is a vector (w1, . . . , wn) for
which there exists a polynomial f(·) ∈ F[X] of degree at most d such that f(−i+ 1) = xi for all i ∈ [k], and
f(i) = wi for all i ∈ [n]. The i-th share wi is held by party Pi. Reconstructing a degree-d packed Shamir
sharing requires d+1 shares and can be done by Lagrange interpolation. The secrecy is guaranteed by that,
for a random degree-d packed Shamir sharing of x, any d− k + 1 shares are independent of the secret x.

In our work, we use [x]d to denote a degree-d packed Shamir sharing of x ∈ Fk. In the following,
operations (addition and multiplication) between two packed Shamir sharings are coordinate-wise. We recall
two properties of the packed Shamir sharing scheme:

– Linear Homomorphism: For all d ≥ k − 1 and x,y ∈ Fk, [x+ y]d = [x]d + [y]d.
– Multiplicativity: Let ∗ denote the coordinate-wise multiplication operation. For all d1, d2 ≥ k−1 subject

to d1 + d2 < n, and for all x,y ∈ Fk, [x ∗ y]d1+d2 = [x]d1 · [y]d2 .

These two properties directly follow from computing the underlying polynomials.

4 Packed Beaver Triple Preparation via OLEs

In this section, we aim to base constructing an information-theoretic MPC protocol with O(|C|) communi-
cation on random OLE correlations. Concretely, we first prepare packed Beaver triples assuming OLE cor-
relations in Section 4.1, then instantiate the preprocessing phase in [GPS22] using packed Beaver triples in
Section 4.2, and finally further combine the results with online phase in [GPS22] to conclude an information-
theoretic MPC protocol in OLE-hybrid model in Section 4.3.

In our construction, for the sake of simplifying the verification procedure, we will run the protocol with
corruption threshold t′ = t+1, which implies we will use packed Shamir sharings of degree t′+k−1 = t+k to
guarantee any t′ shares of [x]t′+k−1 are independent of the secret x. Intuitively, the benefit of simplifying the
verification procedure comes from that, when considering degree-(t+k) packed Shamir sharings, fixing n−t′ =
t honest parties’ shares will not impose any restriction on k secrets, which implies that the adversary can
add arbitrary additive errors on the secrets by locally modifying the shares of corrupted parties. This allows
us to not worry about the additive errors on the secrets as the adversary can always locally correct them.
Noticing that invoking Beaver multiplication protocol can increase the degree of packed Shamir sharings
from t′ + k− 1 to t′ + k− 1+ (k− 1) = t′ +2k− 2, in order to ensure the secrets can be reconstructed using

n shares as well as the communication benefit, we set t′ + 2k − 2 + 1 = n, i.e. k = n+1−t′

2 = n−t
2 .

In order to achieve our first step, preparing packed Beaver triples, we use the idea of party virtualization,
which first appeared in [Bra87] in the context of Byzantine Agreement.

4.1 Packed Triple Extraction via Party Virtualization

Aiming to prepare fully random packed Beaver triples held by n parties, our protocol consists of two parts.
The first part involves packed Beaver triple distribution, in which we make use of the idea of party virtual-
ization technique. Based on this, in the second part, all parties are able to perform a packed version of triple
extraction proposed in [CP17] to extract packed Beaver triples which are fully random. We first consider
semi-honest security for simplicity and then extend to malicious security with abort via verification.

As for the first part, it requires that at least a γ fraction of the distributed packed Beaver triples are
independent of the view of the adversary with the constant γ strictly larger than 1

2 to enable the triple
extraction machinery to successfully extract a constant (γ − 1

2 ) fraction of the distributed packed Beaver
triples which are fully random. However, since there are only n−1

2 honest parties, trivially letting each party
share a packed Beaver triple cannot give us a factor γ strictly larger than 1

2 as γ is equal to 1
2 in this case.
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To go beyond this barrier, the idea is to use party virtualization technique to combine two ingredients of
our construction. The first, called the outer protocol, achieving malicious security, performs the packed triple
distribution. The second ingredient, called the inner protocol, is a 2-party protocol achieving semi-honest
security for computing the next message function of the virtual parties participating in the outer protocol.
More precisely, considering the whole protocol, each virtual party in the outer protocol is emulated by a
committee consisting of two parties who jointly run the 2-party inner protocol with semi-honest security.
Hence, any committee containing at least one honest party will result in an honest virtual party in the outer
protocol.

In our construction, the outer protocol is run by original n parties P1, . . . , Pn, together with N = n2

virtual parties Q1, . . . , QN , where each virtual party is emulated by a distinct pair of two original parties.
It is clear that there are at most T = (t+ 1)2 ∼ N

4 corrupted virtual parties amongst all N virtual parties,
which gives us γ = 3

4 > 1
2 as desired.

Regarding the second part, all parties perform the packed version of triple extraction to extract a (γ− 1
2 )

fraction of random packed Beaver triples which are independent of the adversary’s view. Intuitively, we
sacrifice the ‘honest majority’ inside the committee to obtain strong honest majority in the outer protocol
and instantiate the inner protocol assuming OLE correlations.

Remark 1 (Extending to dishonest majority). Our method can be naturally generalized to dishonest majority
setting where the adversary can take control of at most (1−ϵ)·n corrupted parties with a constant ϵ such that
0 < ϵ ≤ 1

2 . Briefly speaking, suppose there are nd committees and each committee is emulated by a different
set of d parties with d decided later. On the one hand, inside the committee, we run a protocol tolerating up
to (d− 1) corrupted parties. On the other hand, outside the committee, there are (1− (1− ϵ)d) · nd honest
virtual parties participating in the outer protocol based on the inner protocol simulating the virtual parties.
Notice that we need strong honest majority with corruption ratio strictly smaller than 1

2 to guarantee a
constant fraction of fully random packed Beaver triples will be extracted. To achieve this, we need to set

1− (1− ϵ)d > 1
2 , i.e. d > 1

log 1
1−ϵ

. As for the communication, it costs O(1) elements along with d2−d
1
2−(1−ϵ)d

OLE

correlations per secret.

Towards malicious security, we should ensure the secrets of output packed Beaver triples satisfy the
multiplication relation up to additive errors even though the adversary can arbitrarily deviate from the
protocol. In the part of triple distribution, for each ℓ ∈ [N ], the ℓ-th virtual party distributes a packed
Beaver triple ([aℓ]t′+k−1, [bℓ]t′+k−1, [cℓ]t′+2k−2). In the part of triple extraction, recall all parties are supposed
to compute three vectors of k polynomials (f ,g,h), where f ,g are vectors of polynomials of degree N−1

2

defined by f(ℓ) = aℓ,g(ℓ) = bℓ for all ℓ ∈ [N+1
2 ] and h is a vector of polynomials of degree N − 1 defined

as h = f ∗ g. To do this, all parties compute [f(ℓ) ∗ g(ℓ)]t′+2k−2 by consuming a packed Beaver triple
([aℓ]t′+k−1, [bℓ]t′+k−1, [cℓ]t′+2k−2) obtained in the part of triple distribution. However, during the procedure
of multiplication, there are three kinds of issues due to malicious behaviors of the adversary.

– Issue 1. The adversary can maliciously send incorrect shares of [f(ℓ) + aℓ]t′+k−1, [g(ℓ) + bℓ]t′+k−1 to
Pking.

– Issue 2. Malicious Pking can distribute sharings [f(ℓ)+aℓ]k−1, [g(ℓ)+bℓ]k−1 that are not of degree k−1.
– Issue 3. Malicious Pking can distribute packed degree-(k−1) Shamir sharings [f(ℓ)+aℓ]k−1, [g(ℓ)+bℓ]k−1

with incorrect secrets.

To resolve the second issue, a procedure of verifying the degree of sharings distributed by Pking is per-
formed, which checks a random linear combination of all sharings distributed by Pking and is described
in Πverify-deg. The effectivity of such a verification comes from 1) as k < t, the whole sharings are determined
by shares of honest parties and 2) if there exists one inconsistent sharing, with overwhelming probability,
the resulting random linear combination of original sharings is inconsistent, which is proved in Lemma 2.

The first and the third issue could cause an incorrect multiplication result as [h(ℓ)]t′+2k−2 ≜ [f(ℓ) ∗
g(ℓ) +∆yℓ ∗ f(ℓ) +∆xℓ ∗ g(ℓ)]t′+2k−2 for some ℓ ∈ {N+3

2 , . . . , N} (h is used to distinguish from the correct
h), with ∆yℓ, ∆xℓ known to the adversary and f(ℓ),g(ℓ) being uniformly random and unknown to the
adversary if the consumed triple is distributed by an honest virtual party. Consider an output packed triple
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([f(i)]t′+k−1, [g(i)]t′+k−1, [h(i)]t′+k−1), where [h(i)]t′+k−1 is a linear combination of {[h(ℓ)]t′+k−1}ℓ∈[N ]. To
ensure the adversary is able to recover the secrets of the output triples to satisfy the multiplication relation
by locally modifying the shares of corrupted parties, i.e., the adversary knows ∆xi, ∆yi and ∆zi such that
(f(i) + ∆xi) ∗ (g(i) + ∆yi) = h(i) + ∆zi, all parties additionally perform triple verification which works
by checking a random evaluation point r of three vectors of polynomials f ,g,h. In Lemma 3, we prove if
the adversary can pass the triple verification with overwhelming probability, then a specific requirement on
{∆xℓ, ∆yℓ}ℓ∈[N ] should be satisfied. Intuitively, if the adversary is capable of maintaining the multiplication
relation by locally modifying the shares of corrupted parties for a random point r, then it also knows the
strategy to satisfy the multiplication relation for all output triples, which achieves the functionality.

We present our construction for preparing random packed Beaver triples assuming OLE correlations be-
tween two parties in Πrand-packed-triple and describe its secure property in Lemma 1, where OLE correlations
are provided by the hybrid functionality Frand-OLE-mal. In Πrand-packed-triple, we will invoke the following
hybrid functionalities and sub-routines and defer their formal descriptions to Appendix A.1 and A.2, respec-
tively.

– Fcom allows a party to commit a value and later open the commitment to the same value.
– Fcoin samples a random field element which is unknown to the adversary before the invocation.
– Πrand(Σ) aims to prepare random Σ-secret sharings for all parties for Σ ∈ {Σi}i=1,2,3,4.
– ΠBeaver aims to use all parties’ shares of ([a′]t′+k−1, [b

′]t′+k−1) to compute their shares of [c′]t′+2k−2

with c′ = a′ ∗ b′ by consuming a packed Beaver triple.
– Πverify-deg aims to check whether honest parties’ shares of a batch of m packed Shamir sharings,

[z1]k−1, . . . , [zm]k−1, form valid degree-(k − 1) packed Shamir sharings.
– Πdeg-reduce aims to compute all parties’ shares of {[zi]t′+k−1}i∈[m] from their shares of {[zi]t′+2k−2}i∈[m].

Regarding the communication, Πrand-packed-triple costs 14n3 + n2 field elements, 2n2 · k random OLE

correlations, two invocations of Fcoin, and 3n invocations of Fcom to prepare n2−2
4 random packed Beaver

triples, which amounts to O(n) elements and O(k) OLE correlations per packed Beaver triple.

Functionality 1: Frand-OLE-mal

A pair of two parties, Pi and Pj , invoke Frand-OLE-mal to receive a random OLE correlation. There
are three cases listed below:

– If both Pi and Pj are corrupted, Frand-OLE-mal receives three elements a, x, b ∈ F from the ad-
versary and computes y = a · b − x. Then Frand-OLE-mal sends (a, x) to Pi and (b, y) to Pj ,
respectively.

– If exactly one of two parties is corrupted, say Pi, Frand-OLE-mal receives two elements a, x ∈ F
from the adversary and samples a random element b, computes y = a · b− x. Then Frand-OLE-mal

sends (a, x) to Pi and (b, y) to Pj , respectively.
– If both Pi and Pj are honest, Frand-OLE-mal randomly samples three elements a, b, x ∈ F and

computes y = a · b− x. Then it sends (a, x) to Pi and (b, y) to Pj , respectively.

Protocol 1: Πrand-packed-triple in Frand-OLE-mal, Fcoin, Fcom-hybrid model

Let N = n2. All parties aim to prepare n2−2
4 = N−2

4 random packed Beaver triples with pack size
k assuming OLE correlations receiving from Frand-OLE-mal. The protocol will be run against any
adversary corrupting t′ = t+ 1 parties.

1: Packed Beaver triple distribution. N virtual parties emulated by all different pairs of parties
distribute packed Beaver triples to all n original parties relying on OLE correlations received
from Frand-OLE-mal.
1. Each pair of two parties, Pi and Pj , invoke Frand-OLE-mal 2k times to receive 2k OLE cor-

relations, ai(i−1)·n+j,ℓ · b
j
(i−1)·n+j,ℓ = si(i−1)·n+j,ℓ + sj(i−1)·n+j and bi(i−1)·n+j,ℓ · a

j
(i−1)·n+j,ℓ =
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ti(i−1)·n+j,ℓ + tj(i−1)·n+j for ℓ ∈ [k], where ai(i−1)·n+j , b
i
(i−1)·n+j,ℓ, s

i
(i−1)·n+j,ℓ and ti(i−1)·n+j,ℓ

are maintained by party Pi while aj(i−1)·n+j , b
j
(i−1)·n+j,ℓ, s

j
(i−1)·n+j,ℓ and tj(i−1)·n+j,ℓ are main-

tained by party Pj . We will denote the vector (xi
(i−1)·n+j,1, . . . , x

i
(i−1)·n+j,k) by xi

(i−1)·n+j

later.
2. For each virtual party emulated by parties Pi and Pj ,

(a) Pi randomly samples [ai(i−1)·n+j ]t′+k−1, [bi
(i−1)·n+j ]t′+k−1, [ai(i−1)·n+j ∗ bi

(i−1)·n+j +

si(i−1)·n+j + ti(i−1)·n+j ]t′+2k−2 with the last one denoted by [ui
(i−1)·n+j ]t′+2k−2 and

distributes them to all n parties. Similarly, Pj randomly samples [aj(i−1)·n+j ]t′+k−1,

[bj
(i−1)·n+j ]t′+k−1, [a

j
(i−1)·n+j ∗ b

j
(i−1)·n+j + sj(i−1)·n+j + tj(i−1)·n+j ]t′+2k−2 with last one

denoted by [uj
(i−1)·n+j ]t′+2k−2 and distributes them to all n parties.

(b) All parties locally compute [a(i−1)·n+j ]t′+k−1 = [ai(i−1)·n+j ]t′+k−1 + [aj(i−1)·n+j ]t′+k−1,

[b(i−1)·n+j ]t′+k−1 = [bi
(i−1)·n+j ]t′+k−1 + [bj

(i−1)·n+j ]t′+k−1, and [c(i−1)·n+j ]t′+2k−2 =

[ui
(i−1)·n+j ]t′+2k−2 + [uj

(i−1)·n+j ]t′+2k−2.

2: Packed triple extraction. All n parties perform packed triple extraction to extract fully random
packed Beaver triples based on the packed Beaver triples received in the previous phase.
1. All n parties set two vectors f ,g of k polynomials of degree N−1

2 such that [f(ℓ)]t′+k−1 =

[aℓ]t′+k−1 and [g(ℓ)]t′+k−1 = [bℓ]t′+k−1 for all ℓ ∈ [N+1
2 ]. All n parties locally compute

[f(ℓ)]t′+k−1, [g(ℓ)]t′+k−1 for all ℓ ∈ {N+3
2 , . . . , N}.

2. For all ℓ ∈ {N+3
2 , . . . , N}, all parties invoke ΠBeaver with their shares of

[f(ℓ)]t′+k−1, [g(ℓ)]t′+k−1 and the packed Beaver triple ([aℓ]t′+k−1, [bℓ]t′+k−1, [cℓ]t′+2k−2) to
compute their shares of [f(ℓ) ∗ g(ℓ)]t′+2k−2.

3. All parties invoke Πverify-deg to check that Pking indeed distributes valid degree-(k−1) packed
Shamir sharings in the last step.

4. All n parties set a vector h of k polynomials of degree N − 1 such that [h(ℓ)]t′+2k−2 =
[cℓ]t′+2k−2 for all ℓ ∈ [N+1

2 ] and [h(ℓ)]t′+2k−2 = [f(ℓ) ∗ g(ℓ)]t′+2k−2 for all ℓ ∈ {N+3
2 , . . . , N}.

5. All parties invoke Πdeg-reduce with their shares of {[h(ℓ)]t′+2k−2}ℓ∈[N ] to obtain their shares
of {[h(ℓ)]t′+k−1}ℓ∈[N ].

6. All parties locally compute their shares of ([f(N+ℓ)]t′+k−1, [g(N+ℓ)]t′+k−1, [h(N+ℓ)]t′+k−1)
for all ℓ ∈ [N−2

4 ].
3: Triple verification. All parties aim to verify whether the secrets of the extracted random packed

Beaver triples satisfy the correct multiplication relation.
1. All parties invoke Fcoin to generate a random field element r. If r ∈ {N + 1, . . . , N + N−2

4 },
all parties abort.

2. Otherwise, all parties locally compute ([f(r)]t′+k−1, [g(r)]t′+k−1, [h(r)]t′+k−1) and commit
their shares using Fcom.

3. All parties open their shares of ([f(r)]t′+k−1, [g(r)]t′+k−1, [h(r)]t′+k−1) using Fcom. Then each
party Pi checks the following:
(a) The shares of [f(r)]t′+k−1, [g(r)]t′+k−1, [h(r)]t′+k−1 lie on degree-(t′+k− 1) polynomials.
(b) The secrets of three packed Shamir sharings satisfy f(r) ∗ g(r) = h(r).
If not, Pi aborts.

4: Output. If all checks pass, for all ℓ ∈ [N−2
4 ], all n parties output

([ãℓ]t′+k−1, [b̃ℓ]t′+k−1, [c̃ℓ]t′+k−1) = ([f(N + ℓ)]t′+k−1, [g(N + ℓ)]t′+k−1, [h(N + ℓ)]t′+k−1).
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Functionality 2: Fpacked-triple-mal

1. Fpacked-triple-mal receives the set of corrupted parties’ identities, denoted by C. Fpacked-triple-mal

receives m from all parties.

2. For all i ∈ [m], Fpacked-triple-mal receives a set of shares {(u(j)
i , v

(j)
i , w

(j)
i )}j∈C from the adversary.

3. For all i ∈ [m], Fpacked-triple-mal randomly samples 2k elements as the secrets ai,bi and computes
ci as ci = ai ∗ bi.

4. For all i ∈ [m], based on the sampled secrets and the corrupted parties’ shares, Fpacked-triple-mal

computes the whole sharings of ([ai]t′+k−1, [bi]t′+k−1, [ci]t′+k−1) such that for all Pj ∈ C, the j-th
share of ([ai]t′+k−1, [bi]t′+k−1, [ci]t′+k−1) is (u

(j)
i , v

(j)
i , w

(j)
i ).

5. Finally, Fpacked-triple-mal distributes the shares of {([ai]t′+k−1, [bi]t′+k−1, [ci]t′+k−1)}i∈[m] to the
honest parties if it receives accept from the adversary. Fpacked-triple-mal sends abort to all parties
if it receives reject from the adversary.

Lemma 1. Πrand-packed-triple realizes Fpacked-triple-mal in the Frand-OLE-mal, Fcoin, Fcom-hybrid model in the
presence of a fully malicious adversary controlling t′ = n+1

2 corrupted parties.

Proof (Proof of Lemma 1). We will construct a simulator S to simulate the behaviors of honest parties. Let
C denote the set of corrupted parties and H denote the set of honest parties. The core of the simulation is to
delay the sampling of packed Beaver triples distributed by honest virtual parties to argue the secrecy of the
output packed Beaver triples. At the same time, we need to guarantee that if the verification passes, except
with negligible probability, the secrets of the output packed Beaver triples will satisfy correct multiplication
relations up to additive errors by taking into consideration the fact that the adversary is able to insert any
additive errors on the secrets by locally modifying shares of corrupted parties. To do this, the simulator
always tracks the errors introduced by the adversary. What’s more, as mentioned above, we will run the
protocol with t′ = t + 1 corrupted parties and n − t′ = t honest parties, which means the simulator S is
supposed to generate the views of t′ corrupted parties.

The simulator S internally invokes the adversary with randomness sampled by itself and works as follows.

Simulation of packed triple distribution.
1. In Step 1.1, S emulates Frand-OLE-mal by receiving the values chosen by the adversary, recording them,

and sending them back to the adversary.
2. In Step 1.2, S simulates corrupted parties’ view when a virtual party played by a committee consisting

of two parties (Pi, Pj) according to three cases. The goal of this step is to compute the corrupted parties’
shares of packed triples distributed by honest virtual parties and the whole sharings of packed triples
distributed by corrupted virtual parties.

– If both Pi and Pj are corrupted, S receives the honest parties’ shares of [ai(i−1)·n+j ]t′+k−1, [b
i
(i−1)·n+j ]t′+k−1,

[ui
(i−1)·n+j ]t′+2k−2, [a

j
(i−1)·n+j ]t′+k−1, [b

j
(i−1)·n+j ]t′+k−1, [u

j
(i−1)·n+j ]t′+2k−2.

S computes honest parties’ shares of [a(i−1)·n+j ]t′+k−1, [b(i−1)·n+j ]t′+k−1, [c(i−1)·n+j ]t′+2k−2. Accord-
ing to t shares of honest parties, S computes corrupted parties’ shares of [a(i−1)·n+j ]t′+k−1, [b(i−1)·n+j ]t′+k−1

by further setting k secrets and the share of the corrupted party with the smallest identity to be 0.
According to t shares of honest parties, S computes corrupted parties’ shares of [c(i−1)·n+j ]t′+2k−2

by further setting the secret c(i−1)·n+j such that c(i−1)·n+j = a(i−1)·n+j ∗ b(i−1)·n+j and the shares
of corrupted parties with k smallest identities to be 0.

– If exactly one party of Pi and Pj is honest, say Pi, S samples 3t′ random elements as corrupted
parties’ shares of [ai(i−1)·n+j ]t′+k−1, [b

i
(i−1)·n+j ]t′+k−1 and [ui

(i−1)·n+j ]t′+2k−2 and sends them to the

adversary on behalf of honest Pi. S also receives the honest parties’ shares of [aj(i−1)·n+j ]t′+k−1,

[bj
(i−1)·n+j ]t′+k−1, [u

j
(i−1)·n+j ]t′+2k−2 from the adversary.

Recall in Step 1.1, when emulating Frand-OLE-mal, S receives the values, aj(i−1)·n+j , bj
(i−1)·n+j ,

sj(i−1)·n+j , t
j
(i−1)·n+j , which are input to Frand-OLE-mal by the adversary. By setting k secrets of
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[aj(i−1)·n+j ]t′+k−1, [b
j
(i−1)·n+j ]t′+k−1 to be the corresponding values received from the adversary and

based on t shares of honest parties, S computes the whole sharings of [aj(i−1)·n+j ]t′+k−1, [b
j
(i−1)·n+j ]t′+k−1

by further setting the shares of the corrupted party with the smallest identity to be 0. According
to t shares of honest parties, S computes corrupted parties’ shares of [uj

(i−1)·n+j ]t′+2k−2 by setting

the secret uj
(i−1)·n+j to be sj(i−1)·n+j + tj(i−1)·n+j which are received in Step 1.1 and the shares

of corrupted parties with k smallest identities to be 0. S computes corrupted parties’ shares of
[a(i−1)·n+j ]t′+k−1, [b(i−1)·n+j ]t′+k−1 and [c(i−1)·n+j ]t′+2k−2 by adding their shares of [a

j
(i−1)·n+j ]t′+k−1,

[bj
(i−1)·n+j ]t′+k−1, [u

j
(i−1)·n+j ]t′+2k−2 computed by S and their shares of [ai(i−1)·n+j ]t′+k−1, [b

i
(i−1)·n+j ]t′+k−1,

[ui
(i−1)·n+j ]t′+2k−2 sampled by S on behalf of honest Pi.

– If both Pi and Pj are honest, S samples 6t′ random elements as corrupted parties’ shares of

[ai(i−1)·n+j ]t′+k−1, [bi
(i−1)·n+j ]t′+k−1, [ui

(i−1)·n+j ]t′+2k−2 and [aj(i−1)·n+j ]t′+k−1, [bj
(i−1)·n+j ]t′+k−1,

[uj
(i−1)·n+j ]t′+2k−2, and sends them to the adversary on behalf of honest Pi and honest Pj , re-

spectively.
S then computes the corrupted parties’ shares of [a(i−1)·n+j ]t′+k−1, [b(i−1)·n+j ]t′+k−1, [c(i−1)·n+j ]t′+2k−2

by adding their shares of [ai(i−1)·n+j ]t′+k−1, [b
i
(i−1)·n+j ]t′+k−1, [u

i
(i−1)·n+j ]t′+2k−2 and their shares of

[aj(i−1)·n+j ]t′+k−1, [b
j
(i−1)·n+j ]t′+k−1, [u

j
(i−1)·n+j ]t′+2k−2 distributed by honest Pi and honest Pj , re-

spectively.
Simulation of packed triple extraction.

3. In Step 2.1, S computes corrupted parties’ shares of [f(ℓ)]t′+k−1, [g(ℓ)]t′+k−1 for all ℓ ∈ {N+3
2 , . . . , N}.

4. In Step 2.2, S simulates the invocation of ΠBeaver as follows. For each ℓ ∈ {N+3
2 , . . . , N}, S computes

corrupted parties’ shares of [f(ℓ) + aℓ]t′+k−1, [g(ℓ) + bℓ]t′+k−1, based on which S randomly samples the
whole sharings of [f(ℓ) + aℓ]t′+k−1, [g(ℓ) + bℓ]t′+k−1. S sends shares of honest parties to Pking on behalf
honest parties. If Pking is honest, S follows the protocol honestly. On receiving honest parties’ shares of

[f(ℓ) + aℓ]k−1, [g(ℓ) + bℓ]k−1 from Pking,
– If they indeed form valid packed Shamir sharings of degree k − 1, S recovers the whole sharings of

[f(ℓ) + aℓ]k−1, [g(ℓ) + bℓ]k−1 and then reconstructs the secrets f(ℓ) + aℓ, f(ℓ) + bℓ. Then S computes
∆xℓ = (f(ℓ) + aℓ)− (f(ℓ)+aℓ) and ∆yℓ = (g(ℓ) + bℓ)− (g(ℓ)+bℓ). Then S computes the corrupted
parties’ shares of [f(ℓ) ∗ g(ℓ)]t′+2k−2 by

[f(ℓ) ∗ g(ℓ)]t′+2k−2 =[f(ℓ) + aℓ]k−1 · [g(ℓ) + bℓ]k−1 − [aℓ]t′+k−1 · [g(ℓ) + aℓ]k−1

− [bℓ]k−1 · [f(ℓ) + aℓ]k−1 + [cℓ]t′+2k−2.

– Otherwise, if Pking distributes some packed Shamir sharings that are not of degree k− 1, S will later
abort on behalf of honest parties when simulating Πverify-deg.

5. In Step 2.3, S simulates the invocation of Πverify-deg as follows. S emulates Fcoin honestly. Recall that for
all degree-(k−1) packed Shamir sharings generated in ΠBeaver, S has learnt the shares of honest parties.
Therefore, S honestly follows the rest of steps in Πverify-deg. If no party aborts at the end of Πverify-deg

but there exists a degree-(k − 1) packed Shamir sharing such that the shares of honest parties do not
form a valid degree-(k − 1) packed Shamir sharing, S outputs ⊥ and halts.

6. In Step 2.5, S simulates the invocation of Πdeg-reduce as follows.
– In Step 2, S simulates each invocation ofΠrand(Σ1) as follows. When each honest Pi distributes a pair

of random double sharings ([r(i)]t′+k−1, [r
(i)]t′+2k−2), S samples random 2t′ elements as corrupted

parties’ shares and sends them to the adversary on behalf of honest Pi. When each corrupted Pi

distributes a random pair of double sharings ([r(i)]t′+k−1, [r
(i)]t′+2k−2), S receives from the adversary

the shares of honest parties and records them. Based on t shares of honest parties, S computes the
whole sharing of [r(i)]t′+k−1 by setting k secrets and the share of the corrupted party with the
smallest identity to be 0. Based on t shares of honest parties and k secrets, S computes the whole
sharing of [r(i)]t′+2k−2 by further setting the shares of corrupted parties with k smallest identities
to be 0. Then S computes the corrupted parties’ shares of {[r(i)]t′+k−1, [r(i)]t′+2k−2}i∈[n−t′] as linear
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combinations of their shares of {[r(i)]t′+k−1, [r
(i)]t′+2k−2}i∈[n].

Hence, S computes the corrupted parties’ shares of ([uℓ]t′+k−1, [uℓ]t′+2k−2) for each ℓ ∈ [N ].
– In Step 3, recall S learnt corrupted parties’ shares of [h(ℓ)]t′+2k−2 = [f(ℓ)∗g(ℓ)]t′+2k−2 for ℓ ∈ [N+1

2 ]

and [h(ℓ)]t′+2k−2 = [f(ℓ) ∗ g(ℓ)]t′+2k−2 for ℓ ∈ {N+3
2 , . . . , N}. Then for each ℓ ∈ [N ], S computes

corrupted parties’ shares of [h(ℓ) + uℓ]t′+2k−2. Based on shares of corrupted parties, S randomly
samples the whole sharing of [h(ℓ) + uℓ]t′+2k−2 and sends the shares of honest parties to Pking on
behalf of honest parties. If Pking is honest, S follows the protocol honestly. On receiving honest parties’

shares of [h(ℓ) + uℓ]t′+k−1 from Pking, S computes corrupted parties’ shares of [h(ℓ) + uℓ]t′+k−1 based

on t honest parties’ shares and further setting k secrets to be h(ℓ)+uℓ and the share of the corrupted
party with the smallest identity to be 0. Then S computes corrupted parties’ shares of [h(ℓ)]t′+k−1

by

[h(ℓ)]t′+k−1 = [h(ℓ) + uℓ]t′+k−1 − [uℓ]t′+k−1.

– Notice for each ℓ ∈ [N+1
2 ],

h(ℓ) = h(ℓ) + uℓ − uℓ

= f(ℓ) ∗ g(ℓ).

For each ℓ ∈ {N+3
2 , . . . , N},

h(ℓ) =h(ℓ) + uℓ − uℓ

=f(ℓ) ∗ g(ℓ)

=f(ℓ) + aℓ · g(ℓ) + bℓ − aℓ · g(ℓ) + bℓ − bℓ · f(ℓ) + aℓ + cℓ

=f(ℓ) ∗ g(ℓ) +∆xℓ ∗ g(ℓ) + f(ℓ) ∗∆yℓ +∆xℓ ∗∆yℓ

=f(ℓ) ∗ g(ℓ) +∆xℓ ∗ g(ℓ) + f(ℓ) ∗∆yℓ +∆zℓ,

where ∆zℓ = ∆xℓ ∗∆yℓ for all ℓ ∈ {N+3
2 , . . . , N} and {∆xℓ, ∆yℓ, ∆zℓ}ℓ∈{N+3

2 ,...,N} are all known to

the adversary. To compute corrupted parties’ shares of [h(ℓ) −∆zℓ]t′+k−1, S subtracts their shares
of [h(ℓ)]t′+k−1 with their shares of [∆zℓ]t′+k−1 which is computed by setting k secrets to be ∆zℓ and
t honest parties’ shares together with the share of the corrupted party with the smallest identity to
be 0. Later, we abuse the notation to set h(ℓ)← h(ℓ)−∆zℓ.
Define a vector h of k degree-(N − 1) polynomials as [h(ℓ)]t′+k−1 = [h(ℓ)]t′+k−1 for all ℓ ∈ [N ].
Therefore, so far, all parties hold their shares of {[f(ℓ)]t′+k−1, [g(ℓ)]t′+k−1, [h(ℓ)]t′+k−1}ℓ∈[N ], where
for each ℓ ∈ [N ],

h(ℓ) = f(ℓ) ∗ g(ℓ) +∆xℓ ∗ g(ℓ) + f(ℓ) ∗∆yℓ

and ∆xℓ = ∆yℓ = 0 for all ℓ ∈ [N+1
2 ].

Simulation of triple verification.
7. In Step 3.1, S emulates Fcoin honestly to generate a random element r. If r ∈ {N + 1, . . . , N + N−2

4 }, S
aborts on behalf of honest parties.

8. In Step 3.2, S emulates Fcom honestly and learns the corrupted parties’ shares of ([f(r)]t′+k−1, [g(r)]t′+k−1, [h(r)]t′+k−1).
9. Recall that S learnt {∆xℓ, ∆yℓ}ℓ∈[N ]. In Step 3.3, the simulation of the rest of steps depends on whether
{∆xℓ, ∆yℓ}ℓ∈[N ] satisfies the requirements stated below. Before that, we describe the notations which
are necessary to present the requirements.
Notations.
– Denote the set of indices of corrupted virtual parties by E . Let E1 = E ∩ [N+1

2 ] and E2 = E ∩
{N+3

2 , . . . , N}.
– Set D1 as a set of indices of honest virtual parties with |E2| smallest indices in [N+1

2 ] \ E1. r
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– Let λi(j) =
∏

i1∈E1∪E2∪D,i1 ̸=i
j−i1
i−i1

, which denotes the Lagrange coefficients of the degree-(N−1
2 )

polynomial defined by N+1
2 evaluation points in E1 ∪E2 ∪D. Then λi(j) is polynomial of degree N−1

2
in j.

– Let µi(j) =
∏

i2∈[N ],i2 ̸=i
j−i2
i−i2

, which denotes the Lagrange coefficients of the degree-(N − 1) polyno-

mial defined by N evaluation points in [N ]. Then µi(j) is a polynomial of degree N − 1 in j.
Then the requirements are stated below.
– {∆xv}v∈D∪D1∪D2

defines a vector of degree-N−1
2 polynomials Q such that Q(v) = ∆xv for all

v ∈ D ∪ D1 ∪ D2.
– {∆yv}v∈D∪D1∪D2

defines a vector of degree-N−1
2 polynomials P such that P(v) = ∆yv for all

v ∈ D ∪ D1 ∪ D2.

– If the requirements above are satisfied, then S computes corrupted parties’ shares of ([f(r) +
Q(r)]t′+k−1, [g(r) + P(r)]t′+k−1, [h(r) + (P ∗ Q − D)(r)]t′+k−1) as follows, where D(r) is a vec-

tor of k polynomials of degree N −1 defined as
∑N

ℓ=1 µℓ(r) ·∆yℓ ∗
∑

i∈E1∪E2
λi(ℓ) · f(i)+

∑N
ℓ=1 µℓ(r) ·

∆xℓ ∗
∑

i∈E1∪E2
λi(ℓ) · g(i).

• S first computes corrupted parties’ shares of ([f(r)]t′+k−1, [g(r)]t′+k−1, [h(r)]t′+k−1) as linear
combinations of their shares of {[f(ℓ)]t′+k−1, [g(ℓ)]t′+k−1, [h(ℓ)]t′+k−1}ℓ∈[N ].
• S computes corrupted parties’ shares of [Q(r)]t′+k−1, [P(r)]t′+k−1, [(P∗Q−D)(r)]t′+k−1) based
on k secrets and by further setting the shares of t honest parties plus the corupted party with
the smallest identity to be 0.
• Then S computes corrupted parties’ shares of ([f(r)+Q(r)]t′+k−1, [g(r)+P(r)]t′+k−1, [h(r)+(P∗
Q −D)(r)]t′+k−1) by adding their shares of ([f(r)]t′+k−1, [g(r)]t′+k−1, [h(r)]t′+k−1) and shares
of [Q(r)]t′+k−1, [P(r)]t′+k−1, [(P ∗Q−D)(r)]t′+k−1).

Then S samples random elements as f(r) +Q(r) and g(r) +P(r), computes h(r) + (P ∗Q−D)(r)
as (f(r) +Q(r)) ∗ (g(r) +P(r)), and computes honest parties’ shares of ([f(r) +Q(r)]t′+k−1, [g(r) +
P(r)]t′+k−1, [h(r) + (P ∗Q−D)(r)]t′+k−1) based on the corrupted parties’ shares and the sampled
secrets. S then follows the rest of steps honestly.

– However, if one of the requirements is not satisfied, S samples random elements as {f(ℓ),g(ℓ)}ℓ∈D,
computes honest parties’ shares of {[f(ℓ)]t′+k−1, [g(ℓ)]t′+k−1}ℓ∈D based on corrupted parties’ shares
and the sampled secrets, then computes honest parties’ shares of {[f(ℓ)]t′+k−1, [g(ℓ)]t′+k−1, [h(ℓ)]t′+k−1}ℓ∈[N ].

Hence, S can honestly compute honest parties’ shares of ([f(r)]t′+k−1, [g(r)]t′+k−1, [h(r)]t′+k−1) and
follows the rest of the steps honestly. If no party aborts, S outputs ⊥ and halts.

Simulation of output.
10. S simulates the honest parties’ outputs as follows.

– If one of the verifications fails, S sends reject to Fpacked-triple-mal.
– If all verifications pass, for each ℓ ∈ [N−2

4 ], S sends the corrupted parties’ shares of [f(N+ℓ)+Q(N+

ℓ)]t′+k−1, [g(N + ℓ)+P(N + ℓ)]t′+k−1, [h(N + ℓ)+ (P ∗Q−D)(N + ℓ)]t′+k−1 to Fpacked-triple-mal and
further replies with accept, where P,Q,D are vectors of polynomials defined above.

S outputs what the adversary outputs.

Before presenting the hybrid arguments, we first show Lemma 2 and 3, which imply the effectiveness
of Πverify-deg and triple verification, respectively, and are crucial to prove the validity of the simulation.

Lemma 2. If there exists i ∈ [m] such that the shares of [zi]k−1 of honest parties do not correspond to a valid
degree-(k−1) packed Shamir sharing, with probability at least 1− m−1

|F| , all honest parties abort in Πverify-deg.

Proof (Proof of Lemma 2). By Fcoin, all parties obtain a uniformly random element λ. Consider the poly-
nomial

[F(λ)]k−1 = [z1]k−1 + [z2]k−1 · λ+ . . .+ [zm]k−1 · λm−1.

By Lagrange interpolation, for any m different elements λ1, λ2, . . . , λm, there is a one-to-one linear map
from {[F(λi)]k−1}i∈[m] to {[zi]k−1}i∈[m]. Thus, if there exists i ∈ [m] such that the honest parties’ shares of
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[zi]k−1 do not correspond to a valid degree-(k − 1) packed Shamir sharing, then the number of λ ∈ F such
that the shares of [F(λ)]k−1 of honest parties correspond to a valid degree-(k − 1) packed Shamir sharing is
bounded by m− 1. Since λ is sampled uniformly at random, the probability of sampling such a λ is at most
m−1
|F| . Note for λ such that the honest parties’ shares of [F(λ)]k−1 do not correspond to a valid degree-(k−1)

packed Shamir sharing, all honest parties will abort. ⊓⊔

Notations for Lemma 3.

– Denote the set of indices of corrupted virtual parties by E . Let E1 = E∩[N+1
2 ] and E2 = E∩{N+3

2 , . . . , N}.
– Set D1 as a set of indices of honest virtual parties with |E2| smallest indices in [N+1

2 ] \ E1. Let D =

[N+1
2 ] \ (E1 ∪D1) and D2 = {N+3

2 , . . . , N} \ E2. It is clear that D∪D1 ∪D2 is the set of indices of honest

virtual parties and |D| = N+2
4 , |D|+ |E1|+ |E2| = N+1

2 .

– Let λi(j) =
∏

i1∈E1∪E2∪D,i1 ̸=i
j−i1
i−i1

, which denotes the Lagrange coefficients of the degree-(N−1
2 ) poly-

nomial defined by N+1
2 evaluation points in E1 ∪ E2 ∪ D. Then λi(j) is polynomial of degree N−1

2 in
j.

– Let µi(j) =
∏

i2∈[N ],i2 ̸=i
j−i2
i−i2

, which denotes the Lagrange coefficients of the degree-(N − 1) polynomial

defined by N evaluation points in [N ]. Then µi(j) is a polynomial of degree N − 1 in j.

Lemma 3. If one of the following requirements on {∆xv, ∆yv}v∈[N ] is not satisfied, then at least one honest
party will either abort or take reject as the output with overwhelming probability.

– {∆xv}v∈D∪D1∪D2
defines a vector of degree-N−1

2 polynomials Q such that Q(v) = ∆xv for all v ∈
D ∪ D1 ∪ D2.

– {∆yv}v∈D∪D1∪D2
defines a vector of degree-N−1

2 polynomials P such that P(v) = ∆yv for all v ∈
D ∪ D1 ∪ D2.

Proof (Proof of Lemma 3). Notice that for ℓ ∈ [N ], we have h(ℓ) = f(ℓ) ∗ g(ℓ) +∆yℓ ∗ f(ℓ) +∆xℓ ∗ g(ℓ),
where ∆xℓ, ∆yℓ are known to S. We want to figure out the necessary and sufficient condition on the choices
of {∆xℓ, ∆yℓ}ℓ∈[N ] for the adversary to pass the triple verification (with overwhelming probability).

– On the one hand, as h(r) is a linear combination of {h(ℓ)}ℓ∈[N ] and each f(ℓ) is a linear combination of

{f(i)}i∈D∪E , we can compute the linear error of h(r) with respect to f(i) for each i ∈ D.
– On the other hand, in the verification, the adversary is supposed to provide a (virtual) linear error∆yr on

f(r), a linear error ∆xr on g(r), and an additive error ∆zr. Let h̃(r) = (f(r)+∆xr)∗(g(r)+∆yr)+∆zr.
Like above, since f(r) is a linear combination of {f(i)}i∈D∪E , we can also compute the linear error of
h̃(r) with respect to f(i) for each i ∈ D.

Since {f(i)}i∈D are mutually independent and uniform variables that are unknown to the adversary, to pass
the verification with overwhelming probability, it requires the linear error of h(r) with respect to f(i) equals
to the linear error of h̃(r) with respect to f(i) for each i ∈ D. Hence, in the following, we will compute the
linear errors of both h(r) and h̃(r) with respect to f(i) for each i ∈ D.

On the one hand, notice that

h(r) = f(r) ∗ g(r) +
N∑
ℓ=1

µℓ(r) ·∆yℓ ∗ f(ℓ) +
N∑
ℓ=1

µℓ(r) ·∆xℓ ∗ g(ℓ)

and

N∑
ℓ=1

µℓ(r) ·∆yℓ ∗ f(ℓ) =
N∑
ℓ=1

µℓ(r) ·∆yℓ ∗
(∑
i∈D

λi(ℓ) · f(i) +
∑

i∈E1∪E2

λi(ℓ) · f(i)
)

=

N∑
ℓ=1

µℓ(r) ·∆yℓ ∗
∑

i∈E1∪E2

λi(ℓ) · f(i) +
∑
i∈D

( N∑
ℓ=1

µℓ(r) · λi(ℓ) ·∆yℓ

)
∗ f(i).
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Hence, for each i ∈ D, the linear error of h(r) with respect to f(i) is

N∑
ℓ=1

µℓ(r) · λi(ℓ) ·∆yℓ. (1)

On the other hand, notice that

h̃(r) = f(r) ∗ g(r) +∆yr ∗ f(r) +∆xr ∗ g(r) +∆xr ∗∆yr

and

∆yr ∗ f(r) = ∆yr ∗
(∑
i∈D

λi(r) · f(i) +
∑

i∈E1∪E2

λi(r) · f(i)
)

= ∆yr ∗
∑

i∈E1∪E2

λi(r) · f(i) +
∑
i∈D

λi(r) ·∆yr ∗ f(i).

Hence, for each i ∈ D, the linear error of h̃(r) with respect to f(i) is

λi(r) ·∆yr. (2)

Combining Equation 1 and 2, to pass the verification, it requires that for each i ∈ D,

∆yr =

∑N
ℓ=1 µℓ(r) · λi(ℓ) ·∆yℓ

λi(r)
≜ Pi(r).

Since λi(ℓ) = 0 for all ℓ ∈ D ∪ E1 ∪ E2 \ {i} and λi(i) = 1, then we have

Pi(r) =
µi(r)

λi(r)
·∆yi +

∑
j∈D1∪D2

µj(r) · λi(j)

λi(r)
·∆yj

=

∏
i1∈[N ],i1 ̸=i

(
r−i1
i−i1

)∏
i2∈D∪E1∪E2,i2 ̸=i

(
r−i2
i−i2

) ·∆yi +
∑

j∈D1∪D2

µj(r) · λi(j)

λi(r)
·∆yj

=
∏

i3∈D1∪D2

(r − i3
i− i3

)
·∆yi +

∑
j∈D1∪D2

µj(r) · λi(j)

λi(r)
·∆yj

=
∏

i3∈D1∪D2

(r − i3
i− i3

)
·∆yi +

∑
j∈D1∪D2

∏
j1∈[N ],j1 ̸=j

(
r−j1
j−j1

)
·
∏

j2∈E1∪E2∪D,j2 ̸=i

(
j−j2
i−j2

)∏
j3∈E1∪E2∪D,j3 ̸=i

(
r−j3
i−j3

) ·∆yj

=
∏

i3∈D1∪D2

(r − i3
i− i3

)
·∆yi +

∑
j∈D1∪D2

∏
j4∈D1∪D2,j4 ̸=j

(r − j4
j − j4

)
·∆yj .

Considering the coefficients of ∆yi and {∆yj}j∈D1∪D2
, we know Pi(r) is a vector of k degree-(N−1

2 ) poly-
nomials in r satisfying that Pi(v) = ∆yv holds for all v ∈ {i} ∪ D1 ∪ D2.

In order to pass the verification, it requires ∆yr = Pi(r) for all i ∈ D, which means Pi(r) defines the
same vector of polynomials for all i ∈ D. Hence, it requires if we define a vector P(·) of k polynomials such
that P(v) = ∆yv for all v ∈ D ∪ D1 ∪ D2, then P(·) will be a vector of k polynomials of degree N−1

2 .

Similarly, passing the verification also requires there exists a vector Q(·) of k polynomials of degree N−1
2

such that Q(v) = ∆xv for all v ∈ D ∪ D1 ∪ D2.

As for additive errors, supposing the conditions on linear errors {∆xv, ∆yv}v∈D∪D1∪D2
are already sat-

isfied, then passing the verification implies the adversary is able to provide ∆zr such that (f(r) + ∆xr) ∗
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(g(r) +∆yr) = h(r) +∆zr and thus the following equation holds.

N∑
ℓ=1

µℓ(r) ·∆yℓ ∗
∑

i∈E1∪E2

λi(ℓ) · f(i) +
N∑
ℓ=1

µℓ(r) ·∆xℓ ∗
∑

i∈E1∪E2

λi(ℓ) · g(i) (3)

=∆xr ∗∆yr −∆zr (4)

=P(r) ∗Q(r)−∆zr (5)

Notice Equation 3 defines a vector of k degree-(N − 1) polynomials in r, which will be denoted by D(r).
Hence, to pass the verification, the adversary sets ∆zr = P(r) ∗ Q(r) − D(r), which is also a vector of
degree-(N − 1) polynomials. ⊓⊔

We now show that the distribution of the output in the ideal world is statistically close to that in the real
world by using the following hybrid arguments.

Hyb0: In this hybrid, we consider the execution in the real world.
Hyb1: In the following small hybrids, we focus on the simulation of packed Beaver triple distribution.
Hyb1,1: In this hybrid, instead of invoking Frand-OLE-mal, S emulates the interaction between Frand-OLE-mal

and the adversary itself by receiving the values chosen by the adversary and sending them back to the ad-
versary. Hyb1,1 and Hyb0 have the same distributions.

Hyb1,2: In this hybrid, for each committee and each honest Pi contained in the committee, we change
the way of generating each degree-(t′ + k − 1) packed Shamir sharing and each degree-(t′ + 2k − 2) packed
Shamir sharing. We first generate the shares of corrupted parties, then sample the whole sharings based
on the shares of corrupted parties. For each committee containing at least one honest party Pi, we delay
the sampling of Pi’s secrets until the beginning of packed triple extraction, which is feasible since the
simulation now does not use the honest parties’ secrets. Hyb1,2 and Hyb1,1 have the same distributions.

Hyb1,3: In this hybrid, we record the honest parties’ shares distributed by the adversary. We further
compute the corrupted parties’ shares in the way mentioned in the simulation when simulating Step 1.2.
Denote by E the set of indices of the triples that are distributed by corrupted virtual parties. Hence, we have
|E| = N

4 . To summarize, for each ℓ ∈ E , we know the whole packed Beaver triple while we only know the
shares of corrupted parties for triples with index ℓ ∈ [N ]\E . Hyb1,3 and Hyb1,2 have the same distributions.

Hyb2: In the following small hybrids, we focus on the simulation of packed triple extraction which
mainly involves the simulation of ΠBeaver, Πverify-deg and Πdeg-reduce.

Hyb2,1: In this hybrid, for each ℓ ∈ {N+3
2 , . . . , N}, we further compute the corrupted parties’ shares of

[f(ℓ)]t′+k−1, [g(ℓ)]t′+k−1 which are linear combinations of their shares of {[ai]t′+k−1, [bi]t′+k−1}i∈[N+1
2 ] with

Lagrange coefficients. Hyb2,1 and Hyb1,3 have the same distributions.

Hyb2,2: In this hybrid, supposing E1 = E ∩ [N+1
2 ] and E2 = E \ E1, we change the way of generating

the secrets of triples with the indices that are the first |E2| elements in the set [N+1
2 ] \ E1 and denote such

a set by D1. We first randomly sample 2 · |E2| · k elements as the secrets {f(ℓ),g(ℓ)}ℓ∈E2
and compute

the secrets {f(ℓ),g(ℓ)}ℓ∈D1
as linear combinations of {f(ℓ),g(ℓ)}ℓ∈[N+1

2 ]∪E2\D1
with Lagrange coefficients.

Because there is a one-to-one corresponding between {f(ℓ),g(ℓ)}ℓ∈D1
and {f(ℓ),g(ℓ)}ℓ∈E2

given values in
{f(ℓ),g(ℓ)}ℓ∈[N+1

2 ]\D1
, Hyb2,2 and Hyb2,1 have the same distributions.

Hyb2,3: In this hybrid, when invokingΠBeaver with a packed Beaver triple ([aℓ]t′+k−1, [bℓ]t′+k−1, [cℓ]t′+2k−2)
of index ℓ with ℓ ∈ E2, we change the way of computing honest parties’ shares of [f(ℓ) + aℓ]t′+k−1. We first
compute corrupted parties’ shares of [f(ℓ)+aℓ]t′+k−1 by adding up their shares of [f(ℓ)]t′+k−1 and [aℓ]t′+k−1,
then randomly sample k elements as f(ℓ) + aℓ, and compute the honest parties’ shares of [f(ℓ) + aℓ]t′+k−1

based on the sampled secrets and the corrupted parties’ shares. We compute the honest parties’ shares
of [f(ℓ)]t′+k−1 by subtracting their shares of [f(ℓ) + aℓ]t′+k−1 with their shares of [aℓ]t′+k−1. Similarly, we
change the way of computing honest parties’ shares of [g(ℓ)+bℓ]t′+k−1. By the randomness of {f(ℓ),g(ℓ)}ℓ∈E2

,
Hyb2,3 and Hyb2,2 have the same distributions.

Hyb2,4: In this hybrid, when invokingΠBeaver with a packed Beaver triple ([aℓ]t′+k−1, [bℓ]t′+k−1, [cℓ]t′+2k−2)
of index ℓ with ℓ ̸∈ E , we change the way of computing honest parties’ shares of [f(ℓ) + aℓ]t′+k−1. We first
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compute corrupted parties’ shares of [f(ℓ)+aℓ]t′+k−1 by adding up their shares of [f(ℓ)]t′+k−1 and [aℓ]t′+k−1,
then randomly sample k elements as f(ℓ) + aℓ, and compute the honest parties’ shares of [f(ℓ) + aℓ]t′+k−1

based on the sampled secrets and the corrupted parties’ shares. Then we compute the honest parties’ shares
of [aℓ]t′+k−1 by first determining the secrets as aℓ = (f(ℓ)+aℓ)− f(ℓ) and then computing the whole sharing
based on the secrets and the shares of corrupted parties. We also change the way of computing honest par-
ties’ shares of [g(ℓ) + bℓ]t′+k−1 similarly. Since aℓ,bℓ are uniformly random and unknown to the adversary,
Hyb2,4 and Hyb2,3 have the same distributions.

Hyb2,5: In this hybrid, we do not compute the honest parties’ shares of [aℓ]t′+k−1 and [bℓ]t′+k−1

since they are not used in simulation. Furthermore, we delay the sampling of the secrets of the triples
([aℓ]t′+k−1, [bℓ]t′+k−1, [cℓ]t′+2k−2) with index ℓ such that ℓ ∈ [N+1

2 ]\(E1∪D1) until the beginning ofΠverify-deg,
which is feasible since we do not use them in the current simulation. Hyb2,5 and Hyb2,4 have the same
distributions.

Hyb3: In the following small hybrids, we focus on the simulation of Πverify-deg and Πdeg-reduce.

Hyb3,1: In this hybrid, instead of invoking Fcoin to generate a random element, S samples by itself.
Furthermore, we additionally check whether Pking each time distributes valid degree-(k − 1) packed Shamir
sharings before checking whether the opened shares of [z]k−1 form a valid degree-(k − 1) packed Shamir
sharing. If S has detected Pking does not distribute some valid degree-(k − 1) packed Shamir sharings but
the verification passes (i.e. the opened shares of [z]k−1 form a valid degree-(k − 1) packed Shamir sharing),
S outputs ⊥ and halts. By Lemma 2, this happens with negligible probability. The distributions of Hyb3,1

and Hyb2,5 are statistically close.

Hyb3,2: In this hybrid, we delay the sampling of the secrets of the triples with index ℓ such that ℓ ∈
[N+1

2 ] \ (E1 ∪D1) until the beginning of Πdeg-reduce, which is feasible since we do not use them in the current
simulation. Hyb3,2 and Hyb3,1 have the same distributions.

Hyb3,3: In this hybrid, we focus on simulation of Πdeg-reduce.

Hyb3,3,1: In this hybrid, focusing on simulation of each invocation of Πrand(Σ1), we change the way

of generating sharings of ([r(i)]t′+k−1, [r
(i)]t′+2k−2) for each honest Pi. We first randomly sample 2t′ field

elements as corrupted parties’ shares, randomly sample k elements as r(i), compute [r(i)]t′+k−1 and sample
[r(i)]t′+2k−2 based on the sampled secrets and shares of corrupted parties. Hyb3,3,1 and Hyb3,2 have the
same distributions.

Hyb3,3,2: In this hybrid, focusing on simulation of each invocation ofΠrand(Σ1), we change the way of gen-
erating ([r(i)]t′+k−1, [r(i)]t′+2k−2)i∈[n−t′]. We first compute corrupted parties’ shares of ([r(i)]t′+k−1, [r(i)]t′+2k−2)i∈[n−t′],
randomly sample field elements as the secrets (ri)i∈[n−t′], compute honest parties’ shares of ([r(i)]t′+k−1, [r(i)]t′+2k−2)i∈[n−t′]

based on the sampled secrets and shares of corrupted parties. Then we compute honest parties’ shares of(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H according to the following equation

([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 = M⊤
C ·

(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈C +M⊤

H ·
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H.

Hyb3,3,2 and Hyb3,3,1 have the same distributions because given
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈C , there is a

one-to-one correspondence between ([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 and
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H.

Hyb3,3,3: In this hybrid, we do not compute honest parties’ shares of
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H and

delay the sampling of the secrets plus honest parties’ shares of ([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 , which is feasible
since they are not used in the current simulation. Hyb3,3,3 and Hyb3,3,2 have the same distributions.

Hyb3,3,4: In this hybrid, for each j ∈ [m], we change the way of computing honest parties’ shares of
[zj + uj ]t′+2k−2. We first compute corrupted parties’ shares of [zj + uj ]t′+2k−2 by adding up their shares
of [zj ]t′+2k−2 and [uj ]t′+2k−2, sample k random field elements as the secrets zj + uj , and sample honest
parties’ shares of [zj + uj ]t′+2k−2 based on the sampled secrets and shares of corrupted parties. Hyb3,3,4

and Hyb3,3,3 have the same distributions by the randomness of {[ui]t′+k−1, [ui]t′+2k−2}i∈[m].

Hyb3,3,5: In this hybrid, for each j ∈ [m], we compute corrupted parties’ shares of [zj ]t′+k−1 as described
in the simulation. The distributions of Hyb3,3,5 and Hyb3,3,4 are identical.
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Hyb3,3,6: In this hybrid, we delay the sampling of the secrets of the triples with index ℓ such that

ℓ ∈ [N+1
2 ] \ {E1 ∪D1} until the beginning of triple verification, which is feasible since we do not use them

in the current simulation. Hyb3,3,6 and Hyb3,3,5 have the same distributions.
Hyb4: In the following small hybrids, we focus on simulation of triple verification.
Hyb4,1: In this hybrid, we additionally check whether {∆xℓ, ∆yℓ}ℓ∈[N ] computed as described in the

simulation satisfies the requirements listed in Lemma 3. If one of the requirements is not satisfied, S simulates
the rest of the protocol as described above. The only difference is that, if the verification in the protocol
passes, i.e. the opened shares of ([f(r) + ∆xr]t′+k−1, [g(r) + ∆yr]t′+k−1, [h(r) + ∆zr]t′+k−1) satisfy the
required two items, S outputs ⊥ and halts, which happens with negligible probability due to Lemma 3. The
distributions of Hyb4.1 and Hyb3.3.6 are statistically close.

Hyb4,2: In this hybrid, if {∆xℓ, ∆yℓ}ℓ∈[N ] computed as described in the simulation satisfies the require-
ments listed in Lemma 3, S simulates as described above. The only difference is that S samples random
elements as {f(ℓ),g(ℓ)}ℓ∈{r,N+1,...,N+N−2

4 } and computes {f(ℓ),g(ℓ)}ℓ∈[N+1
2 ]\{E1∪D1} as linear combinations

of {f(ℓ),g(ℓ)}ℓ∈E1∪E2∪{r,N+1,...,N+N−2
4 }. Then S computes honest parties’ shares of {[f(ℓ)+∆xℓ]t′+k−1, [g(ℓ)+

∆yℓ]t′+k−1, [h(ℓ)+∆zℓ]t′+k−1}ℓ∈{r,N+1,...,N+N−2
4 } based on the sampled secrets and shares of corrupted par-

ties. Since given the values of {f(ℓ),g(ℓ)}ℓ∈E1∪E2 , there is a one-to-one corresponding between {f(ℓ),g(ℓ)}ℓ∈[N+1
2 ]\{E1∪D1}

and {f(ℓ),g(ℓ)}ℓ∈{r,N+1,...,N+N−2
4 }. Hyb4,2 and Hyb4,1 have the same distributions.

Hyb4,3: In this hybrid, if {∆xℓ, ∆yℓ}ℓ∈[N ] computed as described in the simulation satisfies the require-
ments listed in Lemma 3, S simulates as description above. The differences are that 1) S samples random
elements as {f(ℓ) +Q(ℓ),g(ℓ) + P(ℓ)}ℓ∈{r,N+1,...,N+N−2

4 }, and 2) if r ∈ {N + 1, . . . , N + N−2
4 }, S outputs

⊥ and halts. Since {f(ℓ),g(ℓ)}ℓ∈{r,N+1,...,N+N−2
4 } are random values in Hyb4,2 and that the probability

that r ∈ {N + 1, . . . , N + N−2
4 } for a random r is negligible. The distributions of Hyb4,3 and Hyb4,2 are

statistically close.
Hyb4,3: In this hybrid, if {∆xℓ, ∆yℓ}ℓ∈[N ] computed as described in the simulation satisfies the require-

ments listed in Lemma 3, S delays the sampling of {f(ℓ) + Q(ℓ),g(ℓ) + P(ℓ)}ℓ∈{N+1,...,N+N−2
4 } until the

end of triple verification, which is feasible since they are not used in the current simulation. Hyb4,3 and
Hyb4,2 have the same distributions.

Hyb5: In this hybrid, we focus on simulating the honest parties’ outputs by interacting with Fpacked-triple-mal.

– If one of invocations of Πverify-deg or triple verification fails, S sends reject to Fpacked-triple-mal.
– If all verifications pass, S sends the corrupted parties’ shares of {[f(ℓ)+Q(ℓ)]t′+k−1, [g(ℓ)+P(ℓ)]t′+k−1, [h(ℓ)+

(P ∗Q−D)(ℓ)]t′+k−1}ℓ∈{r,N+1,...,N+N−2
4 } to Fpacked-triple-mal and further replies with accept.

The only difference is that Fpacked-triple-mal will take the role of S to sample the honest parties’ shares of
output triples in the same way as S does. Hyb5 and Hyb4,3 have the same distributions.

Since Hyb5 corresponds to the ideal world, Πrand-packed-triple securely computes Fpacked-triple-mal in
the Frand-OLE-mal, Fcoin, Fcom-hybrid model. ⊓⊔

Reducing number of committees. Following [HIK07], we translate a choice of committees to the construction
of a bipartite graph, which makes it possible for us to take advantage of explicit constructions of disperser in
graph theory in order to further optimize the cost. In particular, consider a bipartite graph with N vertices
on the left representing N committees and n vertices on the right representing n parties. An edge connecting
the i-th vertex on the left with the j-th vertex on the right represents the i-th committee contains the j-th
party, for some i ∈ [N ], j ∈ [n]. Every committee has d edges connecting it to all the parties it consists of.
Recall that to extract a constant ratio of packed Beaver triples, we require a γ fraction of packed Beaver
triples with their secrets unknown to the adversary and γ is expected to be strictly larger than 1

2 . In other
words, it is required that the percentage of honest committees strictly exceeds 1

2 regardless how an adversary
chooses at most t′ corrupted parties. Translating this requirement into the language of graph theory, we are
supposed to construct a bipartite graph such that any (1− γ) ·N vertices on the left are connected to more
than t′ vertices on the right such that γ > 1

2 . From the construction in [GKRT05] (Lemma 3.1), we obtain
the following corollary.
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Corollary 1. There exists an explicit construction where there are N = n + o(n) committees and each of
them is of constant size d such that any 1

4 · N committees contain at least 1
2 · n parties, which implies that

for any adversary corrupting at most 1
2 · n parties, there are at least 3

4 ·N honest virtual parties.

Notice that reducing number of committees does not benefit the asymptotic communication cost to pre-
pare packed Beaver triples assuming OLE correlations. Instead, when instantiating Frand-OLE-mal using OT
extension methods as sketched in Section 2.3, the total communication cost (circuit-independent part) will
decrease if the number of committees is reduced as we are supposed to prepare OLE correlations for every
pair of parties inside every committee.

4.2 Instantiating Preprocessing Phase in [GPS22]

To achieve malicious security, [GPS22] extends the idea of using information-theoretic MACs to authenticated
packed Shamir sharings. Before the computation, all parties will prepare a random degree-(n − k) packed
Shamir sharing of [γ]n−k with γ = (γ, γ, . . . , γ) ∈ Fk. Along the computation, a degree-(n − k) packed
Shamir sharing [x]n−k is authenticated by computing a degree-(n− k) packed Shamir sharing of [γ ∗ x]n−k.
Intuitively, the security comes from that if the adversary changes the secret from x to x′, they also need
to change the secret from γ ∗ x to γ ∗ x′. Since γ ∈ F is chosen uniformly at random and unknown to the
adversary, the probability that such an attack succeeds is bounded by 1

|F| , which is negligible.

In the following part, we will show how to use packed Beaver triples prepared by Fpacked-triple-mal to
instantiate the preprocessing phase of [GPS22] following [BY24].

Preprocessing functionality. We first recall the preprocessing functionality required by [GPS22] in Fprep-mal

which mainly targets to prepare a MAC key sharing in the form of [γ]n−k with γ = (γ, γ, . . . , γ) ∈ Fk, a
packed random authenticated sharing in the form of [[r]] = ([r]n−k, [γ ∗ r]n−k) plus a packed authenticated
sharing ([∆]n−k, [∆ ∗ r]n−k) under another MAC key ∆ ∈ Fk for each group of k input and output gates,
and a packed authenticated triple in the form of ([[a]]n−k, [[b]]n−k, [[c]]n−k) for each group of k multiplication
gates. Recall that t′ + k − 1 = n− k.

Functionality 3: Fprep-mal

Fprep-mal receives the set of corrupted parties, denoted by C. Fprep-mal samples a random field element
γ ∈ F and sets γ = (γ, γ, . . . , γ) ∈ Fk. Let d ∈ {n− k, n− 1}. We define the following two procedures.

– RandSharing(r, d): Fprep-mal receives from the adversary a set of shares {rj}j∈C . Then Fprep-mal

samples a random degree-d packed Shamir sharing [r]d such that for all Pj ∈ C, the j-th share of
[r]d is rj . Finally, Fprep-mal distributes the shares of [r]d to honest parties.

– AuthSharing(r): Fprep-mal receives from the adversary a set of shares {(rj , uj)}j∈C .
Then Fprep-mal computes two degree-(n − k) packed Shamir sharings ([r]n−k, [γ ∗ r]n−k) such
that for all Pj ∈ C, the j-th shares of ([r]n−k, [γ ∗ r]n−k) are rj , uj , respectively. Finally, Fprep-mal

distributes the shares of [[r]] = ([r]n−k, [γ ∗ r]n−k) to honest parties.

The ideal functionality Fprep-mal runs the following steps.

1. Fprep-mal invokes RandSharing(γ, n− k) to prepare [γ]n−k.
2. For every group of k input gates and output gates:

(a) Fprep-mal samples a random vector r ∈ Fk and invokes AuthSharing(r) to prepare [[r]]n−k.
(b) Fprep-mal samples a random vector ∆ ∈ Fk and invokes RandSharing(∆, n−k) and Rand-

Sharing(∆ ∗ r, n− k) to prepare ([∆]n−k, [∆ ∗ r]n−k).
(c) For every group of k output gates, Fprep-mal invokes RandSharing(0, n − 1) to prepare

[o]n−1, where o = 0 ∈ Fk.
3. For every group of k multiplication gates:

(a) Fprep-mal samples two random vector a,b ∈ Fk and computes c = a ∗ b.
Then, Fprep-mal invokes AuthSharing(a), AuthSharing(b), and AuthSharing(c) to pre-
pare ([[a]]n−k, [[b]]n−k, [[c]]n−k).
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(b) Fprep-mal invokes two times of RandSharing(0, n− 1) to prepare [o(1)]n−1, [o
(2)]n−1, where

o(1) = o(2) = 0 ∈ Fk.
4. All parties prepare the following random sharings for the verification of the computation:

(a) All parties invoke two times of RandSharing(0, n− 1) to prepare [o(1)]n−1, [o
(2)]n−1, where

o(1) = o(2) = 0 ∈ Fk.
(b) Fprep-mal receives from the adversary a set of shares {(rj , r′j)}j∈C . Then Fprep-mal samples a

random field element r and computes γ · r. Fprep-mal randomly generates a pair of additive
sharings (⟨r⟩, ⟨γ · r⟩) such that for all Pj ∈ C, the j-th shares of (⟨r⟩, ⟨γ · r⟩) are rj , r

′
j

respectively. Finally, Fprep-mal distributes the shares of (⟨r⟩, ⟨γ · r⟩) to honest parties.

Our construction. We now present our protocol towards realizing Fprep-mal inΠprep-mal assuming Fpacked-triple-mal

provides packed Beaver triples for all parties. As mentioned above, there are three main kinds of prepro-
cessing data that are supposed to be generated, a MAC key sharing, random packed authenticated sharings,
and packed authenticated triples. As for the MAC key sharing, all parties follow the extraction approach,
where each party Pi distributes a random degree-(t′ + k− 1) packed Shamir sharing [γ(i)]t′+k−1 with secret
in the form of γ(i) = (γ(i), γ(i), . . . , γ(i)) ∈ Fk. All parties then locally apply the Vandermonde matrix M⊤

to extract random sharings {[γ(i)]t′+k−1}i∈[n−t′] and choose the first one as the MAC key sharing [γ]t′+k−1.

Random packed authenticated sharings. To prepare random packed authenticated sharings in the form of
[[r]]t′+k−1 = ([r]t′+k−1, [γ ∗ r]t′+k−1) with a random r, all parties first invoke Fpacked-triple-mal to obtain a
packed Beaver triple ([s]t′+k−1, [r]t′+k−1, [s∗r]t′+k−1), locally compute [γ+s]t′+k−1, reconstruct their shares
of [γ + s]t′+k−1 to Pking who distributes [γ + s]k−1 to all parties. Then all parties locally compute

[γ ∗ r]t′+2k−2 = [γ + s]k−1 · [r]t′+k−1 − [s ∗ r]t′+k−1,

which is followed by one step of verifying whether Pking distributes valid packed Shamir sharings of degree
k− 1 and one step of degree reduction to obtain their shares of [γ ∗ r]t′+k−1. However, by forcing corrupted
parties to send incorrect shares to Pking or (and) malicious Pking to distribute degree-(k− 1) packed Shamir
sharings with incorrect secrets, the adversary can disturb the result with a linear error ∆r regarding r,
leading to [γ ∗ r + ∆r ∗ r]t′+k−1. Although this can be effectively viewed as an authentication of r with a
uniformly random MAC key γ +∆r, γ +∆r may not be in the desired form which requires all k secrets to
be identical, failing to achieve the functionality.

To mitigate this issue, an extra verification procedure should be done. Supposing all parties aim to
check the correctness of random packed authenticated sharings {[[ri]]t′+k−1}i∈[m] with ri = (ri,1, . . . , ri,k)
for each i ∈ [m], they first locally transform their shares of [γ]t′+k−1, {[ri]t′+k−1, [γ ∗ ri]t′+k−1}i∈[m] to
additive sharings of ⟨γ⟩ and {⟨ri,j⟩, ⟨γ · ri,j⟩}i∈[m],j∈[k]. In fact, based on their shares of [x]t′+k−1 with
x = (x1, . . . , xk), all parties can locally compute their shares of the additive sharing ⟨xj⟩ for each j ∈ [k]
by noticing that [x]t′+k−1 can be alternatively viewed as [xj |j]t′+k−1 which is a degree-(t′ + k − 1) Shamir
sharing with the secret xj stored at the j-th position and thus xj is a linear combination of n shares of
[xj |j]t′+k−1 with Lagrange coefficients. After that, aiming to efficiently check whether additive sharings
{⟨γ⟩ · ri,j − ⟨γ · ri,j⟩}i∈[m],j∈[k] are with secret 0, all parties check whether a random linear combination of
these sharings is with secret 0. To do this, all parties additionally generate [[r0]]t′+k−1 as a mask to protect

other secrets {ri}i∈[m], compute their shares of ⟨α⟩ = ⟨o1⟩+
∑m,k

i=0,j=1⟨ri,j⟩ ·σi·k+j−1, reconstruct their shares

to Pking who broadcasts the secret α =
∑m,k

i=0,j=1 ri,j · σi·k+j−1 to all other parties, where ⟨o1⟩ is a random
additive sharing of 0 used to protect honest parties’ shares and σ is a random field element. On receiving α
from Pking, all parties compute as below

⟨θ⟩ = ⟨o2⟩+ ⟨γ⟩ · α−
m,k∑

i=0,j=1

⟨γ · ri,j⟩ · σi·k+j−1,
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where ⟨o2⟩ is a random additive sharing of 0 used to protect honest parties’ shares. Then all parties check
whether ⟨θ⟩ is an additive sharing with secret 0.

The effectiveness of such a verification comes from the following two points and is formally proved in
Lemma 5.

– For all i ∈ {0, 1, . . . ,m} and j ∈ [k], the adversary cannot change the linear error ∆ri,j regarding
ri,j once it has been determined due to the randomness of ri,j , where all parties hold their shares of
⟨(γ +∆ri,j) · ri,j⟩.

– If different linear errors are inserted to different secrets, i.e. there exists (i1, j1) ̸= (i2, j2) such that
∆ri1,j1 ̸= ∆ri2,j2 , then the adversary is unable to force the opened sharing ⟨θ⟩ to be an additive sharing
of 0 and thus fails to pass the verification, with overwhelming probability.

Considering the communication, it costs 8n · (m + 1) + 3n2 + n field elements, m + 1 invocations
of Fpacked-triple-mal to receive m + 1 packed Beaver triples, two invocations of Fcoin, and n invocations
of Fcom to prepare m random packed authenticated sharings. The description of the protocol preparing
random packed authenticated sharings appears in Πrand-auth.

Protocol 2: Πrand-auth(γ) in Fpacked-triple-mal, Fcoin, Fcom-hybrid model

All parties hold shares of [γ]t′+k−1 in the beginning and aim to prepare m random authenticated
sharings {[[ri]]t′+k−1}i∈[m] with [[ri]]t′+k−1 = ([ri]t′+k−1, [γ ∗ ri]t′+k−1).

1: Authenticate.
1. For each i ∈ {0, 1, . . . ,m}, all parties invoke Fpacked-triple-mal to receive one random packed

Beaver triple ([si]t′+k−1, [ri]t′+k−1, [si ∗ ri]t′+k−1). Suppose ri = (ri,j)
k
j=1 for each i ∈

{0, 1, . . . ,m}.
2. For each i ∈ {0, 1, . . . ,m}, all parties locally compute [γ + si]t′+k−1 = [γ]t′+k−1 + [si]t′+k−1

and send their shares to Pking who reconstructs γ+si and distributes [γ+si]k−1 to all parties.
All parties locally compute

[γ ∗ ri]t′+2k−2 = [γ + si]k−1 · [ri]t′+k−1 − [si ∗ ri]t′+k−1.

3. All parties invoke Πverify-deg with {[γ+si]k−1}i∈{0,1,...,m} to verify that Pking distributes valid
degree-(k − 1) packed Shamir sharings.

4. All parties invoke Πdeg-reduce with {[γ ∗ ri]t′+2k−2}i∈{0,1,...,m} to receive {[γ ∗
ri]t′+k−1}i∈{0,1,...,m}.

2: Verification.
1. All parties locally compute their additive shares of ⟨γ⟩ and (⟨ri,j⟩, ⟨γ · ri,j⟩) for each i ∈
{0, 1, . . . ,m} and j ∈ [k].

2. All parties invoke Fcoin to generate a random field element σ and invokeΠrand(Σ3) to generate
two random additive 0-sharing ⟨o1⟩ and ⟨o2⟩.

3. All parties locally compute

⟨α⟩ = ⟨o1⟩+
m,k∑

i=0,j=1

⟨ri,j⟩ · σi·k+j−1

and send their shares to Pking who reconstructs the secret α and sends α to all parties. Each
party Pi sends the value α received from Pking to all other parties and checks whether the
values received from other parties are identical. If not, Pi aborts.

4. All parties locally compute

⟨θ⟩ = ⟨o2⟩+ ⟨γ⟩ · α−
m,k∑

i=0,j=1

⟨γ · ri,j⟩ · σi·k+j−1

and commit their shares of ⟨θ⟩ using Fcom.
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5. All parties open their shares of ⟨θ⟩ using Fcom. Then each party Pi checks whether the secret
of ⟨θ⟩ is 0. If not, Pi aborts.

3: Output. If all checks pass, all parties output {[[ri]]t′+k−1}i∈[m] with [[ri]]t′+k−1 = ([ri]t′+k−1, [γ ∗
ri]t′+k−1).

Packed authenticated triples. Towards preparing packed authenticated triples, all parties first invoke Fpacked-triple-mal

to receive a packed Beaver triple ([a]t′+k−1, [b]t′+k−1, [c]t′+k−1). With their shares of [x]t′+k−1, [γ]t′+k−1

and one random packed authenticated sharing [[s]]t′+k−1 = ([s]t′+k−1, [γ ∗ s]t′+k−1), aiming to compute their
shares of [γ ∗ x]t′+k−1, where x ∈ {a,b, c}, all parties locally compute [x + s]t′+k−1 and send their shares
of [x+ s]t′+k−1 to Pking who reconstructs the secret x+ s and distributes [x+ s]k−1 to all parties. Then all
parties locally compute

[γ ∗ x]t′+2k−2 = [γ]t′+k−1 · [x+ s]k−1 − [γ ∗ s]t′+k−1,

which is followed by one step of verifying whether Pking distributes valid degree-(k − 1) packed Shamir
sharings and one step of degree reduction to obtain their shares of [γ ∗ x]t′+k−1.

Considering the communication, with all parties’ shares of {[xi]t′+k−1}i∈[m], authenticating m secrets
{xi}i∈[m] costs 8m · n+ n2 elements, m random packed authenticated sharings, and one invocation of Fcoin.
The description of the protocol appears in Πauth.

Protocol 3: Πauth(γ) in Fcoin-hybrid model

All parties hold shares of [γ]t′+k−1, {[xi]t′+k−1}i∈[m], and m random packed authenticated sharings
{[[ri]]t′+k−1}i∈[m]. Recall [[ri]]t′+k−1 = ([ri]t′+k−1, [γ ∗ ri]t′+k−1). They target to obtain their shares of
{[γ ∗ xi]t′+k−1}i∈[m].

1: Authenticate.
1. For each i ∈ [m], all parties locally compute their shares of [xi + ri]t′+k−1, send their shares

to Pking who reconstructs xi + ri and distributes [xi + ri]k−1 to all parties. Then all parties
locally compute their shares of [γ ∗ xi]t′+2k−2 as

[γ ∗ xi]t′+2k−2 = [γ]t′+k−1 · [xi + ri]k−1 − [γ ∗ ri]t′+k−1.

2. All parties invoke Πverify-deg to verify that Pking distributes valid degree-(k−1) packed Shamir
sharings in last step.

3. All parties invoke Πdeg-reduce with {[γ ∗ xi]t′+2k−2}i∈[m] to receive {[γ ∗ xi]t′+k−1}i∈[m].
2: Output. If all checks pass, all parties output {[γ ∗ xi]t′+k−1}i∈[m].

However, with an analogy to previous analysis, the adversary can insert a linear error regarding γ,
leading to a situation where all parties hold their shares of [γ ∗ x + γ ∗∆x]t′+k−1, which is effectively the
authentication of the secret x + ∆x under the MAC key γ. Since we are expected to ensure the secrets
a,b, c committed using authentication correctly satisfy the multiplication relation, i.e. a∗b = c, this fails to
achieve the functionality. To this end, all parties additionally perform an extra verification which sacrifices
one packed authenticated triple ([[ã]]t′+k−1, [[b̃]]t′+k−1, [[c̃]]t′+k−1) to guarantee the correctness of the output
authenticated triple ([[a]]t′+k−1, [[b]]t′+k−1, [[c]]t′+k−1).

Concretely, all parties compute their shares of [γ ∗ ζ]t′+2k−2, where γ ∗ ζ = γ ∗
(
(ρ · a) ∗ (ρ · b) −

ρ2 · c
)
and is supposed to be 0 if no errors occur, by consuming an extra packed authenticated triple

([[ã]]t′+k−1, [[b̃]]t′+k−1, [[c̃]]t′+k−1). In particular, all parties first reconstruct [ρ · a− ã]t′+k−1, [ρ · b− b̃]t′+k−1

to Pking who distributes [ρ · a− ã]k−1, [ρ · b− b̃]k−1 and [(ρ · a− ã) ∗ (ρ · b− b̃)]k−1 to all parties. Then all
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parties locally compute

[e]2k−2 =[ρ · a− ã]k−1 · [ρ · b− b̃]k−1 − [(ρ · a− ã) ∗ (ρ · b− b̃)]k−1,

[α]t′+2k−2 =[γ]t′+k−1 · [ρ · a− ã]k−1 − ρ · [γ ∗ a]t′+k−1 + [γ ∗ ã]t′+k−1,

[β]t′+2k−2 =[γ]t′+k−1 · [ρ · b− b̃i]k−1 − ρ · [γ ∗ b]t′+k−1 + [γ ∗ b̃]t′+k−1,

and

[γ ∗ ζ]t′+2k−2 =[γ]t′+k−1 · [(ρ · a− ã) ∗ (ρ · b− b̃)]k−1

+ [γ ∗ ã]t′+k−1 · [ρ · b− b̃]k−1 + [ρ · a− ã]k−1 · [γ ∗ b̃]t′+k−1

− ρ2 · [γ ∗ c]t′+k−1 + [γ ∗ c̃]t′+k−1,

which is followed by one step of verifying whether Pking distributes valid degree-(k − 1) packed Shamir
sharings. The verification procedure is conducted following the steps listed below, whose effectiveness is
proved in Lemma 6 and 7.

– All parties check wether [e]2k−2 is a degree-(2k − 2) packed Shamir sharing with secret 0 to ensure the
correctness of [(ρ · a− ã) ∗ (ρ · b− b̃)]k−1 distributed by Pking.

– All parties check whether [α]t′+2k−2, [β]t′+2k−2 are degree-(t
′+2k−2) packed Shamir sharings with secret

0 to ensure the secrets of [ρ · a − ã]k−1, [ρ · b − b̃]k−1 correspond to the secrets that are authenticated
under γ which are ρ · (a+∆a)− (ã+∆ã) and ρ · (b+∆b)− (b̃+∆b̃), respectively.

– All parties check whether [γ ∗ ζ]t′+2k−2 is a degree-(t′ + 2k − 2) packed Shamir sharing with secret 0 to
ensure the authenticated secrets satisfy the multiplication relation.

We present the protocol of sacrifice in Πsacrifice, which invokes Πcheck-zero appearing in Appendix A.2 as
a subroutine to check whether a batch of M packed degree-(n− 1) sharings, [θ1]n−1, . . . , [θM ]n−1, are with
secret 0. Considering the communication, it costs 5m · n+ 4n2 field elements, five invocations of Fcoin, and
2n invocations of Fcom to verify the correctness of m packed authenticated triples by sacrificing another m
packed authenticated triples.

Protocol 4: Πsacrifice in Fcoin, Fcom-hybrid model

All parties hold their shares of {([[ai]]t′+k−1, [[bi]]t′+k−1, [[ci]]t′+k−1)}i∈[m],

{([[ãi]]t′+k−1, [[b̃i]]t′+k−1, [[c̃i]]t′+k−1)}i∈[m] and [γ]t′+k−1 and target to verify the correctness
of {([[ai]]t′+k−1, [[bi]]t′+k−1, [[ci]]t′+k−1)}i∈[m] by sacrificing m packed authenticated triples

{([[ãi]]t′+k−1, [[b̃i]]t′+k−1, [[c̃i]]t′+k−1)}i∈[m].

1. All parties invoke Fcoin to generate a random field element ρ.
2. For each i ∈ [m], all parties compute their shares of [ρ · ai− ãi]t′+k−1, [ρ ·bi− b̃i]t′+k−1 and send

them to Pking who reconstructs the secrets ρ ·ai− ãi, ρ ·bi− b̃i and distributes [ρ ·ai− ãi]k−1, [ρ ·
bi − b̃i]k−1 and [(ρ · ai − ãi) ∗ (ρ · bi − b̃i)]k−1 to all parties.

3. All parties invoke Πverify-deg to check that Pking indeed distributes valid degree-(k − 1) packed
Shamir sharings in last step.

4. For each i ∈ [m], all parties locally compute

[ei]2k−2 =[ρ · ai − ãi]k−1 · [ρ · bi − b̃i]k−1 − [(ρ · ai − ãi) ∗ (ρ · bi − b̃i)]k−1,

[αi]t′+2k−2 =[γ]t′+k−1 · [ρ · ai − ãi]k−1 − ρ · [γ ∗ ai]t′+k−1 + [γ ∗ ãi]t′+k−1,

[βi]t′+2k−2 =[γ]t′+k−1 · [ρ · bi − b̃i]k−1 − ρ · [γ ∗ bi]t′+k−1 + [γ ∗ b̃i]t′+k−1,

[γ ∗ ζi]t′+2k−2 =[γ]t′+k−1 · [(ρ · ai − ãi) ∗ (ρ · bi − b̃i)]k−1

+ [γ ∗ ãi]t′+k−1 · [ρ · bi − b̃i]k−1 + [ρ · ai − ãi]k−1 · [γ ∗ b̃i]t′+k−1

− ρ2 · [γ ∗ ci]t′+k−1 + [γ ∗ c̃i]t′+k−1.

27



5. Verifying degree-(2k − 2) packed Shamir sharings.
1. All parties invoke Fcoin to receive a random field element λ, locally compute

[e0]2k−2 = [e1]2k−2 + [e2]2k−2 · λ+ . . .+ [em]2k−2 · λm−1

and send their shares of [e0]2k−2 to all other parties.
2. Each party Pi checks whether the shares of [e0]2k−2 form a valid degree-(2k − 2) packed

Shamir sharing and the secret is 0 ∈ Fk. If one of the checks fails, Pi aborts.
6. Verifying degree-(t′+2k−2) packed Shamir sharings. All parties invokeΠcheck-zero two times

with their shares of {[αi]t′+2k−2, [βi]t′+2k−2}i∈[m] and {[γ∗ζi]t′+2k−2}i∈[m] as inputs, respectively,
to check whether these are packed Shamir sharings with secrets 0.

7. If both checks pass, all parties output {([[ai]]t′+k−1, [[bi]]t′+k−1, [[ci]]t′+k−1)}i∈[m].

We conclude the whole protocol to instantiate Fprep-mal in Πprep-mal and state the secure property
of Πprep-mal in Lemma 4. The total communication cost is summarized as follows.

– Generating MAC key sharings costs n2 elements.
– For N1/k groups of k input gates or k output gates, the cost is 549N1

k · n elements plus 64N1 OLE
correlations to prepare [[r]]n−k and ([∆]n−k, [∆∗r]n−k) for each group of k input gates or k output gates.

– For No/k groups of k output gates, it costs 2No

k ·n elements to prepare [o]n−1 for each group of k output
gates.

– For N2/k groups of k multiplication gates, it costs 553N2

k · n elements plus 64N2 OLE correlations to

prepare ([[a]]n−k, [[b]]n−k, [[c]]n−k), [o
(1)]n−1, [o

(2)]n−1 for each group of k multiplication gates.
– For the verification of the computation, it additionally costs 2n2 elements to prepare [o(1)]n−1, [o

(2)]n−1

and (⟨r⟩, ⟨γ · r⟩).
Therefore, the total communication to instantiate Fprep-mal is of O(N1+N2

k · n + n3) elements plus O(N1 +
N2 + n2 · k) OLE correlations for a circuit C with N1 input gates and output gates and N2 multiplication
gates.

Protocol 5: Πprep-mal in Fpacked-triple-mal, Fcoin, Fcom-hybrid model

All parties first prepare their shares of MAC key [γ]t′+k−1 with γ = (γ, γ, . . . , γ) ∈ Fk. Then they
target to prepare random packed authenticated sharings in the form of [[r]]t′+k−1 and packed au-
thenticated triples in the form of ({[[a]]t′+k−1, [[b]]t′+k−1, [[c]]t′+k−1) with c = a ∗ b. Recall that
[[u]]t′+k−1 = ([u]t′+k−1, [γ ∗ u]t′+k−1) and n− k = t′ + k − 1.

1: Generate MAC key sharing. All parties invoke Πrand(Σ4) to prepare MAC sharings
{[γ(i)]t′+k−1}i∈[n−t′] and set the first one as [γ]t′+k−1.

2: Prepare packed random authenticated sharings. Let N1 denote the number of input and
output gates and N2 denote the number of multiplication gates. All parties invoke Πrand-auth(γ)
to generate 6(N1 + N2)/k + 1 random packed authenticated sharings {[[ri]]t′+k−1}i∈[6(N1+N2)/k]

and [[r′]]t′+k−1.
3: Prepare packed authenticated triples.

1. All parties invoke Fpacked-triple-mal to receive 2(N1 + N2)/k packed Beaver triples

{([ai]t′+k−1, [bi]t′+k−1, [ci]t′+k−1), ([ãi]t′+k−1, [b̃i]t′+k−1, [c̃i]t′+k−1)}i∈[(N1+N2)/k].
2. All parties invoke Πauth with their shares of [γ]t′+k−1, {([ai]t′+k−1, [bi]t′+k−1, [ci]t′+k−1),

([ãi]t′+k−1, [b̃i]t′+k−1, [c̃i]t′+k−1)}i∈[(N1+N2)/k] and {[[ri]]t′+k−1}i∈[6(N1+N2)/k] to compute

their shares of {([γ ∗ ai]t′+k−1, [γ ∗bi]t′+k−1, [γ ∗ ci]t′+k−1), ([γ ∗ ãi]t′+k−1, [γ ∗ b̃i]t′+k−1, [γ ∗
c̃i]t′+k−1)}i∈[(N1+N2)/k].

3. All parties invokeΠsacrifice with their shares of {([[ai]]t′+k−1, [[bi]]t′+k−1, [[ci]]t′+k−1)}i∈[(N1+N2)/k],

{([[ãi]]t′+k−1, [[b̃i]]t′+k−1, [[c̃i]]t′+k−1)}i∈[(N1+N2)/k] and [γ]t′+k−1 to verify the correctness of
{([[ai]]t′+k−1, [[bi]]t′+k−1, [[ci]]t′+k−1)}i∈[(N1+N2)/k].
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4. For every group of k input gates and output gates, all parties use
([[a]]t′+k−1, [[b]]t′+k−1, [[c]]t′+k−1) prepared above as ([[r]]t′+k−1, [∆]t′+k−1, [∆ ∗ r]t′+k−1)
(omit their shares of [γ ∗∆]t′+k−1 and [γ ∗ r ∗∆]t′+k−1).

5. For every group of k multiplication gates, all parties use ([[a]]t′+k−1, [[b]]t′+k−1, [[c]]t′+k−1) pre-
pared above.

6. Let No be the number of output gates. All parties invoke Πrand(Σ2) to prepare (No+2N2)/k
random degree-(n− 1) packed 0-sharings {[oi]n−1}i∈[No/k+2N2/k].

4: Prepare random sharings for computation verification.
1. All parties invoke Πrand(Σ2) to prepare random degree-(n − 1) packed 0-sharings

[o(1)]n−1, [o
(2)]n−1.

2. All parties invoke Πrand(Σ3) to prepare two random additive 0-sharings ⟨o1⟩, ⟨o2⟩. All parties
locally transform [[r′]]t′+k−1 to additive sharings of r′, γ · r′ with r′ being the first secret
of r′ ∈ Fk and further add 0-sharings ⟨o1⟩, ⟨o2⟩ to compute (⟨r′⟩, ⟨γ · r′⟩) for the sake of
re-randomization.

Lemma 4. Πprep-mal realizes Fprep-mal in the Fpacked-triple-mal, Fcoin, Fcom-hybrid model in the presence of
fully malicious adversary controlling t′ = n+1

2 corrupted parties.

Proof (Proof of Lemma 4). We will construct a simulator S to simulate the behaviors of honest parties. Let
C denote the set of corrupted parties and H denote the set of honest parties. The core of the simulation is
to track the errors introduced by the adversary and ensure in the case of all checks pass, then the resulting
correlation satisfy the functionality. We will run the protocol with t′ = t + 1 corrupted parties and n − t′

honest parties, which means the simulator S is supposed to generate the views of t′ corrupted parties.
The simulator S internally invokes the adversary with randomness sampled by itself and works as follows.

Simulation of generating MAC key sharing.
1. In Step 1.1, S simulates the invocation of Πrand(Σ4) as follows. For each honest Pi, S samples t′ random

field elements as t′ corrupted parties’ shares and sends them to the adversary on behalf of honest Pi. For
each corrupted Pi, S records t honest parties’ shares received from the adversary. We assume a corrupted
Pi always wants to share a degree-(t′ + k− 1) packed Shamir sharing with its secret being 0 and set the
share of the corrupted party with the smallest identity to be 0. Hence, based on k secrets and t+1 shares
determined already, S can compute the corrupted parties’ shares. Then S locally compute corrupted
parties’ shares of {[γ(i)]t′+k−1}i∈[n−t′].
Simulation of preparing packed random authenticated sharings.

2. In Step 2, S simulates the invocation of Πrand-auth as follows.
– In Step 1.1, S emulates Fpacked-triple-mal by receiving corrupted parties’ shares of {([si]t′+k−1, [ri]t′+k−1, [si∗

ri]t′+k−1)}i∈[m+1], recording them, and sending them back to the adversary.
– In Step 1.2, for each i ∈ {0, 1, . . . ,m}, S computes corrupted parties’ shares of [γ+si]t′+k−1, samples

the whole packed sharing [γ+si]t′+k−1 based on shares of corrupted parties, and sends honest parties’
shares of [γ + si]t′+k−1 to Pking on behalf of honest parties. If Pking is honest, S follows the protocol
honestly. On receiving honest parties’ shares of [γ + si]k−1 from Pking,
• If they indeed form valid packed Shamir sharings of degree k−1, S recovers the whole sharing of

[γ + si]k−1 and then reconstructs the secret γ + si. Then S computes ∆ri = (γ + si)− (γ + si)
with ∆ri = (ri,1, . . . , ri,k). S also computes the corrupted parties’ shares of [γ + si]t′+2k−2 by

[γ ∗ ri]t′+2k−2 = [γ + si]k−1 · [ri]t′+k−1 − [si ∗ ri]t′+k−1.

• Otherwise, if Pking distributes some packed Shamir sharings that are not of degree k − 1, S will
later abort on behalf honest parties when simulating Πverify-deg.

– In Step 1.3, S simulates the invocation of Πverify-deg as follows. S emulates Fcoin honestly. Recall
that for all degree-(k − 1) packed Shamir sharings in last step, S has learnt the shares of honest
parties. Therefore, S honestly follows the rest of steps in Πverify-deg. If no party aborts at the end
of Πverify-deg but there exists a degree-(k − 1) packed Shamir sharing such that the shares of honest
parties do not form a valid degree-(k − 1) packed Shamir sharing, S outputs ⊥ and halts.
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– In Step 1.4, S simulates the invocation of Πdeg-reduce as follows.
• In Step 2, S simulates each invocation of Πrand(Σ1) as follows. When each honest Pi distributes
a pair of random double sharings ([r(i)]t′+k−1, [r

(i)]t′+2k−2), S samples 2t′ random elements
as corrupted parties’ shares and sends them to the adversary on behalf of honest Pi. When
each corrupted Pi distributes a random pair of double sharings ([r(i)]t′+k−1, [r

(i)]t′+2k−2), S re-
ceives from the adversary the shares of honest parties and records them. Based on t shares
of honest parties, S computes the whole sharing of [r(i)]t′+k−1 by setting k secrets plus one
share of the corrupted party with the smallest identity to be 0. Based on t shares of hon-
est parties and k secrets, S computes the whole sharing of [r(i)]t′+2k−2 by further setting
the shares of corrupted parties with k smallest identities to be 0. Then S computes the cor-
rupted parties’ shares of {[r(i)]t′+k−1, [r(i)]t′+2k−2}i∈[n−t′] as linear combinations of their shares

of {[r(i)]t′+k−1, [r
(i)]t′+2k−2}i∈[n].

Hence, S computes the corrupted parties’ shares of ([ui]t′+k−1, [ui]t′+2k−2) for each i ∈ {0, 1, . . . ,m}.
• In Step 3, recall S learnt corrupted parties’ shares of {[γ ∗ ri]t′+2k−2}i∈{0,1,...,m}. Then for each
i ∈ {0, 1, . . . ,m}, S computes corrupted parties’ shares of [γ ∗ ri + ui]t′+2k−2. Based on shares
of corrupted parties, S randomly samples the whole sharing of [γ ∗ ri + ui]t′+2k−2 and sends
the shares of honest parties to Pking on behalf of honest parties. If Pking is honest, S follows
the protocol honestly. On receiving honest parties’ shares of [γ ∗ ri + ui]t′+k−1 from Pking, S
computes corrupted parties’ shares of [γ ∗ ri + ui]t′+k−1 based on t honest parties’ shares and
further setting k secrets to be γ ∗ ri + ui and the share of the corrupted party with the smallest
identity to be 0. Then S computes corrupted parties’ shares of [γ ∗ ri]t′+k−1 by

[γ ∗ ri]t′+k−1 = [γ ∗ ri + ui]t′+k−1 − [ui]t′+k−1,

where

γ ∗ ri = γ + si ∗ ri − (si ∗ ri)
= (γ + si +∆ri) ∗ ri − (si ∗ ri)
= (γ +∆ri) ∗ ri.

– In Step 2.1, S computes corrupted parties’ shares of ⟨γ⟩ and {⟨ri,j⟩, ⟨γ · ri,j⟩}i∈{0,1,...,m},j∈[k], where

γ ∗ ri =
(
γ · ri,j

)k
j=1

for all i ∈ {0, 1, . . . ,m}.
– In Step 2.2, S emulates Fcoin honestly to generate a random field element σ. S then simulates the

invocation of Πrand(Σ3) as follows. When each honest Pi distributes a random additive 0-sharing
⟨o(i)⟩, S samples t′ random elements as corrupted parties’ shares and sends them to the adversary
on behalf of honest Pi. When each corrupted Pi distributes a random additive 0-sharing of ⟨o(i)⟩, S
receives from the adversary the shares of honest parties and records them. Based on t shares of honest
parties and the secret setting to be 0, S computes the whole sharing of ⟨o(i)⟩ by setting the corrupted
parties’ shares with t′ − 1 smallest identities to be 0 and setting the last corrupted party’ share to
satisfy an additive 0-sharing. Then S computes the corrupted parties’ shares of {⟨o(i)⟩}i∈[n−t′] as

linear combinations of their shares of {⟨o(i)⟩}i∈[n]. Hence, S learnt corrupted parties’ shares of ⟨o1⟩
and ⟨o2⟩.

– In Step 2.3, S computes corrupted parties’ shares of ⟨α⟩ = ⟨o1⟩ +
∑m,k

i=0,j=1⟨ri,j⟩ · σi·k+j−1. Based
on shares of corrupted parties, S randomly samples the whole sharing of ⟨α⟩ and sends the honest
parties’ shares to Pking on behalf of honest parties. If Pking is honest, S follows the protocol honestly.
Then S receives from Pking for each honest Pi and follows the protocol honestly. If one party aborts,
S aborts on behalf honest parties. If not, supposing S receives α from Pking, then S computes ∆α
as ∆α = α− α.

– In Step 2.4, S computes corrupted parties’ shares of ⟨θ⟩ as

⟨θ⟩ = ⟨o2⟩+ ⟨γ⟩ · α−
m,k∑

i=0,j=1

⟨γ · ri,j⟩ · σi·k+j−1.
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S emulates Fcom, receives corrupted parties’ shares of ⟨θ̃⟩ from the adversary, and records them.
According to corrupted parties’ shares, S can compute ∆θ = θ̃ − θ.

– In Step 2.5, we discuss the simulation in the following two scenarios. For all i ∈ {0, 1, . . . ,m} and
j ∈ [k], S checks whether the values of ∆ri,j are identical.
• If there exists ∆r such that ∆r = ∆ri,j for all i ∈ {0, 1, . . . ,m} and j ∈ [k], S randomly
samples ⟨θ⟩ by setting the secret θ = 0 and based on the shares of corrupted parties computed
in simulation of Step 2.4 and open honest parties’ shares of ⟨θ⟩ on behalf of honest parties. Then
S follows the protocol honestly. Furthermore, S records ∆r which will later be used to simulate
the output of honest parties.
S then computes corrupted parties’ shares of [γ +∆r]t′+k−1 with ∆r = (∆r,∆r, . . . ,∆r) ∈ Fk

as follows.
∗ S computes corrupted parties’ shares of [∆r]t′+k−1 based on k secrets and setting t honest
parties’ shares plus the share of the corrupted party with the smallest identity to be all 0.

∗ S then computes corrupted parties’ shares of [γ+∆r]t′+k−1 by adding their shares of [γ]t′+k−1

with their shares of [∆r]t′+k−1.
Since then, we abuse the notation γ ← γ + (∆r,∆r, . . . ,∆r).
• If there exists (i, j) ̸= (i′, j′) such that ∆ri,j ̸= ∆ri′,j′ , S samples honest parties’ shares of
[γ]t′+k−1, {[ri]t′+k−1}i∈{0,1,...,m},j∈[k] and follows the protocol honestly. However, if no party
aborts, S outputs ⊥ and halts.

Simulation of preparing packed authenticated triples.
3. In Step 3.1, S emulates Fpacked-triple-mal by receiving corrupted parties’ shares of {([ai]t′+k−1, [bi]t′+k−1, [ci]t′+k−1),

([ãi]t′+k−1, [b̃i]t′+k−1, [c̃i]t′+k−1)}i∈[(N1+N2)/k], recording them, and sending them back to the adversary
on behalf of Fpacked-triple-mal.

4. In Step 3.2, S simulates the invocation of Πauth as follows.
– In Step 1.1, for each i ∈ [m], S computes corrupted parties’ shares of [xi + ri]t′+k−1, samples the

whole packed sharing [xi + ri]t′+k−1 based on shares of corrupted parties, and sends honest parties’
shares of [xi+ ri]t′+k−1 to Pking on behalf of honest parties. If Pking is honest, S follows the protocol
honestly. On receiving honest parties’ shares of [xi + ri]k−1 from Pking,
• If they indeed form valid packed Shamir sharings of degree k−1, S recovers the whole sharing of
[xi + ri]k−1 and then reconstructs the secret xi + ri. Then S computes∆xi = (xi + ri)−(xi+ri).
Then S computes the corrupted parties’ shares of [γ ∗ xi]t′+2k−2 by

[γ ∗ xi]t′+2k−2 = [γ]t′+k−1 · [xi + ri]k−1 − [γ ∗ ri]t′+k−1.

• Otherwise, if Pking distributes some packed Shamir sharings that are not of degree k − 1, S will
later abort on behalf honest parties when simulating Πverify-deg.

– In Step 1.2, S simulates the invocation of Πverify-deg as follows. S emulates Fcoin honestly. Recall
that for all degree-(k − 1) packed Shamir sharings in last step, S has learnt the shares of honest
parties. Therefore, S honestly follows the rest of steps in Πverify-deg. If no party aborts at the end
of Πverify-deg but there exists a degree-(k − 1) packed Shamir sharing such that the shares of honest
parties do not form a valid degree-(k − 1) packed Shamir sharing, S outputs ⊥ and halts.

– In Step 1.3, S simulates the invocation of Πdeg-reduce as follows.
• In Step 2, S simulates each invocation of Πrand(Σ1) as follows. When each honest Pi distributes

a pair of random double sharings ([r(i)]t′+k−1, [r
(i)]t′+2k−2), S samples 2t′ random elements

as corrupted parties’ shares and sends them to the adversary on behalf of honest Pi. When
each corrupted Pi distributes a random pair of double sharings ([r(i)]t′+k−1, [r

(i)]t′+2k−2), S re-
ceives from the adversary the shares of honest parties and records them. Based on t shares
of honest parties, S computes the whole sharing of [r(i)]t′+k−1 by setting k secrets plus one
share of the corrupted party with the smallest identity to be 0. Based on t shares of hon-
est parties and k secrets, S computes the whole sharing of [r(i)]t′+2k−2 by further setting
the shares of corrupted parties with k smallest identities to be 0. Then S computes the cor-
rupted parties’ shares of {[r(i)]t′+k−1, [r(i)]t′+2k−2}i∈[n−t′] as linear combinations of their shares
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of {[r(i)]t′+k−1, [r
(i)]t′+2k−2}i∈[n].

Hence, S computes the corrupted parties’ shares of ([ui]t′+k−1, [ui]t′+2k−2) for each i ∈ [m].
• In Step 3, recall S learnt corrupted parties’ shares of {[γ ∗ xi]t′+2k−2}i∈[m]. Then for each i ∈ [m],
S computes corrupted parties’ shares of [γ ∗ xi+ui]t′+2k−2. Based on shares of corrupted parties,
S randomly samples the whole sharing of [γ ∗ xi + ui]t′+2k−2 and sends the shares of honest
parties to Pking on behalf of honest parties. If Pking is honest, S follows the protocol honestly. On
receiving honest parties’ shares of [γ ∗ xi + ui]t′+k−1 from Pking, S computes corrupted parties’
shares of [γ ∗ xi + ui]t′+k−1 based on t honest parties’ shares and further setting k secrets to be
γ ∗ xi + ui and the share of the corrupted party with the smallest identity to be 0. Then S also
computes corrupted parties’ shares of [γ ∗ xi]t′+k−1 by

[γ ∗ xi]t′+k−1 = [γ ∗ xi + ui]t′+k−1 − [ui]t′+k−1.

Hence, after simulation, S learnt corrupted parties’ shares of [γ ∗ ai]t′+k−1, [γ ∗ bi]t′+k−1, [γ ∗ ci]t′+k−1,

[γ ∗ ãi]t′+k−1, [γ ∗ b̃i]t′+k−1, [γ ∗ c̃i]t′+k−1 together with the linear errors∆ai, ∆bi, ∆ci,∆ãi, ∆b̃i, ∆c̃i
for all i ∈ [m]. Notice that for all i ∈ [m] and xi ∈ {ai,bi, ci, ãi, b̃i, c̃i},

γ ∗ xi = γ ∗ xi + ri − γ ∗ ri
= γ ∗ (xi + ri +∆xi)− γ ∗ ri
= γ ∗ (xi +∆xi).

5. In Step 3.3, S simulates the invocation of Πsacrifice as follows.
– In Step 1, S emulates Fcoin honestly to generate a random field element ρ.
– In Step 2, for each i ∈ [m], S computes corrupted parties’ shares of [ρ·ai−ãi]t′+k−1, [ρ·bi−b̃i]t′+k−1,

samples the whole packed sharing [ρ · ai − ãi]t′+k−1, [ρ · bi − b̃i]t′+k−1 based on shares of corrupted
parties, and sends honest parties’ shares of [ρ · ai − ãi]t′+k−1, [ρ · bi − b̃i]t′+k−1 to Pking on behalf of
honest parties. If Pking is honest, S follows the protocol honestly. On receiving honest parties’ shares

of [ρ · ai − ãi]k−1, [ρ · bi − b̃i]k−1, [(ρ · ai − ãi) ∗ (ρ · bi − b̃i)]k−1 from Pking,
• If they indeed form valid packed Shamir sharings of degree k−1, S recovers the whole sharings of

[ρ · ai − ãi]k−1, [ρ · bi − b̃i]k−1, [(ρ · ai − ãi) ∗ (ρ · bi − b̃i)]k−1 and then reconstructs the secrets

ρ · ai − ãi, ρ · bi − b̃i, (ρ · ai − ãi) ∗ (ρ · bi − b̃i). Then S computes ϵi,a, ϵi,b, ei ∈ Fk as

ϵi,a = (ρ · ai − ãi)− (ρ · ai − ãi),

ϵi,b = (ρ · bi − b̃i)− (ρ · bi − b̃i),

ei = ((ρ · ai − ãi) ∗ (ρ · bi − b̃i))− (ρ · ai − ãi) ∗ (ρ · bi − b̃i).

• Otherwise, if Pking distributes some packed Shamir sharings that are not of degree k − 1, S will
later abort on behalf honest parties when simulating Πverify-deg.

– In Step 3, S simulates the invocation of Πverify-deg as follows. S emulates Fcoin honestly. Recall that
for all degree-(k − 1) packed Shamir sharings in last step, S has learnt the shares of honest parties.
Therefore, S honestly follows the rest of steps in Πverify-deg. If no party aborts at the end of Πverify-deg

but there exists a degree-(k−1) packed Shamir sharing such that the shares of honest parties do not
form a valid degree-(k − 1) packed Shamir sharing, S outputs ⊥ and halts.

– In Step 4, for each i ∈ [m], S computes honest parties’ shares of [ei]2k−2. S computes corrupted
parties’ shares of [αi]t′+2k−2, [βi]t′+2k−2 and [γ ∗ ζi]t′+2k−2 by

[αi]t′+2k−2 =[γ]t′+k−1 · [ρ · ai − ãi]k−1 − ρ · [γ ∗ ai]t′+k−1 + [γ ∗ ãi]t′+k−1,

[βi]t′+2k−2 =[γ]t′+k−1 · [ρ · bi − b̃i]k−1 − ρ · [γ ∗ bi]t′+k−1 + [γ ∗ b̃i]t′+k−1,

[γ ∗ ζi]t′+2k−2 =[γ]t′+k−1 · [(ρ · ai − ãi) ∗ (ρ · bi − b̃i)]k−1

+ [γ ∗ ãi]t′+k−1 · [ρ · bi − b̃i]k−1 + [ρ · ai − ãi]k−1 · [γ ∗ b̃i]t′+k−1

− ρ2 · [γ ∗ ci]t′+k−1 + [γ ∗ c̃i]t′+k−1.
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– In Step 5, S simulates the procedure of verifying degree-(2k − 2) packed Shamir sharings as follows.
• In Step 5.1 and 5.2, S emulates Fcoin honestly to generate a random field element as λ. Recall
that S learnt honest parties’ shares of {[ei]2k−2}i∈[m]. Therefore, S honestly follows the rest of
steps honestly. If no parties abort but there exists a degree-(2k− 2) packed Shamir sharing such
that the shares of honest parties do not form a valid degree-(2k− 2) packed Shamir sharing with
secret 0, S outputs ⊥ and halts.

– If the check in Step 5 has been passed, for each i ∈ [m], we have

αi =γ ∗ (ρ · ai − ãi + ϵi,a)− ρ · (γ ∗ ai + γ ∗∆ai) + (γ ∗ ãi + γ ∗∆ãi)

=γ ∗ (ϵi,a − ρ ·∆ai +∆ãi),

βi =γ ∗ (ρ · bi − b̃i + ϵi,b)− ρ · (γ ∗ bi + γ ∗∆bi) + (γ ∗ b̃i + γ ∗∆b̃i)

=γ ∗ (ϵi,b − ρ ·∆bi +∆b̃i),

γ ∗ ζi =γ ∗ (ρ · ai − ãi + ϵi,a) ∗ (ρ · bi − b̃i + ϵi,b) + (γ ∗ ãi + γ ∗∆ãi) ∗ (ρ · bi − b̃i + ϵi,b)

+ (ρ · ai − ãi + ϵi,a) ∗ (γ ∗ b̃i + γ ∗∆b̃i)

− ρ2 · (γ ∗ ci + γ ∗∆ci) + (γ ∗ c̃i + γ ∗∆c̃i).

– In Step 6, S simulates the first invocation ofΠcheck-zero with all parties’ shares of {[αi]t′+2k−2, [βi]t′+2k−2}i∈[m]

as inputs as follows.
• In Step 2, S emulates Fcoin to generate a random field elements as λ.
• In Step 3, S simulates the invocation of Πrand(Σ2) as follows. When each honest Pi distributes
a random degree-(n − 1) packed Shamir sharing of [o(i)]n−1, S samples t′ random elements as
corrupted parties’ shares and sends them to the adversary on behalf of honest Pi. When each
corrupted Pi distributes a random degree-(n− 1) packed Shamir sharing of [o(i)]n−1, S receives
from the adversary the shares of honest parties and records them. Based on t shares of honest
parties and k secrets setting to be 0, S computes the whole sharing of [o(i)]n−1 by setting the
corrupted parties’ shares with k smallest identities to be 0. Then S computes the corrupted
parties’ shares of {[o(i)]n−1}i∈[n−t′].

After the simulation, S learns the corrupted parties’ shares of [o]n−1 with o = 0 ∈ Fk.
• In Step 5, S emulates Fcom and receives corrupted parties’ shares.
• The simulation of Step 6 is discussed in the following two scenarios. Recall S learnt {ϵi,a, ϵi,b}i∈[m]

when simulating Step 2 of Πsacrifice. For i ∈ [m], S checks whether ϵi,a = ρ · ∆ai − ∆ãi and

ϵi,b = ρ ·∆bi −∆b̃i for each i ∈ [m].
∗ If the requirement above is satisfied, then we have for each i ∈ [m], all parties hold their
shares of [αi]t′+k−2 and [βi]t′+2k−2 with

αi = βi = 0.

S computes corrupted parties’ shares of [θ]n−1 as [θ]n−1 = [o]n−1+
∑m

i=1[αi]t′+2k−2 ·λi−1+∑m
j=1[βj ]t′+2k−2 ·λm+j . Then S samples honest parties’ shares of [θ]n−1 by setting the secret

θ = 0 and based on shares of corrupted parties computed by S. Hence, S follows the rest of
steps honestly.

∗ If the requirement above is not satisfied, S samples random elements as γ, {ai, bi}i∈[m] and

computes ci = ai ∗bi, ãi = −(ρ · ai− ãi)+ ρ · ai, b̃i = −(ρ ·bi− b̃i)+ ρ ·bi, and c̃i = ãi ∗ b̃i

for each i ∈ [m]. Then S computes honest parties’ shares of {[ai]t′+k−1, [bi]t′+k−1, [ci]t′+k−1,
[ãi]t′+k−1, [b̃i]t′+k−1, [c̃i]t′+k−1}i∈[m] according to the computed secrets and shares of cor-
rupted parties. S also samples honest parties’ shares of [o]n−1 based on the secret and shares
of corrupted parties. Then S can honestly compute honest parties’ shares of [θ]n−1 and
follows the rest of steps honestly. If no party aborts, S outputs ⊥ and halts.

S then simulates the second invocation of Πcheck-zero with all parties’ shares of {[γ ∗ ζi]t′+2k−2}i∈[m]

as inputs as follows.
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• S simulates Step 2, 3 and 5 of Πcheck-zero as it does when simulating the first invocation above,
where a random field element µ is sampled and S learnt corrupted parties’ shares of [o′]n−1.
• The simulation of Step 6 is discussed in the following two scenarios. Recall {∆ai, ∆bi, ∆ci, ∆ãi, ∆b̃i, ∆c̃i}i∈[m]

are computed in the simulation of Πauth. S checks whether ∆ai = ∆bi = ∆ci = ∆ãi = ∆b̃i =
∆c̃i = 0 for all i ∈ [m].

∗ If the requirement above is satisfied (plus the requirement in the first invocation is also
satisfied), then we have for each i ∈ [m], all parties hold their shares of [γ ∗ ζi]t′+2k−2 with

γ ∗ ζi = 0.

S computes corrupted parties’ shares of [θ′]n−1 as [θ′]n−1 = [o′]n−1+
∑m

i=1[γ ∗ ζi]n−1 ·µi−1,
where θ′ is used to distinguish from θ in the first invocation. Then S samples honest parties’
shares of [θ′]n−1 based on the secret θ′ = 0 and shares of corrupted parties. Hence, S follows
the rest of steps honestly.

∗ If the requirement above is not satisfied, S simulates as in the first invocation of Πcheck-zero

when the requirement is also not satisfied.

If both verifications are passed, S records corrupted parties’ shares of ([γ ∗ ai]t′+k−1, [γ ∗ bi]t′+k−1, [γ ∗ ci]t′+k−1)
for all i ∈ [m] which will be used for simulating honest parties’ outputs.

6. In Step 3.6, S simulates each invocation of Πrand(Σ2) as follows. When each honest Pi distributes a
random degree-(n − 1) packed Shamir sharing of [o(i)]n−1, S samples t′ random elements as corrupted
parties’ shares and sends them to the adversary on behalf of honest Pi. When each corrupted Pi dis-
tributes a random degree-(n− 1) packed Shamir sharing of [o(i)]n−1, S receives from the adversary the
shares of honest parties and records them. Based on t shares of honest parties and k secrets setting to
be 0, S computes the whole sharing of [o(i)]n−1 by setting the corrupted parties’ shares with k smallest
identities to be 0. Then S computes the corrupted parties’ shares of {[o(i)]n−1}i∈[n−t′].
After the simulation, S learns the corrupted parties’ shares of {[oi]n−1}i∈[No/k+2N2/k].

Simulation of preparing random sharings for computation verification.

7. In Step 4.1, S simulates the invocation ofΠrand(Σ2) as follows. When each honest Pi distributes a random
degree-(n − 1) packed Shamir sharing of [o(i)]n−1, S samples t′ random elements as corrupted parties’
shares and sends them to the adversary on behalf of honest Pi. When each corrupted Pi distributes a
random degree-(n − 1) packed Shamir sharing of [o(i)]n−1, S receives from the adversary the shares of
honest parties and records them. Based on t shares of honest parties and k secrets setting to be 0, S
computes the whole sharing of [o(i)]n−1 by setting the corrupted parties’ shares with k smallest identities
to be 0. Then S computes the corrupted parties’ shares of {[o(i)]n−1}i∈[n−t′].

After the simulation, S learns the corrupted parties’ shares of [o(1)]n−1, [o
(2)]n−1 with o(1) = o(2) = 0 ∈

Fk.

8. In Step 4.2, S first simulates the invocation of Πrand(Σ3) as follows. When each honest Pi distributes a
random additive 0-sharing of ⟨o(i)⟩, S samples t′ random elements as corrupted parties’ shares and sends
them to the adversary on behalf of honest Pi. When each corrupted Pi distributes a random additive
0-sharing of ⟨o(i)⟩, S receives from the adversary the shares of honest parties and records them. Based on
t shares of honest parties and the secret setting to be 0, S computes the whole sharing of ⟨o(i)⟩ by setting
the corrupted parties’ shares with t′ − 1 smallest identities to be 0 and setting the last corrupted party’
share to satisfy an additive 0-sharing. Then S computes the corrupted parties’ shares of {⟨o(i)⟩}i∈[n−t′].
Hence, S learnt corrupted parties’ shares of ⟨o1⟩, ⟨o2⟩.
Recall that S learnt corrupted parties’ shares of [[r]]′t′+k−1 and [γ]t′+k−1 when simulating Πrand-auth.
Then S can compute corrupted parties’ shares of ⟨r′⟩ and ⟨γ · r′⟩.
Simulation of output.

9. S simulates the outputs of honest parties by interacting with Fprep-mal. If one of the verifications fails,
S replies reject to Fprep-mal. Otherwise, if all checks pass,

1. Recall after simulating Πrand-auth, S learnt corrupted parties’ shares of [γ]t′+k−1. S sends them
to Fprep-mal.

34



2. Recall after simulating Πsacrifice, S learnt corrupted parties’ share of ([[ri]]t′+k−1, [∆i]t′+k−1, [∆i ∗
ri]t′+k−1) for each i ∈ [N1/k]. S sends them to Fprep-mal.

3. Recall after simulatingΠsacrifice, S learnt corrupted parties’ shares of ([[ai]]t′+k−1, [[bi]]t′+k−1, [[ci]]t′+k−1)
for each i ∈ {N1/k + 1, . . . , (N1 +N2)/k}. S sends them to Fprep-mal.

4. Recall after simulating Step 3.6, S learnt corrupted parties’ shares of {[oi]}i∈[(No+2N2)/k]. S sends
them to Fprep-mal.

5. Recall after simulating Step 4.1, S learnt corrupted parties’ shares of [o(1)]n−1, [o
(2)]n−1. S sends

them to Fprep-mal.
6. Recall after simulating Step 4.2, S learnt corrupted parties’ shares of ⟨r′⟩ and ⟨γ · r′⟩. S sends them

to Fprep-mal.
S further replies with accept. S outputs what the adversary outputs.

Before presenting the hybrid arguments, we first show Lemma 5, 6, and 7, where the first one implies
the effectiveness of the verification in Πrand-auth and the last two imply the effectiveness of verifications
in Πsacrifice, respectively, and are crucial to prove the validity of the simulation.

Lemma 5. If the values in {∆ri,j}m,k
i=0,j=1 are not identical, then at least one honest party will either abort

or take reject as the output with overwhelming probability.

Proof (Proof of Lemma 5). Passing the verification amounts to that the adversary is able to choose
∆θ,∆α,∆γ such that the following equation equals to 0.

∆θ + (γ +∆γ) · (
m,k∑

i=0,j=1

ri,j · σi·k+j−1 +∆α)−
m,k∑

i=0,j=1

(γ +∆ri,j) · ri,j · σi·k+j−1

=∆θ +∆γ ·∆α+ γ ·∆α+

m,k∑
i=0,j=1

(∆γ −∆ri,j) · σi·k+j−1 · ri,j .

If the values in {∆ri,j}i∈{0,1,...,m},j∈[k] are not identical, then there exists (i′, j′) with i′ ∈ {0, 1, . . . ,m}, j′ ∈
[k] such that

∆γ −∆ri′,j′ ̸= 0.

By Fcoin, σ is sampled uniformly at random and thus the probability that (∆γ −∆i′,j′) · σi′·k+j′−1 = 0 is
1
|F| . Since ri′,j′ is uniformly random and unknown to the adversary, then the probability that the equation

above equals to 0 is at most 2
|F| , which is negligible. ⊓⊔

Lemma 6. If there exists i ∈ [m] such that the shares of [ei]2k−2 of honest parties do not correspond to a
valid degree-(2k− 2) packed Shamir sharing with secret being 0, with probability at least 1− m−1

|F| , all parties

abort in Step 5 of Πsacrifice.

Proof (Proof of Lemma 6). By Fcoin, all parties obtain a uniformly random element λ. Consider the poly-
nomial

[F(λ)]2k−2 = [e1]2k−2 + [e2]2k−2 · λ+ . . .+ [em]2k−2 · λm−1.

By Lagrange interpolation, for any m different elements λ1, λ2, . . . , λm, there is a one-to-one linear map from
{[F(λi)]2k−2}i∈[m] to {[ei]2k−2}i∈[m]. Thus, if there exists i ∈ [m] such that the honest parties’ shares of
[ei]2k−2 do not correspond to a valid degree-(2k− 2) packed Shamir sharing with secret 0, then the number
of λ ∈ F such that the shares of [F(λ)]2k−2 of honest parties correspond to a valid degree-(2k − 2) packed
Shamir sharing with secret 0 is bounded by m− 1. Since λ is sampled uniformly at random, the probability
of sampling such a λ is at most m−1

|F| . Note for λ such that the honest parties’ shares of [F(λ)]k−1 do not

correspond to a valid degree-(2k− 2) packed Shamir sharing with secret 0, all honest parties will abort. ⊓⊔

Lemma 7. Assume the verification in Step 5 of Πsacrifice is passed with overwhelming probability. If one of
the requirements below is not satisfied, then at least one honest party will either abort or take reject as the
output with overwhelming probability.
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– For all i ∈ [m], ϵi,a = ρ ·∆ai −∆ãi, ϵi,b = ρ ·∆bi −∆b̃i.

– For all i ∈ [m], ∆ai = ∆bi = ∆ci = ∆ãi = ∆b̃i = ∆c̃i = 0.

Proof (Proof of Lemma 7). Essentially, passing the verification in Step 5 of Πsacrifice with overwhelming
probability implies for all i ∈ [m],

0 = ei =(ρ · ai − ãi + ϵi,a) ∗ (ρ · bi − b̃i + ϵi,b)− (ρ · ai − ãi) ∗ (ρ · bi − b̃i).

We assume the adversary can pass the verification with overwhelming probability and consider the first
requirement. Notice for all i ∈ [m], all parties hold their shares of [αi]t′+2k−2 and [βi]t′+2k−2 with

αi =γ ∗ (ρ · ai − ãi + ϵi,a)− ρ · (γ ∗ ai + γ ∗∆ai) + (γ ∗ ãi + γ ∗∆ãi)

=γ ∗ (ϵi,a − ρ ·∆ai +∆ãi)

and

βi =γ ∗ (ρ · bi − b̃i + ϵi,b)− ρ · (γ ∗ bi + γ ∗∆bi) + (γ ∗ b̃i + γ ∗∆b̃i)

=γ ∗ (ϵi,b − ρ ·∆bi +∆b̃i).

Then in Πcheck-zero, all parties compute their shares of [θ]n−1 as

[θ]n−1 = [o]n−1 +

m∑
i=1

[αi]t′+2k−2 · λi−1 +

m∑
j=1

[βj ]t′+2k−2 · λm+j

with θ =
∑m

i=1 αi · λi−1 +
∑m

j=1 βj · λm+j . Passing the verification in Πcheck-zero with all parties’ shares of

{[αi]t′+2k−2, [βi]t′+2k−2}i∈[m] as inputs implies the adversary could provide ∆θ such that

0 =∆θ + θ = ∆θ +

m∑
i=1

αi · λi−1 +

m∑
j=1

βj · λm+j

=∆θ +

m∑
i=1

γ ∗ (ϵi,a − ρ ·∆ai +∆ãi) · λi−1 +

m∑
j=1

γ ∗ (ϵi,b − ρ ·∆bi +∆b̃i) · λm+j

=∆θ + γ ∗
( m∑
i=1

(ϵi,a − ρ ·∆ai +∆ãi) · λi−1 +

m∑
j=1

(ϵi,b − ρ ·∆bi +∆b̃i) · λm+j
)
.

If the first requirement is not satisfied, then the coefficient of the variable γ in θ, which is computed as

m∑
i=1

(ϵi,a − ρ ·∆ai +∆ãi) · λi−1 +

m∑
j=1

(ϵi,b − ρ ·∆bi +∆b̃i) · λm+j ,

is a non-zero vector of degree-(2m− 1) polynomials in λ. By Fcoin, λ is sampled uniformly at random after
{ϵi,a − ρ ·∆ai +∆ãi, ϵi,b − ρ ·∆bi +∆b̃i}i∈[m] are fixed. In this case, by Schwartz-Zippel lemma, there are
at most 2m number of values of λ making the vector of polynomials above equal to 0. Since γ is uniformly
random and unknown to the adversary, then ∆θ+ θ ̸= 0 except with probability 2m

|F| +
1
|F| . Hence, we prove

the statement for the first requirement as 2m
|F| +

1
|F| is negligible.

Now consider the second requirement and suppose the first requirement is satisfied, which means for all
i ∈ [m],

(ρ · ai − ãi) ∗ (ρ · bi − b̃i) = (ρ · ai − ãi + ϵi,a) ∗ (ρ · bi − b̃i + ϵi,b).
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Notice for all i ∈ [m], all parties hold their shares of [γ ∗ ζi]t′+2k−2 with

γ ∗ ζi =γ ∗ (ρ · ai − ãi + ϵi,a) ∗ (ρ · bi − b̃i + ϵi,b) + (γ ∗ ãi + γ ∗∆ãi) ∗ (ρ · bi − b̃i + ϵi,b)

+ (ρ · ai − ãi + ϵi,a) ∗ (γ ∗ b̃i + γ ∗∆b̃i)

− ρ2 · (γ ∗ ci + γ ∗∆ci) + (γ ∗ c̃i + γ ∗∆c̃i)

=γ ∗
(
ρ · (ai +∆ai)− (ãi +∆ãi)

)
∗
(
ρ · (bi +∆bi)− (b̃i +∆b̃i)

)
+ γ ∗ (ãi +∆ãi) ∗

(
ρ · (bi +∆bi)− (b̃i +∆b̃i)

)
+ γ ∗ (b̃i +∆b̃i) ∗

(
ρ · (ai +∆ai)− (ãi +∆ãi)

)
− ρ2 · γ ∗ (ci +∆ci) + γ ∗ (c̃i +∆c̃i)

=ρ2 · γ ∗ (ai +∆ai) ∗ (bi +∆bi)− γ ∗ (ãi +∆ãi) ∗ (b̃i +∆b̃i)

− ρ2 · γ ∗ (ci +∆ci) + γ ∗ (c̃i +∆c̃i)

=γ ∗
(
ai ∗ (ρ2 ·∆bi − ρ ·∆b̃i) + bi ∗ (ρ2 ·∆ai − ρ ·∆ãi)

)
+ γ ∗

(
− ρ2 ·∆ci +∆c̃i +∆b̃i ∗ (ρ · ai − ãi) +∆ãi ∗ (ρ · bi − b̃i) + ρ2 ·∆ai ∗∆bi −∆ãi ∗∆b̃i

)
.

Then in Πcheck-zero, all parties compute their shares of [θ′]n−1 as

[θ′]n−1 =[o′]n−1 +

m∑
i=1

[γ ∗ ζi]t′+2k−2 · µi−1

with θ′ =
∑m

i=1 γ ∗ ζi·µi−1. Passing the verification inΠcheck-zero with all parties’ shares of {[γ ∗ ζi]t′+2k−2}i∈[m]

implies that the adversary is able to provide ∆θ′ such that

0 =∆θ′ + θ′ = ∆θ′ +

m∑
i=1

γ ∗ ζi · µi−1.

We first prove that for all i ∈ [m], ρ2 ·∆bi− ρ ·∆b̃i = ρ2 ·∆ai− ρ ·∆ãi = 0. If this does not hold, W.O.L.G,
suppose there exists i′ ∈ [m] such that ρ2 ·∆bi′ − ρ ·∆b̃i′ ̸= 0. Then the coefficient regarding the variable
ai′ in θ′ is computed as γ ∗ (ρ2 ·∆bi′ − ρ ·∆b̃i′) · µi−1, which is non-zero except with probability 2

|F| since

µ is sampled uniformly at random guaranteed by Fcoin and γ is also uniformly random and unknown to
the adversary. Since ai′ is uniformly random and unknown to the adversary, then the probability that the
adversary provide ∆θ′ such that ∆θ′ + θ′ = 0 is at most 3

|F| , which is negligible. Hence, we have for all

i ∈ [m], ρ2 ·∆bi − ρ ·∆b̃i = ρ2 ·∆ai − ρ ·∆ãi = 0.
Moreover, by Fcoin, ρ is sampled uniformly at random after {∆ai, ∆bi, ∆ãi, ∆b̃i}i∈[m] are chosen by the

adversary. Hence, we know ρ2 ·∆bi−ρ·∆b̃i = ρ2 ·∆ai−ρ·∆ãi = 0 amounts to ∆ai = ∆bi = ∆ãi = ∆b̃i = 0
for all i ∈ [m]. As a result, we have γ ∗ ζi = γ ∗ (−ρ2 ·∆ci +∆c̃i) for all i ∈ [m].

We then claim for all i ∈ [m], −ρ2 ·∆ci +∆c̃i = 0. Otherwise, the coefficient regarding the variable γ in
θ′, which is computed as

m∑
i=1

(−ρ2 ·∆ci +∆c̃i) · µi−1,

is a non-zero vector of degree-(m − 1) polynomials in µ. By Fcoin, µ is sampled uniformly at random after
{−ρ2 · ∆ci + ∆c̃i}i∈[m] are fixed. In this case, by Schwartz-Zippel lemma, there are at most m number of
values of µ making the vector of polynomials above equal to 0. Since γ is uniformly random and unknown
to the adversary, then except with probability m

|F| +
1
|F| , ∆θ′ + θ′ ̸= 0. Then we prove the claim as m

|F| +
1
|F|

is negligible.
Hence, for all i ∈ [m], −ρ2 ·∆ci +∆c̃i = 0. Moreover, by Fcoin, since ρ is sampled uniformly at random

after {∆ci, ∆c̃i}i∈[m] are chosen by the adversary. In the end, we have ∆ci = ∆c̃i = 0 for all i ∈ [m], which
completes the proof. ⊓⊔
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We now show that the distributions of the output in the ideal world is statistically close to that in the real
world by using the following hybrid arguments.

Hyb0: In this hybrid, we consider the execution in the real world.

Hyb1: In the following small hybrids, we focus on the simulation of generating MAC key sharing.

Hyb1,1: In this hybrid, focusing on simulation of Πrand(Σ4), we change the way of generating sharing

of [γ(i)]t′+k−1 for each honest Pi. We first randomly sample t′ field elements as corrupted parties’ shares,
randomly samples γ(i), set γ(i) = (γ(i), . . . , γ(i)), and compute [γ(i)]t′+k−1 based on the secrets and shares
of corrupted parties. Hyb1,1 and Hyb0 have the same distributions.

Hyb1,2: In this hybrid, focusing on simulation ofΠrand(Σ4), we change the way of generating ([γ(i)]t′+k−1)
n−t′

i=1 .

We first compute corrupted parties’ shares of ([γ(i)]t′+k−1)
n−t′

i=1 , randomly sample field elements as
(
γ(i)

)n−t′

i=1
,

set γ(i) = (γ(i), . . . , γ(i)) for each i ∈ [n − t′], compute honest parties’ shares of ([γ(i)]t′+k−1)
n−t′

i=1 based on

the secrets and shares of corrupted parties. Then we compute honest parties’ shares of [γ(i)]t′+k−1 according
to the following equation

([γ(i)]t′+k−1)
n−t′

i=1 = M⊤
C ·

(
[γ(i)]t′+k−1

)
i∈C +M⊤

H ·
(
[γ(i)]t′+k−1

)
i∈H.

Hyb1,2 and Hyb1,1 have the same distributions because given
(
[γ(i)]t′+k−1

)
i∈C , there is a one-to-one corre-

spondence between ([γ(i)]t′+k−1)
n−t′

i=1 and
(
[γ(i)]t′+k−1

)
i∈H.

Hyb1,3: In this hybrid, we do not compute honest parties’ shares of
(
[γ(i)]t′+k−1

)
i∈H and delay the

sampling of the secrets {γ(i)}i∈[n−t′], which is feasible since they are not used in the current simulation.
Hyb1,3 and Hyb1,2 have the same distributions.

Hyb2: In the following small hybrids, we focus on the simulation of preparing packed random au-
thenticated sharings which invokes Πrand-auth(γ). We set m = 6(N1 +N2)/k + 1.

Hyb2,1: In this hybrid, instead of invoking Fpacked-triple-mal, S emulates the interaction between Fpacked-triple-mal

and the adversary itself by receiving the values chosen by the adversary and sending them back to the ad-
versary. Hyb2,1 and Hyb1,3 have the same distributions.

Hyb2,2: In this hybrid, for each i ∈ {0, 1, . . . ,m}, we change the way of computing honest parties’ shares
of [γ + si]t′+k−1. We first compute corrupted parties’ shares of [γ + si]t′+k−1 by adding their shares of
[γ]t′+k−1 with their shares of [si]t′+k−1, then randomly sample k elements as γ + si, and compute honest
parties’ shares of [γ+si]t′+k−1 based on the sampled secrets and the shares of corrupted parties. We compute
honest parties’ shares of [si]t′+k−1 by subtracting their shares of [γ+ si]t′+k−1 with their shares of [γ]t′+k−1.
Since {si}i∈{0,1,...,m} is uniformly random and unknown to the adversary, Hyb2,2 and Hyb2,1 have the same
distributions.

Hyb2,3: In this hybrid, we focus on the simulation of Πverify-deg. Instead of invoking Fcoin to generate a
random element, S samples by itself. Furthermore, we additionally check whether Pking each time distributes
valid degree-(k− 1) packed Shamir secret sharings before checking whether the opened shares of [z]k−1 form
a valid degree-(k− 1) packed Shamir sharing. If S has detected Pking does not distribute some valid degree-
(k − 1) packed Shamir sharings but the verification passes (i.e. the opened shares of [z]k−1 form a valid
degree-(k − 1) packed Shamir sharing), S outputs ⊥ and halts. By Lemma 2, this happens with negligible
probability. The distributions of Hyb2,3 and Hyb2,2 are statistically close.

Hyb2,4: In this hybrid, we focus on simulation of Πdeg-reduce.

Hyb2,4,1: In this hybrid, focusing on simulation of each invocation of Πrand(Σ1), we change the way

of generating sharings of ([r(i)]t′+k−1, [r
(i)]t′+2k−2) for each honest Pi. We first randomly sample 2t′ field

elements as corrupted parties’ shares, randomly sample k elements as r(i), compute [r(i)]t′+k−1 and sample
[r(i)]t′+2k−2 based on the sampled secrets and shares of corrupted parties. Hyb2,4,1 and Hyb2,3 have the
same distributions.

Hyb2,4,2: In this hybrid, focusing on simulation of each invocation ofΠrand(Σ1), we change the way of gen-
erating ([r(i)]t′+k−1, [r(i)]t′+2k−2)i∈[n−t′]. We first compute corrupted parties’ shares of ([r(i)]t′+k−1, [r(i)]t′+2k−2)i∈[n−t′],

randomly sample field elements as the secrets (r(i))i∈[n−t′], compute honest parties’ shares of
(
[r(i)]t′+k−1

)
i∈[n−t′]
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and randomly sample
(
[r(i)]t′+2k−2

)
i∈[n−t′]

based on the sampled secrets and shares of corrupted parties.

Then we compute honest parties’ shares of
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H according to the following equation

([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 = M⊤
C ·

(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈C +M⊤

H ·
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H.

Hyb2,4,2 and Hyb2,4,1 have the same distributions because given
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈C , there is a

one-to-one correspondence between ([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 and
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H.

Hyb2,4,3: In this hybrid, we do not compute honest parties’ shares of
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H and

delay the sampling of the secrets plus honest parties’ shares of ([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 , which is feasible
since they are not used in the current simulation. Hyb2,4,3 and Hyb2,4,2 have the same distributions.

Hyb2,4,4: In this hybrid, for each i ∈ {0, 1, . . . ,m}, we change the way of computing honest parties’ shares
of [γ∗ri+ui]t′+2k−2. We first compute corrupted parties’ shares of [γ∗ri+ui]t′+2k−2 by adding up their shares
of [γ ∗ri]t′+2k−2 and [ui]t′+2k−2, sample k random field elements as the secrets γ ∗ri+ui, and sample honest
parties’ shares of [γ ∗ ri + ui]t′+2k−2 based on the sampled secrets and shares of corrupted parties. Then we
compute honest parties’ shares of [ui]t′+2k−2 by subtracting their shares of [γ∗ri+ui]t′+2k−2 with their shares
of [γ∗ri]t′+2k−2 and also compute their shares of [ui]t′+k−1 based on the secret and shares of corrupted parties.
Hyb2,4,4 and Hyb2,4,3 have the same distributions by the randomness of {[ui]t′+k−1, [ui]t′+2k−2}i∈{0,1,...,m}.

Hyb2,4,5: In this hybrid, we do not compute honest parties’ shares of [γ]t′+k−1, {[si]t′+k−1}i∈{0,1,...,m},
{[ui]t′+k−1, [ui]t′+2k−2}i∈{0,1,...,m} and delay the sampling of the secrets γ, {ri}i∈{0,1,...,m} as they are not
used in the current simulation. Hyb2,4,5 and Hyb2,4,4 have the same distributions.

Hyb2,5: In this hybrid, going back to simulation of Πrand-auth, instead of invoking Fcoin to sample a
random element σ, S samples by itself. Hyb2,5 and Hyb2,4,5 have the same distributions.

Hyb2,6: In this hybrid, we focus on the simulation of Πrand(Σ3).

Hyb2,6,1: In this hybrid, we change the way of generating sharings ⟨o(i)⟩ for each honest Pi. We first
sample t′ random elements as corrupted parties’ shares and then randomly sample honest parties’ shares
based on the secret o(i) = 0 and shares of corrupted parties.Hyb2,6,1 andHyb2,5 have the same distributions.

Hyb2,6,2: In this hybrid, we change the way of generating sharings of (⟨o(i)⟩)i∈[n−t′]. We first compute
corrupted parties’ shares of (⟨o(i)⟩)i∈[n−t′] and sample the whole sharings of (⟨o(i)⟩)i∈[n−t′] based on the
secrets o(i) = 0 for all i ∈ [n − t′] and shares of corrupted parties. Then we compute honest parties’ shares

of (⟨o(i)⟩)i∈H according to the following equation

(⟨o(i)⟩)i∈[n−t′] = M⊤
C · (⟨o(i)⟩)i∈C +M⊤

H · (⟨o(i)⟩)i∈H.

Hyb2,6,2 and Hyb2,6,1 have the same distributions because given (⟨o(i)⟩)i∈C , there is a one-to-one corre-

spondence between (⟨o(i)⟩)i∈[n−t′] and (⟨o(i)⟩)i∈H.

Hyb2,6,3: In this hybrid, we do not compute honest parties’ shares of (⟨o(i)⟩)i∈H and delay the sampling
of honest parties’ shares of (⟨o(i)⟩)i∈[n−t′], which is feasible since they are not used in the current simulation.
Hyb2,6,3 and Hyb2,6,2 have the same distributions.

Hyb2,7: In this hybrid, going back to simulation of Πrand-auth, we change the way of computing honest

parties’ shares of ⟨α⟩. We first compute corrupted parties’ shares of ⟨α⟩ by ⟨α⟩ = ⟨o1⟩ +
∑m,k

i=0,j=1⟨ri,j⟩ ·
σi·k+j−1, sample a random element as α, and sample honest parties’ shares of ⟨α⟩ based on the sampled
secret and shares of corrupted parties. Then we compute honest parties’ shares of ⟨o1 + r0,1⟩ by subtracting

their shares of ⟨α⟩ with their shares of
∑k

j=2⟨r0,j⟩ · σj−1 +
∑m,k

i=1,j=1⟨ri,j⟩ · σi·k+j−1. Hyb2,7 and Hyb2,6,3

have the same distributions by the randomness of ⟨o1⟩ and r0,1.
Hyb2,8: In this hybrid, instead of invoking Fcom, S emulates by itself. We additionally check whether

{∆ri,j}m,k
i=0,j=1 computed in the simulation satisfies the requirement in Lemma 5. If not, S simulates the rest

of the protocol as described above. The only difference is that, if the verification in the protocol passes, i.e.
the opened sharing ⟨θ̃⟩ is an additive secret sharing with secret 0, S outputs ⊥ and halts, which happens
with negligible probability due to Lemma 5. The distributions of Hyb2,8 and Hyb2,7 are statistically close.
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Hyb2,9: In this hybrid, if the requirement in Lemma 5 is satisfied, S simulates as above. The only

difference is that S samples honest parties’ shares of ⟨θ⟩ based on corrupted parties’ shares of ⟨θ⟩ and the
secret θ which is known to S. Then S computes honest parties’ shares of ⟨o2⟩ by subtracting their shares of

⟨θ⟩ with their shares of ⟨γ⟩ ·α−
∑m,k

i=0,j=1⟨γ · ri,j⟩ ·σi·k+j−1. Hyb2,9 and Hyb2,8 have the same distributions
due to the randomness of ⟨o2⟩.

Hyb2,10: In this hybrid, we do not compute honest parties’ shares of ⟨o1 + r0,1⟩, ⟨o2⟩ and delay the
sampling of the secrets γ, {ri}i∈{1,...,m} until the beginning of Step 2.2 of Πprep-mal, which is feasible since
they are not used in the current simulation. Hyb2,10 and Hyb2,9 have the same distributions.

Hyb3: In the following small hybrids, we focus on simulation of preparing packed authenticated
triples.

Hyb3,1: In this hybrid, instead of invoking Fpacked-triple-mal, S emulates the interaction between Fpacked-triple-mal

and the adversary itself by receiving the values chosen by the adversary and sending them back to the ad-
versary. Hyb3,1 and Hyb2,10 have the same distributions.

Hyb3,2: In the following small hybrids, we focus on the simulation of Πauth and set m = 6(N1 +N2)/k.
Hyb3,2,1: In this hybrid, for each i ∈ [m], we change the way of computing honest parties’ shares of

[xi + ri]t′+k−1. We first compute corrupted parties’ shares of [xi + ri]t′+k−1 and sample the whole sharing
based on shares of corrupted parties. Then we compute honest parties’ shares of [ri]t′+k−1 by subtracting
their shares of [xi+ri]t′+k−1 with their shares of [xi]t′+k−1. Hyb3,2,1 and Hyb3,1 have the same distributions
due to the randomness of {ri}i∈[m].

Hyb3,2,2: In this hybrid, we focus on the simulation of Πverify-deg. Instead of invoking Fcoin to generate a
random element, S samples by itself. Furthermore, we additionally check whether Pking each time distributes
valid degree-(k− 1) packed Shamir secret sharings before checking whether the opened shares of [z]k−1 form
a valid degree-(k− 1) packed Shamir sharing. If S has detected Pking does not distribute some valid degree-
(k − 1) packed Shamir sharings but the verification passes (i.e. the opened shares of [z]k−1 form a valid
degree-(k − 1) packed Shamir sharing), S outputs ⊥ and halts. By Lemma 2, this happens with negligible
probability. The distributions of Hyb3,2,2 and Hyb3,2,1 are statistically close.

Hyb3,2,3: In this hybrid, we focus on simulation of Πdeg-reduce.
Hyb3,2,3,1: In this hybrid, focusing on simulation of each invocation of Πrand(Σ1), we change the way

of generating sharings of ([r(i)]t′+k−1, [r
(i)]t′+2k−2) for each honest Pi. We first randomly sample 2t′ field

elements as corrupted parties’ shares, randomly sample k elements as r(i), compute [r(i)]t′+k−1 and sample
[r(i)]t′+2k−2 based on the sampled secrets and shares of corrupted parties. Hyb3,2,3,1 and Hyb3,2,2 have the
same distributions.

Hyb3,2,3,2: In this hybrid, focusing on simulation of each invocation of Πrand(Σ1), we change the way of
generating ([r(i)]t′+k−1, [r(i)]t′+2k−2)i∈[n−t′]. We first compute corrupted parties’ shares of ([r(i)]t′+k−1, [r(i)]t′+2k−2)i∈[n−t′],
randomly sample field elements as the secrets (r(i))i∈[n−t′], compute honest parties’ shares of ([r(i)]t′+k−1, [r(i)]t′+2k−2)i∈[n−t′]

based on the sampled secrets and shares of corrupted parties. Then we compute honest parties’ shares of(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H according to the following equation

([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 = M⊤
C ·

(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈C +M⊤

H ·
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H.

Hyb3,2,3,2 and Hyb3,2,3,1 have the same distributions because given
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈C , there is

a one-to-one correspondence between ([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 and
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H.

Hyb3,2,3,3: In this hybrid, we do not compute honest parties’ shares of
(
[r(i)]t′+k−1, [r

(i)]t′+2k−2

)
i∈H and

delay the sampling of the secrets plus honest parties’ shares of ([r(i)]t′+k−1, [r(i)]t′+2k−2)
n−t′

i=1 , which is feasible
since they are not used in the current simulation. Hyb3,2,3,3 and Hyb3,2,3,2 have the same distributions.

Hyb3,2,3,4: In this hybrid, for each i ∈ [m], we change the way of computing honest parties’ shares of
[γi ∗ ri + ui]t′+2k−2. We first compute corrupted parties’ shares of [γi ∗ ri + ui]t′+2k−2 by adding up their
shares of [γi ∗ri]t′+2k−2 and [ui]t′+2k−2, sample k random field elements as the secret γi ∗ri+ui, and sample
honest parties’ shares of [γi ∗ ri + ui]t′+2k−2 based on the sampled secret and shares of corrupted parties.
Then we compute honest parties’ shares of [ui]t′+2k−2 by subtracting their shares of [γi ∗ ri + ui]t′+2k−2
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with their shares of [γi ∗ ri]t′+2k−2 and also compute their shares of [ui]t′+k−1 based on the secret and
shares of corrupted parties. Hyb3,2,3,4 and Hyb3,2,3,3 have the same distributions by the randomness of
{[ui]t′+k−1, [ui]t′+2k−2}i∈[m].

Hyb3,2,3,5: In this hybrid, we do not compute honest parties’ shares of [γ]t′+k−1, {[ri]t′+k−1, [xi]t′+k−1}i∈[m],
{[ui]t′+k−1, [ui]t′+2k−2}i∈[m] and delay the sampling of the secrets γ, {xi}i∈[m] as they are not used in the
current simulation. Hyb3,2,3,5 and Hyb3,2,3,4 have the same distributions.

Hyb3,3: In the following small hybrids, we focus on the simulation of Πsacrifice and set m = (N1+N2)/k.

Hyb3,3,1: In this hybrid, instead of invoking Fcoin, S samples a random field element as ρ by itself.

Hyb3,3,2: In this hybrid, for each i ∈ [m], we change the way of computing honest parties’ shares of

[ρ · ai− ãi]t′+k−1, [ρ ·bi− b̃i]t′+k−1. We first compute corrupted parties’ shares of [ρ · ai− ãi]t′+k−1, [ρ ·bi−
b̃i]t′+k−1, sample random elements as the secrets ρ · ai − ãi and ρ · bi − b̃i, and compute honest parties’
shares based on the sampled secrets and shares of corrupted parties. Then we compute honest parties’ shares
of [ãi]t′+k−1 by [ãi]t′+k−1 = −[ρ · ai − ãi]t′+k−1 + ρ · [ai]t′+k−1 and compute their shares of [b̃i]t′+k−1 by
[b̃i]t′+k−1 = −[ρ · bi − b̃i]t′+k−1 + ρ · [bi]t′+k−1. By the randomness of {ãi, b̃i}i∈[m], Hyb3,3,2 and Hyb3,3,1

have the same distributions.

Hyb3,3,3: In this hybrid, we focus on the simulation of Πverify-deg. Instead of invoking Fcoin to generate a
random element, S samples by itself. Furthermore, we additionally check whether Pking each time distributes
valid degree-(k− 1) packed Shamir secret sharings before checking whether the opened shares of [z]k−1 form
a valid degree-(k− 1) packed Shamir sharing. If S has detected Pking does not distribute some valid degree-
(k − 1) packed Shamir sharings but the verification passes (i.e. the opened shares of [z]k−1 form a valid
degree-(k − 1) packed Shamir sharing), S outputs ⊥ and halts. By Lemma 2, this happens with negligible
probability. The distributions of Hyb3,3,3 and Hyb3,3,2 are statistically close.

Hyb3,3,4: In this hybrid, we focus on the simulation of verifying degree-(2k − 2) packed Shamir
sharings. Instead of invoking Fcoin to generate a random element λ, S samples it by itself. Furthermore, we
additionally check whether Pking distributes valid degree-(2k−2) packed Shamir secret sharing [(ρ ·ai− ãi)∗
(ρ ·bi− b̃i)]k−1 with secret being the product of the secret of [ρ ·ai− ãi]k−1 and the secret of [ρ ·bi− b̃i]k−1

for each i ∈ [m] before checking whether the opened shares of [e0]2k−2 form a valid degree-(2k − 2) packed
Shamir sharing with secret e0 = 0. If S has detected Pking distributes some valid degree-(k − 1) packed
Shamir sharings with incorrect secrets but the verification passes (i.e. the receiving shares of [e0]k−1 form
a valid degree-(2k − 2) packed Shamir sharing with secret 0), S outputs ⊥ and halts. By Lemma 6, this
happens with negligible probability. The distributions of Hyb3,3,4 and Hyb3,3,3 are statistically close.

Hyb3,3,5: In this hybrid, we focus on simulating the invocation of Πcheck-zero with all parties’ shares of
{[αi]t′+2k−2, [βi]t′+2k−2}i∈[m] as inputs and set M = 2m = 2(N1 +N2)/k.

Hyb3,3,5,1: In this hybrid, instead of invoking Fcoin, S samples a random element as λ by itself. Hyb3,3,5,1

and Hyb3,3,4 have the same distributions.

Hyb3,3,5,2: In this hybrid, we focus on simulation of Πrand(Σ2).

Hyb3,3,5,2,1: In this hybrid, we change the way of generating sharings of [o(i)]n−1 for each honest Pi.
We first randomly sample t′ field elements as corrupted parties’ shares and compute the whole sharing of
[o(i)]n−1 based on the secret o(i) = 0 and shares of corrupted parties. Hyb3,3,5,2,1 and Hyb3,3,5,1 have the
same distributions.

Hyb3,3,5,2,2: In this hybrid, we change the way of generating sharings ([o(i)]n−1)i∈[n−t′]. We first compute
corrupted parties’ shares of ([o(i)]n−1)i∈[n−t′] and sample honest parties’ shares of ([o(i)]n−1)i∈[n−t′] based

on the secrets and shares of corrupted parties. Then we compute honest parties’ shares of
(
[o(i)]n−1

)
i∈H

according to the following equation

([o(i)]n−1)
n−t′

i=1 = M⊤
C ·

(
[o(i)]n−1

)
i∈C +M⊤

H ·
(
[o(i)]n−1

)
i∈H.

Hyb3,3,5,2,2 and Hyb3,3,5,2,1 have the same distributions because given
(
[o(i)]n−1

)
i∈C , there is a one-to-one

correspondence between ([o(i)]n−1)
n−t′

i=1 and
(
[o(i)]n−1

)
i∈H.
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Hyb3,3,5,2,3: In this hybrid, we do not compute honest parties’ shares of
(
[o(i)]n−1

)
i∈H and delay the

sampling of the honest parties’ shares of ([o(i)]n−1)
n−t′

i=1 , which is feasible since they are not used in the
current simulation. Hyb3,3,5,2,3 and Hyb3,3,5,2,2 have the same distributions.

Hyb3,3,5,3: In this hybrid, instead of invoking Fcom, S emulates by itself. We additionally check whether
{ϵi,a, ϵi,b}i∈[m] computed as described in the simulation satisfies the first requirement in Lemma 7. If not,
S simulates the rest of the protocol as described above. The only difference is that, if the verification in
the protocol passes, i.e. the opened sharing [θ]n−1 is a degree-(n − 1) packed Shamir sharing with secret
0, S outputs ⊥ and halts, which happens with negligible probability due to Lemma 7. The distributions of
Hyb3,3,5,3 and Hyb3,3,5,2,3 are statistically close.

Hyb3,3,5,4: In this hybrid, if the first requirement in Lemma 7 is satisfied, S simulates as above. The only

difference is that S samples honest parties’ shares of [θ]n−1 based on corrupted parties’ shares of [θ]n−1 and
by setting the secret θ = 0. Then S computes honest parties’ shares of [o]n−1 by subtracting their shares of

[θ]n−1 with their shares of
∑M

ℓ=1[θℓ]n−1 ·λℓ−1. Hyb3,3,5,4 and Hyb3,3,5,3 have the same distributions due to
the randomness of [o]n−1.

Hyb3,3,5,5: In this hybrid, we do not compute honest parties’ shares of [o]n−1 as they are not used in the
simulation. Hyb3,3,5,5 and Hyb3,3,5,4 have the same distributions.

Hyb3,3,6: In this hybrid, we focus on simulating the invocation of Πcheck-zero with all parties’ shares of

{[γ ∗ ζi]t′+2k−2}i∈[m] as inputs and set M = m = (N1 +N2)/k.

Hyb3,3,6,1: In this hybrid, we change the simulation of Fcoin and Πrand(Σ2) as the first invocation
of Πcheck-zero. After that, S learnt corrupted parties’ shares of [o′]n−1. Hyb3,3,6,1 and Hyb3,3,5,5 have the
same distributions.

Hyb3,3,6,2: In this hybrid, instead of invoking Fcom, S emulates by itself. We additionally check whether

{∆ai, ∆bi, ∆ci, ∆ãi.∆b̃i, ∆c̃i}i∈[m] computed as described in the simulation satisfies the second requirement
in Lemma 7. If not, S simulates the rest of the protocol as described above. The only difference is that, if
the verification in the protocol passes, i.e. the opened sharing [θ′]n−1 is a degree-(n − 1) packed Shamir
sharing with secret 0, S outputs ⊥ and halts, which happens with negligible probability due to Lemma 7.
The distributions of Hyb3,3,6,2 and Hyb3,3,6,1 are statistically close.

Hyb3,3,6,3: In this hybrid, if the second requirement is satisfied, S simulates as above. The only difference

is that S samples honest parties’ shares of [θ′]n−1 based on corrupted parties’ shares of [θ]n−1 and by setting
the secret θ′ = 0. Then S computes honest parties’ shares of [o′]n−1 by subtracting their shares of [θ]n−1

with their shares of
∑M

ℓ=1[θℓ]n−1 · λℓ−1. Hyb3,3,6,3 and Hyb3,3,6,2 have the same distributions due to the
randomness of [o′]n−1.

Hyb3,3,6,4: In this hybrid, we do not compute honest parties’ shares of [o′]n−1, {[ãi]t′+k−1, [b̃i]t′+k−1}i∈[m]

and delay the sampling of the secrets γ, {ai,bi}i∈[m] as they are not used in the current simulation.Hyb3,3,6,4

and Hyb3,3,6,3 have the same distributions.

Hyb3,4: In this hybrid, going back to simulation of Πsacrifice, we focus on simulation of Πrand(Σ2).

Hyb3,4,1: In this hybrid, we change the way of generating sharings of [o(i)]n−1 for each honest Pi.
We first randomly sample t′ field elements as corrupted parties’ shares and compute the whole sharing of
[o(i)]n−1 based on the secret o(i) = 0 and shares of corrupted parties. Hyb3,4,1 and Hyb3,3,6,4 have the same
distributions.

Hyb3,4,2: In this hybrid, we change the way of generating sharings ([o(i)]n−1)i∈[n−t′]. We first compute
corrupted parties’ shares of ([o(i)]n−1)i∈[n−t′] and sample honest parties’ shares of ([o(i)]n−1)i∈[n−t′] based

on the secrets and shares of corrupted parties. Then we compute honest parties’ shares of
(
[o(i)]n−1

)
i∈H

according to the following equation

([o(i)]n−1)
n−t′

i=1 = M⊤
C ·

(
[o(i)]n−1

)
i∈C +M⊤

H ·
(
[o(i)]n−1

)
i∈H.

Hyb3,4,2 and Hyb3,4,1 have the same distributions because given
(
[o(i)]n−1

)
i∈C , there is a one-to-one corre-

spondence between ([o(i)]n−1)
n−t′

i=1 and
(
[o(i)]n−1

)
i∈H.
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Hyb3,4,3: In this hybrid, we do not compute honest parties’ shares of
(
[o(i)]n−1

)
i∈H and delay the

sampling of the honest parties’ shares of ([o(i)]n−1)
n−t′

i=1 , which is feasible since they are not used in the
current simulation. Hyb3,4,3 and Hyb3,4,2 have the same distributions.

Hyb4: In the following small hybrids, we focus on simulation of preparing random sharings for
computation verification.

Hyb4,1: In this hybrid, we focus on simulation of Πrand(Σ2).

Hyb4,1,1: In this hybrid, we change the way of generating sharings of [o(i)]n−1 for each honest Pi.
We first randomly sample t′ field elements as corrupted parties’ shares and compute the whole sharing of
[o(i)]n−1 based on the secret o(i) = 0 and shares of corrupted parties. Hyb4,1,1 and Hyb3,4,3 have the same
distributions.

Hyb4,1,2: In this hybrid, we change the way of generating ([o(i)]n−1)i∈[n−t′]. We first compute corrupted
parties’ shares of ([o(i)]n−1)i∈[n−t′] and sample honest parties’ shares of ([o(i)]n−1)i∈[n−t′] based on the secrets

and shares of corrupted parties. Then we compute honest parties’ shares of
(
[o(i)]n−1

)
i∈H according to the

following equation

([o(i)]n−1)
n−t′

i=1 = M⊤
C ·

(
[o(i)]n−1

)
i∈C +M⊤

H ·
(
[o(i)]n−1

)
i∈H.

Hyb4,1,2 and Hyb4,1,1 have the same distributions because given
(
[o(i)]n−1

)
i∈C , there is a one-to-one corre-

spondence between ([o(i)]n−1)
n−t′

i=1 and
(
[o(i)]n−1

)
i∈H.

Hyb4,1,3: In this hybrid, we do not compute honest parties’ shares of
(
[o(i)]n−1

)
i∈H and delay the

sampling of the honest parties’ shares of ([o(i)]n−1)
n−t′

i=1 , which is feasible since they are not used in the
current simulation. Hyb4,1,3 and Hyb4,1,2 have the same distributions.

Hyb4,2: In this hybrid, we focus on simulation of preparing ⟨r′⟩ and ⟨γ · r′⟩.
Hyb4,2,1: In this hybrid, we focus on the simulation of Πrand(Σ3).

Hyb4,2,1,1: In this hybrid, we change the way of generating sharings ⟨o(i)⟩ for each honest Pi. We first sam-
ple t′ random elements as corrupted parties’ shares and then randomly sample honest parties’ shares based
on the secret o(i) = 0 and shares of corrupted parties. Hyb4,2,1,1 and Hyb4,1,2 have the same distributions.

Hyb4,2,1,2: In this hybrid, we change the way of generating sharings of (⟨o(i)⟩)i∈[n−t′]. We first compute
corrupted parties’ shares of (⟨o(i)⟩)i∈[n−t′] and sample the whole sharings of (⟨o(i)⟩)i∈[n−t′] based on the
secrets o(i) = 0 for all i ∈ [n − t′] and shares of corrupted parties. Then we compute honest parties’ shares

of (⟨o(i)⟩)i∈H according to the following equation

(⟨o(i)⟩)i∈[n−t′] = M⊤
C · (⟨o(i)⟩)i∈C +M⊤

H · (⟨o(i)⟩)i∈H.

Hyb4,2,1,2 and Hyb4,2,1,1 have the same distributions because given (⟨o(i)⟩)i∈C , there is a one-to-one corre-

spondence between (⟨o(i)⟩)i∈[n−t′] and (⟨o(i)⟩)i∈H.

Hyb4,2,1,3: In this hybrid, we do not compute honest parties’ shares of (⟨o(i)⟩)i∈H and delay the sampling
of honest parties’ shares of (⟨o(i)⟩)i∈[n−t′], which is feasible since they are not used in the current simulation.
Hyb4,2,1,3 and Hyb4,2,1,2 have the same distributions.

Hyb4,2,2: In this hybrid, we change the way of computing honest parties’ shares of (⟨r′⟩, ⟨γ · r′⟩). We first
compute corrupted parties’ shares of (⟨r′⟩, ⟨γ · r′⟩), sample a random element as r′, and randomly sample
honest parties’ shares of (⟨r′⟩, ⟨γ · r′⟩) based on the secret and shares of corrupted parties. Then we compute
honest parties’ shares of ⟨o1⟩ by subtracting their shares of ⟨r′⟩ with their shares of the additive sharing of
r′ computed from [r′]t′+k−1. We also compute honest parties’ shares of ⟨o2⟩ by subtracting their shares of
⟨γ · r′⟩ with their shares of the additive sharing of γ · r′ computed from [γ ∗ r′]t′+k−1. By the randomness of
⟨o1⟩ and ⟨o2⟩, Hyb4,2,2 and Hyb4,2,1,3 have the same distributions.

Hyb4,2,3: In this hybrid, we do not compute honest parties’ shares of ⟨o1⟩ and ⟨o2⟩ as they are not used
in the current simulation. Hyb4,2,3 and Hyb4,2,2 have the same distributions.

Hyb5: In this hybrid, we simulate honest parties’ outputs by interacting with Fprep-mal as described in
the simulation. The only difference is that Fprep-mal will take the role of S to sample the honest parties’
shares in the same way as S does. Hyb5 and Hyb4,2,3 have the same distributions.
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SinceHyb5 corresponds to the ideal world,Πprep-mal securely computes Fprep-mal in the Fpacked-triple-mal, Fcoin, Fcom-
hybrid model. ⊓⊔

4.3 Conclusion

In this subsection, we combine our instantiation of preprocessing phase in [GPS22] together with its online
protocol to eventually derive an information-theoretic honest majority MPC protocol in random OLE-hybrid
model, or more precisely, the Frand-OLE-mal-hybrid model. We first summarize in Lemma 8 the security of
the online protocol in [GPS22] as our starting point.

Lemma 8. In the client-server model, let c denote the number of clients, n denote the number of parties
(servers), and t′ denote the number of corrupted parties (servers). For an arithmetic circuit C over F, there
exists an information-theoretic MPC protocol which securely computes Fmain-mal in the Fprep-mal, Fcom-
hybrid model against a fully malicious adversary who controls up to t′ = n+1

2 corrupted parties.

Functionality 4: Fmain-mal

1. Fmain-mal receives the input from all clients. Let x denote the input and C denote the circuit.
2. Fmain-mal computes C(x) and sends the output of corrupted clients to the adversary. Fmain-mal

waits for the response of the adversary.
– If the adversary replies reject, Fmain-mal sends abort to all clients.
– If the adversary replies accept, Fmain-mal distributes the output to all clients.

Remark 2. Lemma 8 is based on Lemma 5 and Lemma 7 in [GPS22] which jointly state that there exists
an information-theoretic MPC protocol which securely computes Fmain-mal in the Fprep-mal, Fcom, Frand,
FrandZero-hybrid model against a fully malicious adversary controlling t′ = n−2k+1 parties. We notice that
the functionality Frand which prepares random degree-(n − k) packed sharings in the form of [r]n−k for all
parties can be instantiated with malicious security using Πrand(Σ1) and the functionality FrandZero which
prepares random degree-(n − 1) packed 0-sharings in the form of [o]n−1 for all parties can be instantiated
with malicious security using Πrand(Σ2).

Combining Lemma 8 with our instantiation of Fprep-mal with its security stated in Lemma 4 and our
instantiation of Fpacked-triple-mal with its security stated in Lemma 1 results in Lemma 9.

Lemma 9. In the client-server model, let c denote the number of clients, n denote the number of parties
(servers), and t′ denote the number of corrupted parties (servers). There exists an MPC protocol which se-
curely computes Fmain-mal in the Frand-OLE-mal, Fcoin, Fcom-hybrid model in the presence of a fully malicious
adversary controlling up to t′ = n+1

2 corrupted parties.

Towards building an MPC protocol with information-theoretic security solely based on Frand-OLE-mal-
hybrid model, it remains to realize Fcoin and Fcom. To do this, we are expected to go back to the orig-
inal honest majority setting with corruption threshold t = n−1

2 to achieve these two functionalities with
information-theoretic security. Both two realizations whose descriptions appear in Πcoin and Πcom make use
of the fact that degree-t Shamir sharings are fully determined by t + 1 honest parties’ shares. As for the
communication, each invocation of Πcoin costs 2n2 field elements to sample a random field element and each
invocation of Πcom costs n + n2 field elements. The security of Πcoin and Πcom are stated in Lemma 10
and 11, respectively.

Protocol 6: Πcoin

All parties aim to prepare a random field element r as follows.

1. Each party Pi randomly samples a degree-t Shamir sharing [ri]t and distributes it to all other
parties.
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2. All parties locally compute [r]t =
∑n

i=1[ri]t and send their shares of [r]t to all other parties.
3. Each party Pi checks whether the receiving shares form a valid degree-t Shamir sharing. If this

is the case, Pi reconstructs and outputs the secret r. Otherwise, Pi aborts.

Protocol 7: Πcom

Πcom implements (Commit, v, i, τv) which refers to Pi aims to commit the value v under the handle τ
and (Open, i, τv) which refers to Pi aims to open the commitment of v with handle τv.

1. On input (Commit, v, i, τv) by Pi, Pi randomly samples a degree-t Shamir sharing [v]t and dis-
tributes it to all other parties. All parties store (i, [v]t) under the handle τv.

2. On input (Open, i, τv) by Pi,
(a) Each party Pj checks whether this commitment exists. If not, Pj aborts. Otherwise, Pj re-

trieves its share of [v]t and sends it to all other parties.
(b) Each party Pj checks whether the receiving shares form a valid degree-t Shamir sharing. If

this is the case, Pj reconstructs the secret v and outputs (v, i, τv). Otherwise, Pj aborts.

Lemma 10. Πcoin realizes Fcoin in the presence of a fully malicious adversary controlling t = n−1
2 corrupted

parties.

Proof (Proof of Lemma 10). We construct a simulator S to simulate the behaviors of honest parties. S
samples the internal randomness of the adversary and invokes the adversary. Denote by H the set of identities
of honest parties and by C the set of identities of corrupted parties. The simulation works as follows.

1. In Step 1, when each honest Pi distributes a random degree-t Shamir sharing [ri]t, S samples t random
elements as corrupted parties’ shares and sends them to the adversary on behalf of honest Pi. When
each corrupted Pi distributes a random degree-t Shamir sharing [ri]t, S receives t + 1 shares of honest
parties from the adversary, reconstructs the whole sharing of [ri]t based on shares of honest parties, and
learns the shares of corrupted parties.

2. In Step 2, S computes corrupted parties’ shares of [r]t by [r]t =
∑n

i=1[ri]t, invokes Fcoin to receive the
random element r, computes the whole sharing [r]t based on shares of corrupted parties and the secret,
and sends honest Pi’s share to the adversary on behalf of honest Pi for each honest party.

3. In Step 3, S follows the protocol honestly. If one party aborts, S aborts on behalf of honest parties and
sends reject to Fcoin. Otherwise, S sends accept to Fcoin.

In the end, S outputs what the adversary outputs. Now we present the hybrid arguments to show the
distributions of the output in the ideal world is identical to that in the real world as below.

Hyb0: In this hybrid, we consider the execution in the real world.
Hyb1: In this hybrid, we change the way of generating [ri]t for each honest Pi. We first sample t random

elements as corrupted parties’ shares and then sample the whole sharing of [ri]t based on shares of corrupted
parties. The distributions in Hyb1 and Hyb0 are identical.

Hyb2: In this hybrid, we change the way of generating [r]t. We first sample a random element as r
and compute the whole sharing [r]t based on the sampled secret and shares of corrupted parties. Then we
compute shares of [ri]t for each honest Pi as follows. W.O.L.G, suppose Pn is honest. For each honest Pi

with i ∈ H \ {n}, we sample a random element as ri and compute rn = r −
∑n−1

i=1 . Then we are able to
compute [ri]t based on shares of corrupted parties and the secret for each honest Pn. The distributions in
Hyb2 and Hyb1 are identical due to the randomness of rn.

Hyb3: In this hybrid, instead of sampling r by S, S invokes Fcoin to obtain the random element r.
Moreover, we do not compute honest parties’ shares of {[ri]t}i∈H as they are not used on the simulation.
The distributions in Hyb3 and Hyb2 are identical due to the randomness of rn.

Hyb4: In this hybrid, in Step 3, when the receiving shares do not form a valid degree-t Shamir sharing,
S aborts on behalf of honest parties and sends reject to Fcoin. Otherwise, S replies Fcoin with accept. The
distributions in Hyb4 and Hyb3 are identical.
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Since Hyb4 corresponds to the ideal world, Πcoin securely computes Fcoin. ⊓⊔

Lemma 11. Πcom realizes Fcom in the presence of a fully malicious adversary controlling t = n−1
2 corrupted

parties.

Proof (Proof of Lemma 11). We construct a simulator S to simulate the behaviors of honest parties. S
samples the internal randomness of the adversary and invokes the adversary. Denote by H the set of identities
of honest parties and by C the set of identities of corrupted parties. The simulation works as follows.

1. When an honest Pi aims to commit a value v under the handle τv, S randomly samples t elements as
corrupted parties’ shares of [v]t and sends them to the adversary on behalf of honest Pi.

2. When a corrupted Pi aims to commit a value v under the handle τv, S receives t + 1 honest parties’
shares of [v]t from the adversary, reconstructs the secret v, and sends (Commit, v, i, τv) to Fcom.

3. When an honest Pi aims to open the commitment of value v under the handle τv, S receives (v, i, τv)
from Fcom and reconstructs the whole sharing of [v]t based on the secret and t corrupted parties’ shares.
For each honest Pj , S sends Pj ’s share to the adversary on behalf of honest Pj . If the adversary aborts,
S sends reject to Fcom. Otherwise, S replies accept to Fcom.

4. When a corrupted Pi aims to open the commitment of value v under the handle τv, S follows the protocol
honestly. If one party aborts, S sends reject to Fcom. Otherwise, S replies accept to Fcom.

In the end, S outputs what the adversary outputs. Now we present the hybrid arguments to show the
distributions of the output in the ideal world is identical to that in the real world.

Hyb0: In this hybrid, we consider the execution in the real world.

Hyb1: In this hybrid, we focus on the simulation when an honest party Pi aims to commit a value v
under the handle τv and change the way of generating degree-t Shamir sharing [v]t. We first sample t random
elements as corrupted parties’ shares and delay the sampling of the whole sharing of [v]t until (Open, i, τv)
is input by honest Pi. The distributions in Hyb1 and Hyb0 are identical due to the property of degree-t
Shamir sharing that any t shares are independent with the secret.

Hyb2: In this hybrid, we focus on the simulation when an honest party Pi aims to open a value v under
the handle τv. S receives (v, i, τv) from Fcom, reconstructs the whole sharing of [v]t, and learns shares of
honest parties. Then S follows the protocol honestly. The distributions in Hyb2 and Hyb1 are identical.

Hyb3: In this hybrid, we focus on the simulation when a corrupted party Pi aims to commit a value v
under the handle τv. S reconstructs the secret v based on t + 1 honest parties’ shares of [v]t received from
the adversary and sends (Commit, v, Pi, τv) to Fcom. The distributions in Hyb3 and Hyb2 are identical.

Hyb4: In this hybrid, we focus on the simulating the interaction between Fcom. When party Pi aims
to open the commitment of value v under the handle τv, if one party aborts, S aborts on behalf of honest
parties and replies reject to Fcom. Otherwise, S replies with accept to Fcom.

Since Hyb4 corresponds to the ideal world, Πcom securely computes Fcom. ⊓⊔

Now we combine Lemma 9 with our instantiations of Fcoin and Fcom stated in Lemma 10 and 11,
respectively, and eventually obtain an MPC protocol with information-theoretic security in random OLE-
hybrid model, which is concluded in Theorem 2. We emphasize that the corruption threshold changes from
t′ = t+ 1 to t.

Theorem 2. In the client-server model, let c denote the number of clients, n denote the number of parties
(servers), and t denote the number of corrupted parties (servers). For an arithmetic circuit C over F such
that |F| ≥ 2κ, there exists an information-theoretic MPC protocol with total communication of O(|C| +
Depth · n+ poly(c, n)) field elements plus O(|C|+Depth · n+ poly(c, n)) invocations of Frand-OLE-mal which
securely computes Fmain-mal in the Frand-OLE-mal-hybrid model in the presence of a fully malicious adversary
controlling up to t = n−1

2 corrupted parties, where Depth is the circuit depth.
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5 Negative Result

In this section, we state our impossibility result regarding the communication cost to prepare random OLE
correlations in information-theoretic setting with semi-honest security. In previous section, we reduce the
task of constructing an information-theoretic MPC protocol with O(|C|) communication to preparing OLE
correlations. In particular, we are required to prepare OLE correlations for each pair of parties of equal
number, which will be referred to as uniform pattern subsequently. In general, a pattern corresponding to
OLE correlations among n parties P1, . . . , Pn can be represented by a sequence of integers, {ci,j}1≤i<j≤n,
where ci,j ∈ N means a number of ci,j OLE correlations between Pi and Pj are required for 1 ≤ i < j ≤ n.

In order to prove a communication lower bound of preparing OLE correlations admitting a uniform
pattern, we borrow an existing negative result regarding a specific function and reduce securely computing
this function to the task of preparing OLE correlations in the uniform pattern. Concretely, following the
argument of contradiction, our proof strategy consists of three steps below,

– construct a protocol to securely compute a specific inner product function relying on OLE correlations
following a specific (non-uniform) pattern, which allows to reduce the computation of inner product
function to the task of preparing OLE correlations admitting a (non-uniform) pattern, and thus to the
task of preparing OLE correlations between any pair of parties,

– construct a protocol to prepare OLE correlations between any pair of parties based on OLE correlations
following a uniform pattern, which allows to reduce the task of preparing OLE correlations between a
pair of parties to that with a uniform pattern,

– make use of the communication lower bound of the inner product function previously proved in [DLN19]
together with the argument of contradiction to conclude that the beginning OLE correlations which
follows a uniform pattern cannot be prepared using protocols with low communication, neither.

We present the first step and second step reduction in Section 5.1 and Section 5.2, respectively. We further
show the lower bound for preparing OLE correlations with an arbitrary pattern in Section 5.3.

5.1 Communication lower bound regarding OLEs preparation between any two parties

We first recall the theorem proved in [DLN19], from which our negative result is derived. Since we focus on
the communication cost to prepare OLE correlations, we instead consider the computation over a fixed finite
field F though the negative result is originally stated in the bit version in [DLN19]. The theorem considers
2t+1 parties, P1,1, . . . , P1,t, P2,1, . . . , P2,t, and P3, who jointly compute a specific function IPI,n, where each
Pj,i for i ∈ [t], j ∈ {1, 2} has inputs xj,i ∈ FI , bj,i ∈ {0, 1}, while P3 only has input b3 ∈ {0, 1}. IPn,I first
computes y ∈ F to be the inner product between x1,1x1,2 . . . x1,t and x2,1x2,1 . . . x2,t. The output of Pj,i is
zj,i = bj,i · y while the output of P3 is z3 = b3 · y. Theorem 3 states the finite field version of negative result
proved in [DLN19] (Theorem 5).

Theorem 3. Let n = 2t + 1. In any statistically t-private and statistically correct protocol for IPI,n, the

average total communication is at least n(t−1)I
2 − ϵ field elements for a negligible ϵ.

Based on Theorem 3, we aim to deduce a communication lower bound of preparing random OLE corre-
lations between any pair of parties by reducing computation of IPn,I to preparing random OLE correlations
between any pair of parties. To this end, we design a protocol presented in ΠIPn,I

to securely compute
the inner product function IPn,I in Frand-OLE-hybrid model in semi-honest setting. We describe the secu-
rity of ΠIPn,I

in Lemma 12. Hence, making use of the argument of contradiction, we are able to derive a
communication lower bound to instantiate Frand-OLE, which is concluded in Theorem 4.

Theorem 4. Let n = 2t+1. There does not exist any statistically t-private and statistically correct protocol
preparing N random OLE correlations between any party Pi and Pj with communication overhead of o(N ·n)
field elements. The random OLE correlation is defined as (ui, si, vj , tj) with vj , si, tj ∈ F are randomly
sampled and ui ∈ F satisfying the linear correlation ui = si · tj − vj, where ui, si and vj , tj are maintained
by Pi and Pj, respectively.
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Functionality 5: Frand-OLE

Frand-OLE samples v, s, t ∈ F uniformly at random and computes u = s · t− v. It then delivers (u, s)
and (v, t) to P0 and P1, respectively.

Protocol 8: ΠMult in Frand-OLE-hybrid model

Initially, P0 and P1 have their inputs a ∈ F and b ∈ F, respectively. They aim to compute their
additive shares of a · b.

1. P0 and P1 invoke Frand-OLE to obtain a random OLE correlation u+ v = s · t, where u, s and v, t
are maintained by P0 and P1, respectively.

2. P0 sends a− s to P1 while P1 sends b− t to P0.
3. P0 computes its share of a · b as (a− s) · (b− t) + s · (b− t) + u and P1 computes its share of a · b

as (a− s) · t+ v.

Protocol 9: ΠIPn,I
in Frand-OLE-hybrid model

To simplify the notation, denote P3, b3 by P3,0 and b3,0, respectively.

1. For each i ∈ [t], P1,i and P2,i invoke ΠMult I times to compute their additive shares of the product
between the i-th components of x1,i and x2,i, then locally add them up to obtain their additive
shares of the inner product x1,i · x2,i, with P1,i holding y′1,i and P2,i holding y′2,i.

2. For each i ∈ [t], j ∈ {1, 2}, Pj,i distributes an additive sharing ⟨y′j,i⟩.
3. All parties locally compute their additive shares of ⟨y⟩ =

∑
i∈[t],j∈{1,2}⟨y′j,i⟩ with Pj,i holding yj,i

and P3,0 holding y3,0.
4. For each (j, i) ∈ {1, 2} × [t] ∪ {(3, 0)}, for each (j′, i′) ∈ {1, 2} × [t] ∪ {(3, 0)} such that (i, j) ̸=

(i′, j′), Pj,i and Pj′,i′ invoke ΠMult to compute their additive shares of bj,i · yj′,i′ . Then Pj′,i′

sends its share of bj,i · yj′,i′ to Pj,i and Pj,i learns bj,i · yj′,i′ . Pj,i then locally computes bj,i · y =∑
(j′,i′)∈{1,2}×[t]∪{(3,0)} bj,i · yj′,i′ .

Lemma 12. Let n = 2t+1. ΠIPn,I
in Frand-OLE-hybrid model computes IPn,I with statistical t-privacy and

statistical correctness. Furthermore, supposing π computes Frand-OLE with statistical t-privacy and statistical
correctness, then ΠIPn,I

composed with π computes IPn,I with statistical t-privacy and statistical correctness
in the plain model.

Proof (Proof of Lemma 12). We will construct a simulator S to simulate the behaviors of honest parties.
The simulator S learns corrupted parties’ inputs, sends them to the functionality, and receives their outputs.
The simulation works as below.

1. In Step 1, S simulates each invocation of ΠMult with P0’s input a and P1’s input b according to whether
P0 and P1 are corrupted parties as follows. The goal of the simulation is to compute corrupted parties’
additive shares of a · b.
– If P0 is honest and P1 is corrupted, S simulates as follows. In Step 1, S samples two random elements

as (v, t) and sends them to the adversary on behalf of Frand-OLE. In Step 2, S samples a random
element as (a − s) and sends it to the adversary on behalf of honest P0. Then S can compute P1’s
additive share of a · b as (a− s) · t+ v.

– If P0 is corrupted and P1 is honest, S simulates as follows. In Step 1, S samples two random elements
as (u, s) and sends them to the adversary on behalf of Frand-OLE. In Step 2, S samples a random
element as (b − t) and sends it to the adversary on behalf of honest P1. Then S can compute P0’s
additive share of a · b as (a− s) · (b− t) + s · (b− t) + u.

– If both P0 and P1 are corrupted, in Step 1, S emulates Frand-OLE honestly and learns u, v, s, t. Then
S can compute P0’s additive share of a · b as (a − s) · (b − t) + s · (b − t) + u and P1’s share as
(a− s) · t+ v.
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After this step, S learns y′j,i for each corrupted party Pj,i.

2. In Step 2, when each honest party Pj,i distributes an additive sharing ⟨y′j,i⟩, S randomly samples t
elements as corrupted parties’ shares and sends them to the adversary on behalf of honest Pj,i. When
each corrupted party Pj,i distributes an additive sharing ⟨y′j,i⟩, S receives from the adversary shares of
honest parties and computes corrupted parties’ shares of ⟨y′j,i⟩ based on the secret y′j,i, shares of honest
parties and by further setting the shares of corrupted parties with t − 1 smallest identities to be 0 and
the share of the last corrupted party to satisfy an additive sharing of ⟨y′j,i⟩.
Then S learns yj,i for each corrupted Pj,i.

3. In Step 4, for each Pj,i and Pj′,i′ , S simulates the invocation of ΠMult as mentioned in Step 1. When
Pj,i is corrupted, the simulation of the message from each honest Pj′,i′ to Pj,i works as follows.

– If there exists a corrupted party Pj′′,i′′ with input bj′′,i′′ = 1, S learnt y = bj′′,i′′ · y from the
functionality. S then randomly samples the whole additive sharing ⟨y⟩ based on the secret and
shares of corrupted parties computed in previous simulation. Then S learns bj,i · yj′,i′ for each Pj′,i′ .

– If every corrupted party Pj′′,i′′ has input bj′′,i′′ = 0, then S also knows bj,i · yj′,i′ = 0 for each Pj′,i′ .

Hence, in both cases, for each honest Pj′,i′ , S can compute Pj′,i′ ’s additive share of bj,i·yj′,i′ by subtracting
bj,i · yj′,i′ with Pj,i’s share and sends it to the adversary on behalf of honest Pj′,i′ .

S outputs the view of the corrupted parties and honest parties output their outputs.

We now show the distributions of the output in the ideal world is identical to that in the real world.

Hyb0: In this hybrid, we consider the execution in the real world.

Hyb1: In the following small hybrids, we focus on the simulation of each invocation of ΠMult.

Hyb1,1: In this hybrid, we change the emulation of Frand-OLE with P0 and P1. When P0 is corrupted and
P1 is honest, S samples random field elements as u, s and delays the sampling of t. When P0 is honest and
P1 is corrupted, S samples random field elements as v, t and delays the sampling of s. The distributions in
Hyb1,1 and Hyb0 are identical.

Hyb1,2: In this hybrid, when corrupted P0 and honest P1 invoke ΠMult, we sample a random element as
b − t and compute t = b − (b − t). When honest P0 and corrupted P1 invoke ΠMult, we sample a random
element as a− s and compute s = a− (a− s). The distributions in Hyb1,2 and Hyb1,1 are identical due to
the randomness of t or s.

Hyb2: In this hybrid, we focus on the simulation of Step 2. We change the way of generating ⟨y′j,i⟩
for each honest Pj,i. We first sample t random elements as corrupted parties’ shares and randomly sample
the whole sharing ⟨y′j,i⟩ based on shares of corrupted parties. The distributions in Hyb2 and Hyb1,2 are
identical.

Hyb3: In this hybrid, we compute yj,i for each corrupted Pj,i as mentioned in the simulation. Then we
delay the sampling of honest parties’ shares of ⟨y′j,i⟩ and do not compute the values received from Frand-OLE

for each honest Pj,i, which is feasible as they are not used in the simulation. The distributions in Hyb3 and
Hyb2 are identical.

Hyb4: In the following small hybrids, we focus on the simulation of Step 4.

Hyb4,1: In this hybrid, we change the emulation of Frand-OLE with input bj,i from Pj,i and input yj′,i′

from Pj′,i′ . When Pj,i is corrupted and Pj′,i′ is honest, S samples random field elements as u, s and delays
the sampling of t. When Pj,i is honest and Pj′,i′ is corrupted, S samples random field elements as v, t and
delays the sampling of s. The distributions in Hyb4,1 and Hyb3 are identical.

Hyb4,2: In this hybrid, when honest Pj,i and corrupted Pj′,i′ invoke ΠMult with inputs bj,i and yj′,i′ ,
respectively, we sample a random element as bj,i − s and compute s = bj,i − (bj,i − s). The distributions in
Hyb4,2 and Hyb4,1 are identical due to the randomness of s.

Hyb4,3: In this hybrid, when corrupted Pj,i and honest Pj′,i′ invoke ΠMult with inputs bj,i and yj′,i′ ,
respectively, we sample a random element as yj′,i′−t. S learns Pj,i’s additive share of bj,i·yj′,i′ . Focusing on the
simulation of the message from honest Pj′,i′ to corrupted Pj,i, As mentioned in the simulation, S can always
compute bj,i · yj′,i′ and thus Pj′,i′ ’s additive share of bj,i · yj′,i′ . If bj,i = 1, S computes t = yj′,i′ − (yj′,i′ − t).
The distributions in Hyb4,3 and Hyb4,2 are identical due to the randomness of t and the correctness of the
protocol.
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Hyb4,4: In this hybrid, we do not compute the values received from Frand-OLE, which is feasible as they
are not used in the simulation. The distributions in Hyb4,4 and Hyb4,3 are identical.

Since Hyb4,4 corresponds to the ideal world, ΠIPn,I
securely computes IPn,I . ⊓⊔

Proof (Proof of Theorem 4). Notice that the communication cost of ΠIPn,I
is (2n−1) · (n−1) elements plus

(t ·I+n · (n−1)) invocations of ΠMult amounting to (2t ·I+(4n−1) · (n−1)) elements and (t ·I+n · (n−1))
invocations of Frand-OLE for one invocation of ΠMult involves 2 elements plus one invocation of Frand-OLE.
By Lemma 12, the task of computing IPn,I is reduced to preparing random OLE correlations.

If there exists a statistically t-private and statistically correct protocol π preparing N random OLE
correlations with communication overhead of o(N ·n) elements, then by combining π and ΠIPn,I

in Frand-OLE-
hybrid model, one can derive a protocol for computing IPn,I achieving statistical t-privacy and statistical
correctness in the plain model with communication of o(n · t · I + n3) elements, which contradicts with
Theorem 3 if we set I = Ω(n). Thus, we complete the proof of Theorem 4. ⊓⊔

5.2 Communication lower bound regarding OLEs preparation with a uniform pattern

To further reduce the task of preparing random OLE correlations between a pair of parties to that with
a uniform pattern, we now construct a protocol to securely realize Frand-OLE which prepares random OLE
correlations between two specific parties, say P0 and P1, in FOLE-uniform-hybrid model. Similar to previous
section, the idea is that we let N = n2 virtual parties distribute OLE correlations to P0 and P1, where each
virtual party is emulated by a different pair of parties. Importantly, the corruption threshold of n2 virtual
parties is 1

4n
2, which implies among all distributed OLE correlations, a 3

4 fraction of them are honest, i.e.,
their secrets are unknown to the adversary if at least one of P0 and P1 is honest. To eventually obtain fully
random OLE correlations, P0 and P1 perform the OLE extraction procedure which follows the same recipe
as the triple extraction and results in a constant fraction of fully random OLE correlations. Our construction
appears in Πrand-OLE. We describe the security of Πrand-OLE in Lemma 13. Relying on the argument of
contradiction, we are able to obtain a communication lower bound to instantiate FOLE-uniform, which is
concluded in Theorem 5.

Theorem 5. Let n = 2t+1. There does not exist any statistically t-private and statistically correct protocol
preparing N random OLE correlations following a uniform pattern with communication overhead o(N · n)
field elements.

Functionality 6: FOLE-uniform

For each pair of parties Pi and Pj , the functionality FOLE-uniform distributes an OLE correlation to
Pi and Pj .

Protocol 10: Πrand-OLE in FOLE-uniform-hybrid model

All parties aim to prepare N+2
4 OLE correlations for P0 and P1.

1: OLE distribution. N virtual parties simulated by all different pairs of parties distribute OLE
correlations to P0 and P1 relying on the receiving OLE correlations with a uniform pattern
received from FOLE-uniform.
1. All parties invoke FOLE-uniform 2 times to receive OLE correlations following a uniform pattern,

where each pair of parties get 2 OLE correlations. Suppose for each pair of two parties Pi and
Pj with ℓ = (i−1) ·n+ j, they receive 2 OLE correlations, aiℓ ·b

j
ℓ = siℓ+sjℓ and biℓ ·a

j
ℓ = tiℓ+ tjℓ ,

where aiℓ, b
i
ℓ, s

i
ℓ and tiℓ are maintained by party Pi and ajℓ , b

j
ℓ , s

j
ℓ and tjℓ are maintained by party

Pj .
2. For each pair of parties Pi and Pj , supposing ℓ = (i− 1) · n+ j,

a. Pi samples a random element xi
ℓ and computes yiℓ = aiℓ · biℓ + siℓ + tiℓ − xi

ℓ. Similarly, Pj

samples a random element xj
ℓ and computes yjℓ = ajℓ · b

j
ℓ + sjℓ + tjℓ − xj

ℓ . Then Pi sends
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aiℓ, x
i
ℓ to P0 and Pj sends ajℓ , x

j
ℓ to P0. Similarly, Pi sends b

i
ℓ, y

i
ℓ to P1 and Pj sends bjℓ , y

j
ℓ

to P1.
b. P0 locally computes aℓ = aiℓ + ajℓ and xℓ = xi

ℓ + xj
ℓ . Similarly, P1 locally computes

bℓ = biℓ + bjℓ and yℓ = yiℓ + yjℓ . At this point, P0 and P1 share an OLE correlation
aℓ · bℓ = xℓ + yℓ with aℓ, xℓ held by P0 and bℓ, yℓ held by P1.

2: OLE extraction. P0 and P1 perform OLE extraction to extract fully random OLE correlations
from the receiving OLE correlations.
1. P0 and P1 set two polynomials f, g of degree N−1

2 such that f(ℓ) = aℓ and g(ℓ) = bℓ for all

ℓ ∈ [N+1
2 ].

2. P0 locally computes f(ℓ) for all ℓ ∈ {N+3
2 , . . . , N}. P1 locally computes g(ℓ) for all ℓ ∈

{N+3
2 , . . . , N}.

3. For all ℓ ∈ {N+3
2 , . . . , N}, P0 and P1 invoke ΠMult (omit the first step where Frand-OLE is

invoked) with an OLE correlation (aℓ, bℓ, xℓ, yℓ) to compute their additive share of f(ℓ) · g(ℓ).
After this, P0 gets x′

ℓ and P1 gets y′ℓ satisfying that x′
ℓ + y′ℓ = f(ℓ) · g(ℓ).

4. P0 sets a polynomial h0 of degree N − 1 such that h0(ℓ) = xℓ for ℓ ∈ [N+1
2 ] and h0(ℓ) = x′

ℓ

for ℓ ∈ {N+3
2 , . . . , N}. P1 sets a polynomial h1 of degree N − 1 such that h1(ℓ) = yℓ for all

ℓ ∈ [N+1
2 ] and h1(ℓ) = y′ℓ for ℓ ∈ {N+3

2 , . . . , N}.
3: Output. For all ℓ ∈ [N+2

4 ], P0 outputs (ãℓ, x̃ℓ) = (f(N + ℓ), h0(N + ℓ)) and P1 outputs (b̃ℓ, ỹℓ) =

(g(N + ℓ), h1(N + ℓ)), which satisfies that ãℓ · b̃ℓ = x̃ℓ + ỹℓ.

Lemma 13. Let n = 2t + 1. Πrand-OLE computes Frand-OLE in FOLE-uniform-hybrid model with statistical
t-privacy and statistical correctness.

Proof (Proof of Lemma 13). We will construct a simulator S to simulate the behaviors of honest parties.
The simulation depends on whether P0 and P1 are corrupted parties.
Case 1. When there is exactly one corrupted party among P0 and P1, say P0, to make sure the output in the
ideal world accords with that in the real world, we should make use of the output received from Frand-OLE.
Therefore, before the simulation, S invokes Frand-OLE

N+2
4 times and receives corrupted P0’s values of

N+2
4

OLE correlations, {ãℓ, x̃ℓ}ℓ∈[N+2
4 ], that is, f(N + ℓ) = ãℓ, h0(N + ℓ) = x̃ℓ for all ℓ ∈ [N+2

4 ]. Intuitively,

the goal of the simulation is to 1) decide the OLE correlations distributed by honest virtual parties to
guarantee corrupted P0 will obtain the same output OLE correlations as that received from Frand-OLE and
2) delay sampling the part of OLE correlations to argue the secrecy of honest P1’s values of the output OLE
correlations.

Simulation of OLE distribution. Denote the set of indices of OLE correlations distributed by
corrupted virtual parties by E . Set E1 = E ∩ [N+1

2 ] and E2 = E \ E1. Set D1 as a set of indices

of honest virtual parties with |E2| smallest indices in [N+1
2 ] \ E1. Let D = [N+1

2 ] \ (E1 ∪ D1) and

D2 = {N+3
2 , . . . , N} \ E2. It is clear that D ∪ D1 ∪ D2 is the set of indices of all honest virtual par-

ties and |D| = N+2
4 , |D|+ |E1|+ |E2| = N+1

2 .

1. In Step 1.1, simulating the invocations of FOLE-uniform is discussed in the following three cases according
to whether Pi and Pj are corrupted parties. Suppose ℓ = (i− 1) ·n+ j. The goal of this step is to record
the values sent from FOLE-uniform to the adversary.

– When both Pi and Pj are corrupted, S emulates FOLE-uniform honestly and records the values sent
to the adversary.

– When Pi is corrupted and Pj is honest, S emulates FOLE-uniform by sampling four random elements
as aiℓ, b

i
ℓ, s

i
ℓ, t

i
ℓ and sending them to the adversary.

– Similarly, when Pi is honest and Pj is corrupted, S emulates FOLE-uniform by sampling four random

elements as ajℓ , b
j
ℓ , s

j
ℓ , t

j
ℓ and sending them to the adversary.
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2. In Step 1.2, for each virtual party emulated by Pi and Pj with ℓ = (i− 1) · n+ j, the simulation will be
discussed in four cases depending on whether Pi and Pj are corrupted parties. The goal of this step is
to compute OLE values known by the adversary. We first consider the OLE correlations distributed by
corrupted virtual parties.
– When both Pi and Pj are corrupted parties, S does not need to simulate the messages but needs to

compute the resulting OLE correlation aℓ, bℓ, xℓ, yℓ such that aℓ · bℓ = xℓ + yℓ.
Now we consider the simulation of distributing OLE correlations by honest virtual parties with identities
in D1 and D2, which will be discussed in the following three cases.
– When Pi is honest and Pj is corrupted, S samples two random elements as aiℓ, x

i
ℓ and sends them to

the adversary (corrupted P0) on behalf of honest Pi.
– When Pi is corrupted and Pj is honest, S samples two random elements as ajℓ , x

j
ℓ and sends them to

the adversary (corrupted P0) on behalf of honest Pj .

– When both Pi and Pj are honest, S samples four random elements as aiℓ, x
i
ℓ, a

j
ℓ , x

j
ℓ and sends them

to the adversary (corrupted P0) on behalf of honest Pi and Pj .
Then S is able to compute aℓ, xℓ, which are values of OLE correlations held by corrupted P0. So far, S
has learnt |E1|+ |D1|+ N+2

4 = N+1
2 evaluation points of f(·) and thus the whole degree-N−1

2 polynomial

f(·), where these N+1
2 points come from {aℓ}ℓ∈E1∪D1

and {f(N + ℓ)}ℓ∈[N+2
4 ]. We delay the sampling of

OLE correlations distributed by honest virtual parties with their identities in D.
Simulation of OLE extraction.

3. In Step 2.3, S simulates each invocation of ΠMult according to whether the consumed OLE is distributed
by a corrupted virtual party, i.e. ℓ ∈ E2.
– If ℓ ∈ E2, S learnt aℓ, bℓ, xℓ, yℓ and f(ℓ). When honest P1 sends g(ℓ)− bℓ to corrupted P0, S samples

a random element as g(ℓ), computes g(ℓ)− bℓ, and sends it to the adversary on behalf of honest P1.
Then S computes x′

ℓ, y
′
ℓ. Notice that x′

ℓ + y′ℓ = f(ℓ) · g(ℓ).
– If ℓ ̸∈ E2, which implies ℓ ∈ D2, S learnt aℓ, xℓ and f(ℓ). When honest P1 sends g(ℓ)−bℓ to corrupted

P0, S samples a random element as g(ℓ) − bℓ and sends it to the adversary on behalf of honest P1.
Then S computes x′

ℓ.
So far, S has already learnt |E1|+ |D1|+ |E2|+ |D2|+ N+2

4 = N evaluation points of h0(·) and thus the
whole degree-(N − 1) polynomial h0(·), where these N points come from {xℓ}ℓ∈E1∪D1

, {x′
ℓ}ℓ∈{N+3

2 ,...,N}

and {h0(N+ℓ)}ℓ∈[N+2
4 ]. Recall S has also learnt the whole degree-N−1

2 polynomial f(·). Then S computes

{f(ℓ), h0(ℓ)}ℓ∈D. Next, S completes the simulation by simulating distributing OLE correlations by honest
virtual parties with their identities in D in Step 1.2, which will be discussed in three cases as below
depending on whether Pi and Pj are corrupted or not. Suppose ℓ = (i− 1) · n+ j.
– When Pi is honest and Pj is corrupted, S computes aiℓ = aℓ−ajℓ = f(ℓ)−ajℓ as well as x

i
ℓ = xℓ−xj

ℓ =

h0(ℓ)− xj
ℓ and sends aiℓ, x

i
ℓ to the adversary (corrupted P0) on behalf of honest Pi.

– When Pi is corrupted and Pj is honest, S computes ajℓ = aℓ−aiℓ = f(ℓ)−aiℓ as well as x
j
ℓ = xℓ−xi

ℓ =
h0(ℓ)− xi

ℓ and sends aiℓ, x
i
ℓ to the adversary (corrupted P0) on behalf of honest Pj .

– When both Pi and Pj are honest, S samples random elements as aiℓ, x
i
ℓ, computes ajℓ = aℓ − aiℓ =

f(ℓ)− aiℓ as well as x
j
ℓ = xℓ−xi

ℓ = h0(ℓ)−xi
ℓ and sends aiℓ, x

i
ℓ and ajℓ , x

j
ℓ to the adversary (corrupted

P0) on behalf of honest Pi and honest Pj , respectively.

S outputs the view of the corrupted parties and honest P1 outputs its outputs received from Frand-OLE.
We now show the distributions of the output in the ideal world is identical to that in the real world.
Hyb0: In this hybrid, we consider the execution in the real world.
Hyb1: In the following small hybrids, we focus on the simulation of OLE distribution.
Hyb1,1: In this hybrid, we focus on emulating FOLE-uniform in Step 1.1. S emulates interaction between

FOLE-uniform and the adversary as mentioned in the simulation and delays the sampling of the values held by
honest parties until the beginning of Step 1.2, which is feasible as they are not used in the current simulation.
The distributions in Hyb1,1 and Hyb0 are identical.

Hyb1,2: In this hybrid, we focus on simulating Step 1.2. We change the simulation of OLE correlation
distribution by honest virtual parties with their identities in D1 ∪D2 ∪D consisting of Pi and Pj as follows.
Suppose ℓ = (i− 1) · n+ j.
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– When Pi is honest and Pj is corrupted, S samples two random elements as aiℓ, x
i
ℓ and delays the sampling

of biℓ. This does not change the distribution because aiℓ, x
i
ℓ are sampled uniformly at random in Hyb1,1.

– When Pi is corrupted and Pj is honest, S samples two random elements as ajℓ , x
j
ℓ and delays the sampling

of bjℓ . This does not change the distribution because ajℓ , x
j
ℓ are sampled uniformly at random in Hyb1,1.

– When both Pi and Pj are honest, S samples four random elements as aiℓ, x
i
ℓ, ajℓ , x

j
ℓ and delays the

sampling of biℓ, b
j
ℓ . This does not change the distribution because aiℓ, x

i
ℓ, a

j
ℓ , x

j
ℓ are sampled uniformly at

random in Hyb1,1.

The distributions in Hyb1,2 and Hyb1,1 are identical.
Hyb1,3: In this hybrid, we change the simulation of OLE correlations distribution by honest virtual

parties with their identities in D. S first samples random elements as {f(ℓ)}ℓ∈D. Then S computes the
honest parties’ part of OLE correlations held by honest virtual parties with identities in D as follows. For
each honest virtual party with identity in D consisting of Pi and Pj , suppose ℓ = (i− 1) · n+ j.

– When Pi is honest and Pj is corrupted, S computes aiℓ = aℓ − ajℓ = f(ℓ)− ajℓ and delays the sampling of
biℓ. This does not change the distribution because aiℓ is sampled uniformly at random in Hyb1,2.

– When Pi is corrupted and Pj is honest, S computes ajℓ = aℓ − aiℓ = f(ℓ)− aiℓ and delays the sampling of

bjℓ . This does not change the distribution because ajℓ is sampled uniformly at random in Hyb1,2.

– When both Pi and Pj are honest, S samples a random element as aiℓ and computes ajℓ = aℓ−aiℓ = f(ℓ)−aiℓ
and delays the sampling of biℓ, b

j
ℓ . This does not change the distribution because ajℓ is sampled uniformly

at random in Hyb1,2.

The distributions in Hyb1,3 and Hyb1,2 are identical.
Hyb1,4: In this hybrid, we change the simulation of OLE correlations distribution by honest virtual parties

with their identities in D. We first sample random elements as {f(N + ℓ)}ℓ∈[N+2
4 ] and compute {f(ℓ)}ℓ∈D as

linear combinations of {f(ℓ)}ℓ∈E1∪D1
and {f(N + ℓ)}ℓ∈[N+2

4 ]. This does not change the distribution because

given {f(ℓ)}ℓ∈E1∪D1
, there is a one-to-one correspondence between {f(ℓ)}ℓ∈D and {f(N + ℓ)}ℓ∈[N+2

4 ]. The

distributions in Hyb1,4 and Hyb1,3 are identical.
Hyb2: In the following small hybrids, we focus on the simulation of OLE extraction.
Hyb2,1: In this hybrid, we sample random elements as {g(ℓ)}ℓ∈D1 . and compute the honest parties’ part

of OLE correlations held by honest virtual parties with identities in D1 as follows.

– When Pi is honest and Pj is corrupted, S computes biℓ = bℓ − bjℓ = g(ℓ) − bjℓ . This does not change the
distribution since biℓ is sampled uniformly at random in Hyb1,4.

– When Pi is corrupted and Pj is honest, S computes bjℓ = bℓ − biℓ = g(ℓ) − biℓ. This does not change the

distribution since bjℓ is sampled uniformly at random in Hyb1,4.

– When both Pi and Pj are honest, S samples a random element as biℓ and computes bjℓ = bℓ − biℓ. This

does not change the distribution since bjℓ is sampled uniformly at random in Hyb1,4.

The distributions in Hyb2,1 and Hyb1,4 are identical.
Hyb2,2: In this hybrid, we focus on the simulation of ΠMult. When the consumed OLE correlation is

distributed by a corrupted virtual party, we have ℓ ∈ E2 and aℓ, bℓ, xℓ and yℓ are known to S. We change
the simulation by sampling random elements as {g(ℓ)}ℓ∈E2

. Then we can compute {g(ℓ)}ℓ∈D1
as linear

combinations of {g(ℓ)}ℓ∈E1∪D∪E2 . This does not change the simulation because

– given {g(ℓ)}ℓ∈E1∪D, there is a one-to-one correspondence between {g(ℓ)}ℓ∈D1 and {g(ℓ)}ℓ∈E2 and
– {g(ℓ)}ℓ∈D1

are sampled uniformly at random in Hyb2,1.

The distributions in Hyb2,2 and Hyb2,1 are identical.
Hyb2,3: In this hybrid, we focus on the simulation of ΠMult. When the consumed OLE correlation is

distributed by an honest virtual party, we have ℓ ∈ D2 and aℓ, xℓ and f(ℓ) are known to S. We change the
simulation by sampling a random element as g(ℓ) − bℓ and computing bℓ = g(ℓ) − (g(ℓ) − bℓ). Similar to
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Hyb2,1, we can compute the honest parties’ part of OLE correlations held by honest virtual parties with
identities in D2.Since these values are sampled uniformly at random in Hyb2,2, the distributions in Hyb2,3

and Hyb2,2 are identical.
Hyb2,4: In this hybrid, we go back to focus on simulating the process of OLE correlation distribution by

honest virtual parties with identities in D. We first sample random elements as {h0(ℓ)}ℓ∈D. Then S computes
the honest parties’ part of OLE correlations held by honest virtual parties with identities in D as follows.

– When Pi is honest and Pj is corrupted, S computes xi
ℓ = xℓ − xj

ℓ = h0(ℓ)− xj
ℓ and delays the sampling

of biℓ. This does not change the distribution due to the randomness of xi
ℓ.

– When Pi is corrupted and Pj is honest, S computes xj
ℓ = xℓ − xi

ℓ = h0(ℓ)− xi
ℓ and delays the sampling

of bjℓ . This does not change the distribution due to the randomness of xj
ℓ .

– When both Pi and Pj are honest, S samples random elements as xi
ℓ and computes xj

ℓ = xℓ−xi
ℓ = h0(ℓ)−xi

ℓ

and delays the sampling of bjℓ . This does not change the distribution due to the randomness of xj
ℓ .

The distributions in Hyb2,4 and Hyb2,3 are identical.
Hyb2,5: In this hybrid, we focus on simulating the process of OLE correlation distribution by honest

virtual parties with identities in D. We first sample random elements as {h0(N + ℓ)}ℓ∈[N+2
4 ]. We then

compute {h0(ℓ)}ℓ∈D as linear combinations of {h0(ℓ)}ℓ∈[N ]\D and {h0(N + ℓ)}ℓ∈[N+2
4 ]. This does not change

the distribution because

– given {h0(ℓ)}ℓ∈[N ]\D, there is a one-to-one correspondence between {h0(N + ℓ)}ℓ∈[N+2
4 ] and {h0(ℓ)}ℓ∈D

and
– {h0(ℓ)}ℓ∈D are sampled uniformly at random in Hyb2,4.

The distributions in Hyb2,5 and Hyb2,4 are identical.
Hyb3: In the following small hybrids, we focus on simulating the outputs of corrupted P0 and honest P1.
Hyb3,1: In this hybrid, S samples random elements as {g(ℓ)}ℓ∈D and computes the honest parties’ part

of OLE correlations held by honest virtual parties with identities in D as follows.

– When Pi is honest and Pj is corrupted, we compute biℓ = bℓ − bjℓ = g(ℓ)− bjℓ . This does not change the
distribution because biℓ is uniformly at random in Hyb2,5 and unknown to the adversary.

– When Pi is corrupted and Pj is honest, we compute biℓ = bℓ − bjℓ = g(ℓ)− bjℓ . This does not change the

distribution because bjℓ is uniformly at random in Hyb2,5 and unknown to the adversary.

– When both Pi and Pj are honest, we sample a random element as biℓ and compute biℓ = bℓ−bjℓ = g(ℓ)−bjℓ .
This does not change the distribution because bjℓ is uniformly at random in Hyb2,5 and unknown to the
adversary.

The distributions in Hyb3,1 and Hyb2,5 are identical.
Hyb3,2: In this hybrid, instead of letting S sample {f(N + ℓ), h0(N + ℓ)}ℓ∈[N+2

4 ] by itself, we let S
receive these values by invoking the target functionality Frand-OLE

N+2
4 times. As for honest P1’s output,

we let honest P1 outputs the values received from Frand-OLE. Then we can compute {g(ℓ)}ℓ∈D as linear
combinations of {g(ℓ)}ℓ∈E1∪D1

and {g(N+ℓ)}ℓ∈[N+2
4 ], with the latter one received from Frand-OLE. This does

not change the distribution because of the following reasons.

– {f(N + ℓ), h0(N + ℓ)}ℓ∈[N+2
4 ] are sampled uniformly at random in Hyb3,1.

– Given the values {g(ℓ)}ℓ∈E1∪D1 , there is a one-to-one correspondence between {g(ℓ)}ℓ∈D and {g(N +
ℓ)}ℓ∈[N+2

4 ].

– {g(ℓ)}ℓ∈D are sampled uniformly at random in Hyb3,1.

– For each ℓ ∈ [N+2
4 ], h1(N+ℓ) computed inHyb3,1 satisfies that f(N+ℓ)·g(N+ℓ) = h0(N+ℓ)+h1(N+ℓ).

The distributions in Hyb3,2 and Hyb3,1 are identical.
Since Hyb3,2 corresponds to the ideal world, we prove the validity of the simulation when P0 is corrupted

and P1 is honest.
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Case 2. When both P0 and P1 are honest, we only need to simulate messages from FOLE-uniform to
corrupted parties and argue the secrecy of the output OLE correlations held by honest P0 and P1. The
simulation works as follow.

In Step 1.1, for each pair of parties Pi and Pj , the simulation is discussed in the following three cases
according to whether Pi and Pj are corrupted parties. Suppose ℓ = (i− 1) · n+ j.

– When both Pi and Pj are corrupted, S emulates FOLE-uniform honestly.
– When Pi is corrupted and Pj is honest, S samples random elements as aiℓ, s

i
ℓ, b

i
ℓ, t

i
ℓ and sends them to

the adversary on behalf of FOLE-uniform.
– Similarly, when Pi is honest and Pj is corrupted, S samples random elements as ajℓ , s

j
ℓ , b

j
ℓ , t

j
ℓ and sends

them to the adversary on behalf of FOLE-uniform.

S invokes Frand-OLE
N+2
4 times and outputs the view of the corrupted parties while honest P0 and P1 output

their outputs received from Frand-OLE.
We now show the distributions of the output in the ideal world is identical to that in the real world.
Hyb0: In this hybrid, we consider the execution in the real world.
Hyb1: In this hybrid, we focus on the simulation of Step 1.1. We change the simulation as follows.

Suppose the virtual party is emulated by Pi and Pj with ℓ = (i− 1) · n+ j.

– When Pi is honest and Pj is corrupted, S samples random elements as ajℓ , s
j
ℓ , b

j
ℓ , t

j
ℓ , delays the sampling

of aiℓ, b
i
ℓ, records the values sent to the corrupted parties.

– When Pi is corrupted and Pj is honest, S samples random elements as aiℓ, s
i
ℓ, b

i
ℓ, t

i
ℓ, delays the sampling

of ajℓ , b
j
ℓ , records the values sent to the corrupted parties.

This does not change the distributions. Then the distributions in Hyb1 and Hyb0 are identical.
Hyb2: In this hybrid, we focus on the simulation of the outputs of honest P0 and P1. We change the

process of Step 1.2 in OLE distribution. The goal of this hybrid is to argue the secrecy of OLE correlations
distributed by honest virtual parties with identities in D, which are defined the same as in Case 1. For each
honest virtual party with identity in D, supposing ℓ = (i − 1) · n + j, we first sample random elements as
aℓ, bℓ, xℓ and compute yℓ = aℓ · bℓ − xℓ.

– When Pi is honest and Pj is corrupted, we compute aiℓ = aℓ−ajℓ , biℓ = bℓ−bjℓ , xi
ℓ = xℓ−xj

ℓ and yiℓ = yℓ−yjℓ .
This does not change the distribution because aiℓ, b

i
ℓ and xi

ℓ are uniformly random and unknown to the
adversary and yiℓ satisfies that

yiℓ = aiℓ · biℓ + siℓ + tiℓ − xi
ℓ = aiℓ · biℓ + aiℓ · b

j
ℓ + ajℓ · b

i
ℓ − sjℓ − tjℓ − xi

ℓ

= aℓ · bℓ − ajℓ · b
j
ℓ − sjℓ − tjℓ − xi

ℓ = aℓ · bℓ − xj
ℓ − yjℓ − xi

ℓ

= yℓ − yjℓ

in Hyb1.
– Similarly, when Pi is corrupted and Pj is honest, we compute ajℓ = aℓ − aiℓ, b

j
ℓ = bℓ − biℓ, x

j
ℓ = xℓ − xi

ℓ

and yjℓ = yℓ− yiℓ. This does not change the distribution because ajℓ , b
j
ℓ and xj

ℓ are uniformly random and
unknown to the adversary and yiℓ satisfies

yjℓ = ajℓ · b
j
ℓ + sjℓ + tjℓ − xj

ℓ = ajℓ · b
j
ℓ + ajℓ · b

i
ℓ + aiℓ · b

j
ℓ − siℓ − tiℓ − xj

ℓ

= aℓ · bℓ − aiℓ · biℓ − siℓ − tiℓ − xj
ℓ = aℓ · bℓ − xi

ℓ − yiℓ − xj
ℓ

= yℓ − yiℓ

in Hyb1.
– When both Pi and Pj are honest, we sample random elements as aiℓ, b

i
ℓ, x

i
ℓ, s

i
ℓ, t

i
ℓ and compute yiℓ =

aiℓ · biℓ + siℓ + tiℓ − xi
ℓ. Then we compute ajℓ = aℓ − aiℓ, b

j
ℓ = bℓ − biℓ, x

j
ℓ = xℓ − xi

ℓ and yjℓ = yℓ − yiℓ. This
does not change the distribution due to the same reasons as that in the case where Pi is corrupted and
Pj is honest.
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The distributions in Hyb2 and Hyb1 are identical.
Hyb3: In this hybrid, we focus on the simulation of the outputs of honest P0 and P1. We change the

process of distributing OLE correlations by honest virtual parties with identities in D. We first sample
random elements as {f(N + ℓ), g(N + ℓ)}ℓ∈[N+2

4 ] and compute {f(ℓ)}ℓ∈D, {g(ℓ)}ℓ∈D as linear combinations

of {f(ℓ)}ℓ∈[N+1
2 ]\D ∪ {f(N + ℓ)}ℓ∈[N+2

4 ], {g(ℓ)}ℓ∈[N+1
2 ]\D ∪ {g(N + ℓ)}ℓ∈[N+2

4 ], respectively. This does not

change the distribution because of the following reasons.

– Given {f(ℓ)}ℓ∈[N+1
2 ]\D, {g(ℓ)}ℓ∈[N+1

2 ]\D, there are one-to-one correspondences between {f(ℓ)}ℓ∈D and

{f(N + ℓ)}ℓ∈[N+2
4 ], {g(ℓ)}ℓ∈D and {g(N + ℓ)}ℓ∈[N+2

4 ].

– {f(ℓ), g(ℓ)}ℓ∈D are uniformly random and unknown to the adversary in Hyb2.

The distributions in Hyb3 and Hyb2 are identical.
Hyb4: In this hybrid, we focus on the simulation of the outputs of honest P0 and P1. We change the

process of distributing OLE correlations by honest virtual parties with identities in D. We first sample
random elements as {h0(N+ℓ)}ℓ∈[N+2

4 ]. After computing {h0(ℓ)}ℓ∈{N+3
2 ,...,N} as in the protocol, we compute

{h0(ℓ)}ℓ∈D as linear combinations of {h0(ℓ)}[N ]\D ∪ {h0(N + ℓ)}ℓ∈[N+2
4 ]. Then we compute h1(N + ℓ) =

f(N + ℓ) ·g(N + ℓ)−h0(N + ℓ) for each ℓ ∈ [N+2
4 ]. This does not change the distribution due to the following

reasons.

– Given {h0(ℓ)}[N ]\D, there is a one-to-one correspondences between {h0(ℓ)}ℓ∈D and {h0(N + ℓ)}ℓ∈[N+2
4 ].

– {h0(ℓ)}ℓ∈D are uniformly random and unknown to the adversary in Hyb3.
– For each ℓ ∈ [N+2

4 ], f(N + ℓ), g(N + ℓ), h0(N + ℓ) and h1(N + ℓ) computed in Hyb3 correctly satisfy
OLE correlation, i.e, f(N + ℓ) · g(N + ℓ) = h0(N + ℓ) + h1(N + ℓ).

The distributions in Hyb4 and Hyb3 are identical.
Hyb5: In this hybrid, instead of randomly sampling values as {f(N + ℓ), g(N + ℓ), h0(N + ℓ)}ℓ∈[N+2

4 ] and

compute {h1(N + ℓ)}ℓ∈[N+2
4 ] to satisfy the OLE correlations, we invoke Frand-OLE

N+2
4 times and let honest

P0 and P1 output what they receive from the functionality Frand-OLE. We do not sample or compute the
values sent from FOLE-uniform to honest parties as they are not used in the simulation anymore. This does
not change the distribution. The distributions in Hyb5 and Hyb4 are identical.

Since Hyb5 corresponds to the ideal world, we prove the validity of the simulation when both P0 and P1

are honest.
Case 3. When both P0 and P1 are corrupted, similar to Case 1, to make sure the output in the ideal

world accords with that in the real world, we should make use of the output received from Frand-OLE. Before
the simulation, S invokes Frand-OLE

N+2
4 times and receives corrupted P0 and P1’s output OLE correlations,

{ãℓ, b̃ℓ, x̃ℓ, ỹℓ}ℓ∈[N+2
4 ], that is, f(N + ℓ) = ãℓ, g(N + ℓ) = b̃ℓ, h0(N + ℓ) = x̃ℓ, h1(N + ℓ) = ỹℓ. The goal of the

simulation is to decide the OLE correlations distributed by honest virtual parties to guarantee corrupted P0

and P1 will obtain the same output OLE correlations as that received from Frand-OLE. The simulation works
as follows.

1. In Step 1.1, S emulates FOLE-uniform honestly and records the values generated except for honest virtual
parties with identities in D. S emulates messages from FOLE-uniform to the adversary for honest virtual
parties with identities in D emulated by Pi and Pj with ℓ = (i− 1) · n+ j as follows.

– When Pi is honest and Pj is corrupted, S samples random elements as ajℓ , s
j
ℓ , b

j
ℓ , t

j
ℓ , sends them to

the adversary on behalf of FOLE-uniform, records the values sent to the adversary, and delays the
sampling of aiℓ, b

i
ℓ.

– When Pi is corrupted and Pj is honest, S samples random elements as aiℓ, s
i
ℓ, b

i
ℓ, t

i
ℓ, sends them to

the adversary on behalf of FOLE-uniform, records the values sent to the adversary, and delays the
sampling of ajℓ , b

j
ℓ .

2. In Step 1.2, S simulates honestly except delaying the sampling of OLE correlations distributed by honest
virtual parties with their identities in D, where the set D is defined the same as inCase 1. Hence, S learns
{aℓ, bℓ, xℓ, yℓ}ℓ∈[N ]\D. Now we describe the simulation of distributing OLE correlations by honest virtual
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parties with identities in D. S first samples random elements as {f(N+ℓ), g(N+ℓ)}ℓ∈[N+2
4 ] and compute

{f(ℓ)}ℓ∈D, {g(ℓ)}ℓ∈D as linear combinations of {f(ℓ)}ℓ∈[N+1
2 ]\D ∪ {f(N + ℓ)}ℓ∈[N+2

4 ], {g(ℓ)}ℓ∈[N+1
2 ]\D ∪

{g(N + ℓ)}ℓ∈[N+2
4 ], respectively. For each honest virtual parties with identity in D consisting of Pi and

Pj , supposing ℓ = (i− 1) · n+ j, the simulation goes as below.

– When Pi is honest and Pj is corrupted, S computes aiℓ = aℓ− ajℓ = f(ℓ)− ajℓ , b
i
ℓ = bℓ− bjℓ = g(ℓ)− bjℓ

and sends aiℓ, b
i
ℓ to the adversary on behalf of honest Pi.

– Similarly, when Pi is corrupted and Pj is honest, S computes ajℓ = aℓ−aiℓ = f(ℓ)−aiℓ, b
j
ℓ = bℓ− biℓ =

g(ℓ)− biℓ and sends ajℓ , b
j
ℓ to the adversary on behalf of honest Pj .

– When both Pi and Pj are honest, S samples random elements as aiℓ, b
j
ℓ , computes ajℓ = aℓ − aiℓ =

f(ℓ)− aiℓ, b
j
ℓ = bℓ − biℓ = g(ℓ)− biℓ, and sends aiℓ, b

i
ℓ and ajℓ , b

j
ℓ to the adversary on behalf of honest Pi

and Pj , respectively.

3. So far, S has learnt {f(ℓ), g(ℓ)}ℓ∈[N+1
2 ], {h0(ℓ), h1(ℓ)}ℓ∈[N+1

2 ]\D and {aℓ, bℓ, xℓ, yℓ}ℓ∈{N+3
2 ,...,N}. Then S

follows the protocol to compute {h0(ℓ), h1(ℓ)}ℓ∈{N+3
2 ,...,N}. After this, S computes {h0(ℓ)}ℓ∈D as linear

combinations of {h0(ℓ)}ℓ∈[N ]\D ∪ {h0(N + ℓ)}ℓ∈[N+2
4 ] and computes h1(ℓ) = f(ℓ) · g(ℓ) − h0(ℓ) for each

ℓ ∈ D. Now we complete the simulation by deciding the rest of messages sent from honest virtual parties
with identities in D to the adversary. For each honest virtual party with its identity in D consisting of
Pi and Pj , supposing ℓ = (i− 1) · n+ j, the simulation goes as below.

– When Pi is honest and Pj is corrupted, S computes xi
ℓ = xℓ−xj

ℓ = h0(ℓ)−xj
ℓ , y

i
ℓ = yℓ−yjℓ = h1(ℓ)−yjℓ

and sends xi
ℓ, y

i
ℓ to the adversary on behalf of honest Pi.

– Similarly, when Pi is corrupted and Pj is honest, S computes xj
ℓ = xℓ−xi

ℓ = h0(ℓ)−xi
ℓ, y

j
ℓ = yℓ−yiℓ =

h1(ℓ)− yiℓ and sends xj
ℓ , y

j
ℓ to the adversary on behalf of honest Pj .

– When both Pi and Pj are honest, S samples random elements as xi
ℓ, y

i
ℓ, computes xj

ℓ = xℓ − xi
ℓ =

h0(ℓ)− xi
ℓ, y

j
ℓ = yℓ− yiℓ = h1(ℓ)− yiℓ, and sends xi

ℓ, y
i
ℓ and xj

ℓ , y
j
ℓ to the adversary on behalf of honest

Pi and Pj , respectively.

S outputs the view of the adversary. We now show the distributions of the output in the ideal world is
identical to that in the real world.

Hyb0: In this hybrid, we consider the execution in the real world.

Hyb1: In this hybrid, we focus on emulating FOLE-uniform in Step 1.1. We only change the generation
of messages from FOLE-uniform to corrupted parties contained in honest virtual parties with identities in D
emulated by Pi and Pj with ℓ = (i− 1) · n+ j as follows.

– When Pi is honest and Pj is corrupted, S samples random elements as ajℓ , s
j
ℓ , b

j
ℓ , t

j
ℓ , sends them to

the adversary on behalf of FOLE-uniform, records the values sent to the adversary, and samples random
elements as aiℓ, b

i
ℓ.

– When Pi is corrupted and Pj is honest, S samples random elements as aiℓ, s
i
ℓ, b

i
ℓ, t

i
ℓ, sends them to

the adversary on behalf of FOLE-uniform, records the values sent to the adversary, and samples random
elements as ajℓ , b

j
ℓ .

– When both Pi and Pj are honest, S samples random elements as aiℓ, s
i
ℓ, b

i
ℓ, t

i
ℓ and then further samples

random elements as ajℓ , b
j
ℓ .

This does not change the distribution. The distributions in Hyb1 and Hyb0 are identical.

Hyb2: In this hybrid, we change the simulation of OLE distribution by honest virtual parties with
identities in D. We first sample random elements as {f(ℓ), g(ℓ), h0(ℓ)}ℓ∈D and compute h1(ℓ) = f(ℓ) · g(ℓ)−
h0(ℓ). Then next step will be discussed in the following cases.

– When Pi is honest and Pj is corrupted, we compute aiℓ = aℓ − ajℓ = f(ℓ)− ajℓ , b
i
ℓ = bℓ − bjℓ = g(ℓ)− bjℓ ,

xi
ℓ = xℓ − xj

ℓ = h0(ℓ) − xj
ℓ and yiℓ = yℓ − yjℓ = h1(ℓ) − yjℓ . This does not change the distribution since
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aiℓ, b
i
ℓ, x

i
ℓ are uniformly random and yiℓ satisfies that

yiℓ = aiℓ · biℓ + siℓ + tiℓ − xi
ℓ

= aiℓ · biℓ + aiℓ · b
j
ℓ + ajℓ · b

i
ℓ − sjℓ − tjℓ − xi

ℓ

= (aiℓ + ajℓ) · (b
i
ℓ + bjℓ)− ajℓ · b

j
ℓ − sjℓ − tjℓ − xi

ℓ

= aℓ · bℓ − xj
ℓ − yjℓ − xi

ℓ

= yℓ − yjℓ

in Hyb1.
– Similarly, when Pi is corrupted and Pj is honest, we compute ajℓ = aℓ − aiℓ = f(ℓ) − aiℓ, b

j
ℓ = bℓ − biℓ =

g(ℓ)− biℓ, x
j
ℓ = xℓ − xi

ℓ = h0(ℓ)− xi
ℓ and yjℓ = yℓ − yiℓ = h1(ℓ)− yiℓ. This does not change the distribution

since ajℓ , b
j
ℓ , x

j
ℓ are uniformly random and yjℓ satisfies that

yjℓ = ajℓ · b
j
ℓ + sjℓ + tjℓ − xj

ℓ

= ajℓ · b
j
ℓ + aiℓ · biℓ + ajℓ · b

i
ℓ − siℓ − tiℓ − xj

ℓ

= (aiℓ + ajℓ) · (b
i
ℓ + bjℓ)− aiℓ · biℓ − siℓ − tiℓ − xj

ℓ

= aℓ · bℓ − xi
ℓ − yiℓ − xj

ℓ

= yℓ − yiℓ

in Hyb1.
– When both Pi and Pj are honest, we first sample random elements as aiℓ, b

i
ℓ, s

i
ℓ, t

i
ℓ, x

i
ℓ and compute

yiℓ = aiℓ · biℓ + siℓ + tiℓ − xi
ℓ. Then we compute ajℓ = aℓ − aiℓ = f(ℓ) − aiℓ, b

j
ℓ = bℓ − biℓ = g(ℓ) − biℓ,

xj
ℓ = xℓ − xi

ℓ = h0(ℓ) − xi
ℓ and yjℓ = yℓ − yiℓ = h1(ℓ) − yiℓ. This does not change the distribution due to

the same reason as that in the case where Pi is corrupted and Pj is honest.

The distributions in Hyb2 and Hyb1 are identical.
Hyb3: In this hybrid, we focus on the simulation of output OLE correlations held by corrupted P0 and P1

and change the generation of {f(ℓ), g(ℓ)}ℓ∈D. We first sample random elements as {f(N+ℓ), g(N+ℓ)}ℓ∈[N+2
4 ]

and compute {f(ℓ)}ℓ∈D and {g(ℓ)}ℓ∈D as linear combinations of {f(ℓ)}ℓ∈[N+1
2 ]\D ∪ {f(N + ℓ)}ℓ∈[N+2

4 ] and

{g(ℓ)}ℓ∈[N+1
2 ]\D∪{g(N+ℓ)}ℓ∈[N+2

4 ], respectively. This does not change the distributions because of the follow
two reasons.

– Given {f(ℓ), g(ℓ)}ℓ∈[N+1
2 ]\D, there are one-to-one correspondences between {f(ℓ)}ℓ∈D and {f(N+ℓ)}ℓ∈[N+2

4 ],

{g(ℓ)}ℓ∈D and {g(N + ℓ)}ℓ∈[N+2
4 ].

– {f(ℓ), g(ℓ)}ℓ∈D are sampled uniformly at random in Hyb2.

The distributions in Hyb3 and Hyb2 are identical.
Hyb4: In this hybrid, we focus on the simulation of output OLE correlations held by corrupted P0 and P1

and change the generation of {h0(ℓ), h1(ℓ)}ℓ∈D. After computing all {h0(ℓ), h1(ℓ)}ℓ∈{N+3
2 ,...,N}, we sample

random elements as {h0(N + ℓ)}ℓ∈[N+2
4 ], compute {h0(ℓ)}ℓ∈D as linear combinations of {h0(ℓ)}ℓ∈[N ]\D ∪

{h0(N + ℓ)}ℓ∈[N+2
4 ] and h1(ℓ) = f(ℓ) · g(ℓ)− h0(ℓ) for each ℓ ∈ D. This does not change the distribution due

to the following three reasons.

– Given {h0(ℓ)}ℓ∈[N ]\D, there is a one-to-one correspondence between {h0(ℓ)}ℓ∈D and {h0(N + ℓ)}ℓ∈[N+2
4 ].

– {h0(ℓ)}ℓ∈D are sampled uniformly at random in Hyb3.
– For each ℓ ∈ [N+2

4 ], h1(N + ℓ) computed in Hyb3 satisfies f(N + ℓ) · g(N + ℓ) = h0(N + ℓ) + h1(N + ℓ).

The distributions in Hyb4 and Hyb3 are identical.
Hyb5: In this hybrid, instead of sampling {f(N+ℓ), g(N+ℓ), h0(N+ℓ)}ℓ∈[N+2

4 ] and computing {h1(N+

ℓ)}ℓ∈[N+2
4 ] by S, we let S obtain these values by invoking Frand-OLE

N+2
4 times. The only difference is that
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Frand-OLE will take the role of S and this does not change the distribution. The distributions in Hyb5 and
Hyb4 are identical.

Since Hyb5 corresponds to the ideal world, we prove the validity of the simulation when both P0 and P1

are corrupted.
Combining three cases, we conclude that Πrand-OLE computes Frand-OLE in FOLE-uniform-hybrid model

with statistical t-privacy and statistical correctness. ⊓⊔

Proof (Proof of Theorem 5). Notice that the communication cost by Πrand-OLE to prepare n2+2
4 random

OLE correlations between two parties is 8n2 elements, 2 invocations of FOLE-uniform plus n2−1
2 invocations

of ΠMult amounting to (9n2 − 1) elements and 2n2 OLE correlations following the uniform pattern received
from FOLE-uniform. By Lemma 13, the task of preparing random OLE correlations between any pair of parties
is reduced to preparing random OLE correlations following a uniform pattern.

If there exists a statistically t-private and statistically correct π′ preparing 8N random OLE correlations
following a uniform pattern with communication overhead of o(8N · n) elements. Then by combining π′ and
Πrand-OLE in FOLE-uniform-hybrid model, one can derive a protocol instantiating N invocations of Frand-OLE

and achieving statistical t-privacy and statistical correctness in the plain model with communication o(8N ·n)
elements, which contradicts with Theorem 4. Thus, we complete the proof of Theorem 5. ⊓⊔

5.3 Communication lower bound regarding OLEs preparation with an arbitrary pattern

In this part, we will further derive the communication lower bound regarding OLE correlations with an
arbitrary pattern.

Reduction from OLEs with a uniform pattern to that with an arbitrary pattern. Following previous strategy,
we reduce the task of preparing random OLE correlations with a uniform pattern to that with an arbitrary
pattern. The idea is that, starting with a protocol generating OLE correlations with an arbitrary pattern
{ci,j}1≤i<j≤n, each time we decide different parties to run different positions of the protocol, which will
results in OLE correlations with a different pattern over n parties. After several executions, we expect
the overall accumulated OLE correlations satisfy a uniform pattern. More precisely, for each execution, we
determine a permutation p : [n] → [n] and let each party Pi run the p(i)-th position in the protocol. Then
after an execution with party Pi running the p(i)-th position, the number of OLE correlations between a pair
of parties (Pj , Pk) is cp(j),p(k) for 1 ≤ j, k ≤ n, j ̸= k. Notice here we abuse the notation cj,i for 1 ≤ i < j ≤ n
and let cj,i = ci,j . Denoting the set of the permutations by E, to obtain a uniform pattern, we require the
number of accumulated OLE correlations

∑
p∈E cp(i),p(j) between Pi and Pj after all executions are identical

among all pairs of parties. Hence, it is sufficient to guarantee that for every pair of parties (Pi, Pj) and every

(u, v) ∈ [n]× [n] such that u ̸= v, |{p ∈ E|(p(i), p(j)) = (u, v)}| = |E|
n·(n−1) . This implies that∑

p∈E

cp(i),p(j) =
∑

(u,v)∈[n]×[n],u̸=v

|{p ∈ E|(p(i), p(j)) = (u, v)}| · cu,v

=
|E|

n · (n− 1)
·

∑
(u,v)∈[n]×[n],u ̸=v

cu,v,

where the right-hand side term is irrelevant of which pair of parties Pi and Pj we are considering, as desired.
It remains to find such a set of permutations, E. For the sake of reduction efficiency, we additionally expect
the size of E is not too large.

When n is a prime number (or a power of a prime number), i.e., there is a finite field Fn of size n, taking
advantage of the structure of finite fields, we give an explicit construction as En = {pa,b|(a, b) ∈ F∗

n × Fn},
where pa,b : Fn → Fn is defined as x 7→ a·x+b and · denotes the multiplication over Fn. When (a, b) ∈ F∗

n×Fn,
since p−1

a,b(y) = a−1 ·(y−b) for any y ∈ Fn, then pa,b is bijective and thus a permutation over Fn. We claim the
construction of En satisfies our requirement. In fact, notice that given any (u, v) ∈ F∗

n×Fn and (i, j) ∈ Fn×Fn

with i ̸= j, the only element p in En satisfying (p(i), p(j)) = (u, v) is pa,b such that a = (u − v) · (i − j)−1

59



and b = (u · j − v · i) · (j − i)−1, which proves our claim. However, when n is not a prime number, we cannot
directly resort to the special structure of finite fields.

Reduction from OLEs between any two parties to that following an arbitrary pattern. An alternative is to
consider a reduction from preparing OLE correlations between any two parties to preparing OLE correlations
with an arbitrary pattern. The idea is similar to that is used to derive a reduction from OLE correlations
between any two parties to that following a uniform pattern. Given a protocol generating OLE correlations
with an arbitrary pattern and a permutation p : [n] → [n] meaning that the i-th party will run the p(i)-th
position of the protocol, after an execution defined by the permutation p of the protocol, we consider the
number of OLE correlations held by honest virtual parties. Recall a virtual party is honest if it is emulated
by a committee containing at least one honest party. Importantly, letting all virtual parties distribute OLE
correlations they obtain after the protocol execution to targeted two parties, these two parties are able to
extract a constant fraction of fully random OLE correlations by OLE extraction if the ratio of OLE corre-
lations distributed by honest virtual parties strictly exceeds 1

2 . It remains to determine such a permutation
satisfying our demand. We claim that a randomly sampled permutation from all n! possibilities satisfies the
requirement in expectation. In fact, fixing any set of t corrupted parties (later this requirement will be alle-
viated by repeating sampling), supposing the protocol generates a total number of C OLE correlations, we
enumerate all n! possible permutations, run an execution with each permutation, and count the total number

of OLE correlations held by corrupted virtual parties as C ·
( n−2

n−1
2 −2

)
·(n−1

2 !) ·(n+1
2 !) = C ·(n−2)! · (n−1)·(n−3)

4 ,

which shows the ratio of OLE correlations held by a corrupted virtual party is
C·(n−2)!· (n−1)·(n−3)

4

C·n! = n−3
4n ≈

1
4

and thus the ratio of that held by an honest virtual party is 3
4 . Denote by Xi the ratio of OLE correlations

held by honest virtual parties in the i-th execution with a permutation chosen uniformly at random. Then we
make use of the Chernoff’s bound stated in Lemma 14 to argue that except with probability at most e−(n+κ),
running m = 64(n+κ) executions with permutation sampled uniformly at random will result in the number
of OLE correlations held by honest virtual parties being at least 5

8 · C · m by setting a = 0, b = 1, δ = 1
6

in Lemma 14. Observe that, if X > (1 − δ) · µ = 5
8m > 1

2m, after all virtual parties distribute the OLE
correlations generated after m executions, the targeted two parties are able to extract a number of 1

8 ·C ·m
OLE correlations which are fully random.

Lemma 14 (Chernoff’s bound). Let X1, X2, . . . , Xm be random variables such that a ≤ Xi ≤ b for all
i. Let X =

∑m
i=1 Xi and set µ = E(X). Then for all δ > 0:

Pr[X ≤ (1− δ) · µ] ≤ e
− δ2·µ2

m·(b−a)2 .

Regardless of how an adversary chooses a set of t corrupted parties, by union bound, X > (1− δ) · µ = 5
8m

holds except with probability at most e−(n+κ) ·
(
n
t

)
≈ e−(n+κ) · 2n√

t+1
= e−Ω(n+κ), which is negligible in κ.

Till now, we have reduced preparing OLE correlations with arbitrary pattern to that between any pair of
two parties. Then based on the lower bound regarding OLE correlation preparation with any pair of parties,
we get the following negative result regarding OLE correlation preparation with an arbitrary pattern in
Theorem 6.

Theorem 6. Let n = 2t+1. There does not exist any statistically t-private and statistically correct protocol
preparing N random OLE correlations following an arbitrary pattern with communication overhead of o(N ·n)
field elements.

6 Instantiating OLE Correlations between Two Parties in Minicrypt

In this section, assuming random oracle access, we present how to prepare OLE correlations with amortized
communication cost of O(ℓ + κ) field elements per OLE correlation, where ℓ denotes the length of a field
element and κ denotes the security parameter.
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6.1 Base-OT Correlation Preparation

As mentioned in Section 2.3, all parties will first prepare base-OT correlations for every pair of parties which
will later be used as seed materials for OT extensions. We present the functionality we aim to realize in FOT,
parameterized with a message length κ and the number of OT instances s.

Functionality 7: FOT(κ, s)

FOT(κ, s) running with S as sender, R as receiver, and an adversary, aims to perform a number of s
OT instances between S and R with message length of κ bits and proceeds as follows:

1. For each i ∈ [s], FOT waits for input (v0,i,v1,i) ∈ Fκ
2 × Fκ

2 from S and xi ∈ F2 from R.
2. If the adversary inputs abort, FOT sends abort to R. Otherwise, for each i ∈ [s], FOT outputs

vxi,i to R.

All paries invoke DN protocol with malicious security in honest majority setting [CGH+18,NV18,GS20]
to instantiate FOT(κ, κ) in the information-theoretic setting. We sketch the protocol as follows.

1. For all i ∈ [κ], receiver R secret shares its choice bit xi ∈ F2 as [xi]t to all parties.
2. For all i ∈ [κ], all parties invoke DN protocol to compute their shares of [xi · (xi − 1)]t and reconstruct

the output to sender S who checks whether the reconstructed result equals to 0. If not, S aborts.
3. For all i ∈ [κ], S secret shares its two messages (v0,i,v1,i) as ([v0,i]t, [v1,i]t) to all parties.
4. For all i ∈ [κ], all parties invoke DN protocol to compute their shares of [zi]t with zi = v0,i · (1− xi) +

v1,i · xi.
5. For all i ∈ [κ], all parties reconstruct [zi]t to receiver R.

The communication complexity of this part is O(κ2 · n+ n2 · κ) bits for every pair of two parties assuming
we use DN protocol with malicious security in [GS20].

6.2 OLE Correlation Preparation from Base-OT Correlations

With base-OT correlations at hand, we take advantage of the result in [KOS15] which extends κ OT corre-
lations with message length of κ bits to s OT correlations with message length of κ bits between two parties
with malicious security to instantiate FROT(κ, s) in FOT(κ, κ)-hybrid model in the random oracle model.
The communication complexity of instantiating FROT(κ, s) between two parties is O(s · κ) bits plus one
invocation of FOT(κ, κ).

Functionality 8: FROT(κ, s)

FROT is parameterized with the length of OT strings κ and the number s of resulting OTs. Running
with S as sender, R as receiver, and an adversary, FROT(κ, s) proceeds as follows:

1. FROT waits for input (R, (x1, . . . , xs)) from R, where xj ∈ F2 for all j ∈ [s], samples random
(v0,j ,v1,j) ∈ Fκ

2 × Fκ
2 for all j ∈ [s]. Then it sends (v0,j ,v1,j) to S and vxj ,j to R.

2. If R is corrupt: if the adversary inputs abort, FROT sends abort to S and halts. Otherwise, FROT

waits for the adversary to input xj for all j ∈ [s]. Then FROT samples random (v0,j ,v1,j) for all
j ∈ [s], outputs them to S, and outputs vxj ,j to the adversary for all j ∈ [s].

3. If S is corrupt, FROT waits for the adversary to input (v0,j ,v1,j) for all j ∈ [s], and then outputs
as above using these values.

With extended random OT correlations, every pair of parties makes use of the result in [KOS16] which
takes an arithmetic perspective view of OT correlations and securely generates triples in all-but-one corrup-
tion setting with malicious security in FROT-hybrid model. The communication complexity of generating M
OLE correlation between a pair of parties using triple generation protocol in [KOS16] is O(M · ℓ2) bits plus
one invocation of FROT(κ,O(M · ℓ)).
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To sum up, we are able to instantiate Frand-OLE-mal with malicious security in the random oracle model,
in which the communication complexity of preparing M OLE correlations between a pair of two parties is
O(M · ℓ2 +M · ℓ · κ+ n2 · κ+ κ2 · n) bits.

Combining our result above with Theorem 2, we obtain the following theorem. As a side note, combining
our instantiation of Frand-OLE-mal with our result of using OLE correlations to prepare packed Beaver triples
summarized in Lemma 1, we have that to prepare M = Ω(n2) packed Beaver triples, the communication
complexity is O(M · n · ℓ2 +M · n · ℓ · κ+ n4 · κ+ κ2 · n3) bits and the amortized communication per packed
Beaver triple is O(n · ℓ2 + n · ℓ · κ) bits, or O(n · ℓ+ n · κ) field elements.

Theorem 1. In the client-server model, let c denote the number of clients, n denote the number of parties
(servers), and t denote the number of corrupted parties (servers). Let κ be the security parameter and F be
a finite field of size |F| ≥ 2κ with each element of ℓ bits length. For an arithmetic circuit C over F and for
t = n−1

2 , there exists an MPC protocol in the random oracle model which securely computes Fmain-mal in
the presence of a fully malicious adversary controlling up to t parties, where Fmain-mal denotes the target
functionality computing C. The cost of the protocol is O((|C|+Depth · n+ poly(c, n)) · (ℓ+ κ) + n · κ2) field
elements of communication, where Depth is the circuit depth.
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A Useful Functionalities and Protocols

A.1 Useful Functionalities

Functionality 9: Fcom

1. On input (Commit, v, i, τv) by Pi, Fcom stores (v, i, τv) and outputs (i, τv) to all parties, where τv
represents a handle for the commitment.

2. On input (Open, i, τv) by Pi, if the commitment exists and the adversary replies accept, Fcom

outputs (v, i, τv) to all parties. Otherwise if it does not exist or the adversary replies reject,
Fcom outputs abort.

Functionality 10: Fcoin

1. Fcoin samples a random field element r.
2. Fcoin sends r to the adversary.

– If the adversary replies accept, Fcoin sends r to honest parties.
– If the adversary replies reject, Fcoin sends abort to honest parties.
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A.2 Useful Protocols

Protocol 11: Πrand(Σ)

All parties aim to prepare n− t′ random Σ-sharings with Σ ∈ {Σi}i=1,2,3,4 defined as follows.

– Σ1 denotes a pair of double sharings in the form of ([r]t′+k−1, [r]t′+2k−2), where the first sharings
is a random degree-(t′ + k − 1) packed Shamir sharing and the second one is a random degree-
(t′ + 2k − 2) packed Shamir sharing with the secret the same as that of the first shairng.

– Σ2 denotes a random degree-(n−1) packed Shamir sharing [o]n−1 with its secret o being 0 ∈ Fk.
– Σ3 denotes a random additive sharing ⟨o⟩ with its secret o being 0.
– Σ4 denotes a random degree-(t′+k−1) packed Shamir sharing [γ]t′+k−1 with identical k secrets,

i.e. γ = (γ, . . . , γ) ∈ Fk.

1. Each party Pi samples a random Σ-sharing R(i) and distributes the shares to other parties.
2. All parties agree on a Vandermonde matrx M⊤ of size (n− t′)× n and locally compute

(R(i))
n−t′

i=1 = M⊤ · (R(i))ni=1

and output R(1), R(2), . . . , R(n−t′).

Protocol 12: Πdeg-reduce

1. Let m be the number of degree-(t′ + 2k − 2) packed Shamir sharings that all parties need to do
degree reduction. These m sharings are denoted by [z1]t′+2k−2, [z2]t′+2k−2, . . . , [zm]t′+2k−2.

2. All parties invoke m/(n − t) times of Πrand(Σ1) to prepare random sharings
([u1]t′+k−1, [u1]t′+2k−2), ([u2]t′+k−1, [u2]t′+2k−2), . . . , ([um]t′+k−1, [um]t′+2k−2).

3. For all i ∈ [m], all parties locally compute [zi + ui]t′+2k−2 = [zi]t′+2k−2 + [ui]t′+2k−2 and send
them to Pking who reconstructs zi + ui and distributes [zi + ui]t′+k−1 to all parties.

4. For all i ∈ [m], all parties locally compute [zi]t′+k−1 = [zi + ui]t′+k−1 − [ui]t′+k−1.

Protocol 13: Πverify-deg

1. Let m be the number of degree-(k − 1) packed Shamir sharings that all parties need to check.
These m sharings are denoted by [z1]k−1, [z2]k−1, . . . , [zm]k−1.

2. All parties invoke Fcoin to receive a random field element λ.
3. All parties locally compute [z]k−1 = [z1]k−1 + [z2]k−1 · λ+ . . .+ [zm]k−1 · λm−1.
4. All parties send their shares of [z]k−1 to all other parties. Then each party Pi checks whether the

shares of [z]k−1 form a valid degree-(k − 1) packed Shamir sharing. If not, Pi aborts. Otherwise,
Pi accepts.

Protocol 14: Πcheck-zero

1. Let M be the number of degree-(n − 1) packed Shamir sharings that all parties need to check.
These M sharings are denoted by [θ1]n−1, [θ2]n−1, . . . , [θM ]n−1.

2. All parties invoke Fcoin to receive a random field elements λ.
3. All parties invoke Πrand(Σ2) to prepare a random degree-(n − 1) packed Shamir sharing [o]n−1

with secret 0 ∈ Fk.
4. All parties locally compute [θ]n−1 ← [o]n−1 +

∑M
ℓ=1[θℓ]n−1 · λℓ−1.

5. All parties invoke Fcom to commit their shares of [θ]n−1.
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6. All parties invoke Fcom to open their shares of [θ]n−1. Then Pi checks whether the shares of
[θ]n−1 form a valid degree-(n − 1) packed Shamir sharing of 0. If not, Pi aborts. Otherwise, Pi

accepts.

Protocol 15: ΠBeaver

Initially, all parties hold their shares of inputs ([a′]t′+k−1, [b
′]t′+k−1) together with a packed Beaver

triple, ([a]t′+k−1, [b]t′+k−1, [c]t′+2k−2) or ([a]t′+k−1, [b]t′+k−1, [c]t′+k−1), and aim to compute their
shares of [c′]t′+2k−2, where c = a ∗ b and c′ = a′ ∗ b′.

1. All parties locally compute their shares of [a + a′]t′+k−1, [b + b′]t′+k−1 by [a + a′]t′+k−1 =
[a]t′+k−1 + [a′]t′+k−1, [b+ b′]t′+k−1 = [b]t′+k−1 + [b′]t′+k−1 and send them to Pking.

2. Upon receiving the shares, Pking reconstructs the secrets a + a′ and b + b′ and distributes the
sharings [a+ a′]k−1 and [b+ b′]k−1 to all parties.

3. All parties locally compute their shares of [c′]t′+2k−2 by

[c′]t′+2k−2 = [a+ a′]k−1 · [b+ b′]k−1 − [a]t′+k−1 · [b+ b′]k−1

−[a+ a′]k−1 · [b]t′+k−1 + [c]t′+2k−2

or
[c′]t′+2k−2 = [a+ a′]k−1 · [b+ b′]k−1 − [a]t′+k−1 · [b+ b′]k−1

−[a+ a′]k−1 · [b]t′+k−1 + [c]t′+k−1.
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