
Doubly Efficient Cryptography:
Commitments, Arguments and RAM MPC

Wei-Kai Lin
Northeastern University

Ethan Mook
Northeastern University

Daniel Wichs*

Northeastern University
and NTT Research

February 14, 2025

Abstract

Can a sender commit to a long input without even reading all of it? Can a prover convince
a verifier that an NP statement holds without even reading the entire witness? Can a set of
parties run a multiparty computation (MPC) protocol in the RAM model, without necessarily
even reading their entire inputs? We show how to construct such “doubly efficient” schemes
in a setting where parties can preprocess their input offline, but subsequently they can engage
in many different protocol executions over this input in sublinear online time. We do so in
the plain model, without any common setup. Our constructions rely on doubly efficient private
information retrieval (DEPIR) as a building block and can be instantiated based on Ring LWE.

In more detail, we begin by constructing doubly efficient (interactive) commitments, where the
sender preprocesses the input offline, and can later commit to this input to arbitrary receivers
in sublinear online time. Moreover, the sender can open individual bits of the committed input
in sublinear time. We then use these commitments to implement doubly succinct (interactive)
arguments, where the prover preprocesses the statement/witness offline, and can subsequently
run many proof protocoils to convince arbitrary verifiers of the statement’s validity in sub-
linear online time. Furthermore, we augment these to get a doubly efficient “commit, prove and
locally open” protocol, where the prover can commit to a long preprocessed input, prove that it
satisfies some global property, and locally open individual bits, all in sublinear time. Finally,
we leverage these tools to construct a RAM-MPC with malicious security in the plain model.
Each party individually preprocesses its input offline, and can then run arbitrary MPC execu-
tions over this input with arbitrary other parties. The online run-time of each MPC execution
is only proportional to the RAM run-time of the underlying program, that can be sublinear in
the input size.

*Research supported by NSF grant CNS-2349972, CNS-2055510.
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1 Introduction

Inspired by recent progress in doubly efficient private information retrieval (DEPIR) [LMW23], we
study the possibility of other doubly efficient cryptographic primitives, such as collision-resistant
hash functions, succinct commitments, succinct arguments and multiparty computation (MPC) in the
RAM model. In all cases, we have standard “singly efficient” constructions of these primitives
where the communication complexity is small even if the input is huge. However, we now want
“doubly efficient” constructions where also the computational complexity of all parties is small,
meaning that the parties can’t even read their entire input during the computation. To make
this possible, we allow the parties to preprocess their input once offline in linear (or even slightly
super-linear) time, but afterwards they should be able to run many independent instances of the
primitive, where the run-time of each instance is sublinear in the input size. Due to the require-
ment of efficiency, the run-time is measured in the RAM model. We study schemes in the plain
model, without any common setup to aid the preprocessing. We begin by summarizing the recent
progress on DEPIR and then discuss each of the new primitives studied in this work.

PIR and DEPIR. In a private information retrieval (PIR) [CGKS95, KO00] a sender holds a large
database DB and a receiver wants to retrieve a single location DB[i] of the database without reveal-
ing the index i to the sender. The goal is to do so via a protocol with small communication com-
plexity, which should be sublinear in the database size, and ideally just polylogarithmic. Many
known constructions achieve this under standard assumptions. In a standard PIR, the sender in-
herently has to read the entire database during each protocol execution, and therefore the sender’s
run-time is large, at least linear in its input size.

A doubly efficient PIR (DEPIR) gets around the above limitation, by having the sender prepro-
cess the database DB into some data-structure D̃B. This one-time preprocessing is a deterministic
procedure that the sender executes on its own offline, and is allowed to run in linear, or even
slightly super-linear, time. Afterwards, any receiver can come and execute a protocol with the
sender to retrieve DB[i] without revealing the location i to the sender, where both the sender and
the receiver’s run times during the online retrieval protocol are sublinear in the database size. In
particular, the sender only reads a small number of locations in the preprocessed data structure
D̃B during each online protocol execution.

The notion of DEPIR was first proposed by Beimel, Ishai and Malkin [BIM00], who asked
whether it is possible in the single server setting. The works of Canetti, Holmgren and Richelson
[CHR17] and Boyle, Ishai, Pass and Wootters [BIPW17] gave the first candidate constructions, but
they relied on non-standard heuristic assumptions and only achieved a relaxed variant of DEPIR,
where the preprocessing needs to be performed by a trusted third party using secret randomness.
The recent work of Lin, Mook and Wichs [LMW23] showed how to construct the regular notion of
DEPIR, where the preprocessing is a deterministic procedure that the sender executes on its own,
under the standard Ring LWE assumption (or alternatively, under approximate GCD, NTRU, or
constant-rank module LWE). For any constant ε > 0, for a database of size N , their preprocessing
run-time and the data-structure size is N1+ε, while their online run-time is just poly logN .1 Their
construction additionally has a very simple format for the retrieval protocol: the receiver maps
the desired index i to some set of indices I that it sends to the sender, and the sender simply sends

1For simplicity, we will ignore fixed polynomial factors in the security parameter throughout the introduction.
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back the data structure contents at those locations D̃B[I] = {D̃B[j]}j∈I , which allows the receiver
to recover DB[i]. We will assume the above format for DEPIR by default for the rest of the paper.

Our Work. In this work we study the concept of doubly efficient cryptography more broadly, fo-
cusing on some of the most fundamental cryptographic primitives: collision-resistant hash functions
(CRHFs), succinct commitments, succinct arguments and multiparty computation (MPC).

For doubly efficient hashing/commitments, a sender has a huge input x ∈ {0, 1}N and a receiver
wants to bind the sender to this input (we ignore hiding for now). Collision-resistant hashing
gives a simple public-coin solution in the plain model with good receiver efficiency: the receiver
chooses a hash seed s and the sender replies with the hash digest hs(x). Can we get a similar
solution where the sender is also efficient and avoids reading the entire input x during the proto-
col? Instead the sender preprocesses the input x offline, before interacting with any receiver and
creates a data structure x̃. Later it can use this data structure to hash/commit itself to the input
x to arbitrary receivers very efficiently, where the online run-time of both the sender and receiver
during each such commitment protocol is sublinear in N . We do not wish to rely on any common
trusted setup, such as having an honestly chosen hash seed s as a common reference string, or on
non-standard assumptions such as seedless hash functions [BKP18].

We show below that DEPIR immediately gives a simple doubly efficient hash/commitment
with only poly logN online efficiency. Unfortunately, this scheme is of limited use, since only
the commit protocol is efficient, but opening still requires providing the entire input x, resulting
in linear efficiency for both sender and receiver. Can we get a doubly efficient commitment with
local opening, where the sender can later efficiently open individual bits of x and convince the
receiver they are correct? Unfortunately, standard solutions using Merkle-hashing completely
destroy double efficiency. Indeed, we do not know how to construct a public-coin protocol with
local opening under standard assumptions. Instead, we give a completely different approach to
construct a secret-coin doubly efficient commitment protocol with local opening via a black-box
use of DEPIR, achieving poly logN online run time for both sender and receiver during both the
commitment and local opening protocols.

We then turn to the question of succinct interactive argument systems in the plain model. Such
schemes allow a prover with a true NP statement x and a witness w for x to convince a verifier
that x is true. Here we think of the statement x as small, but the witness-size and the verification
circuit size (denoted by T ) could be huge. Kilian’s work [Kil92] shows how to construct succinct
interactive arguments for NP using CRHFs, where the verifier’s efficiency is just poly log T , but the
prover’s computation is huge. Can we get doubly succinct schemes in the plain model, where the
prover preprocesses x,w offline before interacting with any verifier, but afterwards it can prove
that x ∈ L to many different verifiers with online prover/verifier run-time sublinear in T ? We
show how to achieve this with poly log T online efficiency via a black-box use of DEPIR. Further-
more, we show how to combine commitments and arguments to get a doubly efficient commit,
prove and open protocols, where the sender can commit to a huge input x, prove that it satisfies
some global NP property using a witness w, and efficiently open individual bits of x; the sender
preprocesses x,w offline, but afterwards all operations have polylogarithmic online efficiency for
both sender and receiver.

Lastly, we turn to multiparty computation (MPC) in the random-access machine (RAM) model
of computation (RAM-MPC). Parties hold potentially huge inputs xi that they individually pre-
process offline before the protocol starts and before they even know who the other participants
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will be. The preprocessing can be reused for many future computations of different programs
with different parties. Any set of n parties can get together to securely compute a RAM program
f(x1, . . . , xn) with total input size N and worst-case input-independent run-time T , by running
an MPC protocol where their total online run-time is just T · poly log(N,T ), and in particular, can
be much smaller than N . We achieve the usual notion of simulation-based security (with abort)
in the plain model against a fully malicious adversary that can statically corrupt any number of
parties. The protocol only uses DEPIR and standard MPC for circuits (from OT).

We give a more detailed overview of each of the above results and the techniques used to
achieve them in the next section.

Alternative Construction. As an alternative to our main constructions that are based on the
RingLWE assumption, in Appendix A we also show how to construct a doubly efficient commit-
ment with local opening under the nonstandard assumption of the existence of a seedless multi-
collision resistant hash. With this assumption we are able to achieve a doubly efficient commit-
ment with local opening where the commitment phase is public-coin and the opening phase is just
two messages. Moreover, assuming a stronger variant of multi-collision resistance, we are able to
get a doubly efficient commitment that matches the interaction pattern of standard Merkle-hash
based commitments, where in the commitment phase the sender receives a random challenge and
replies with a commitment string.

These constructions build on the techniques of Bitansky, Kalai and Paneth [BKP18] which use
a seedless multi-collision resistant hash to build Kilian-style succinct arguments with only three
rounds. And, as they note, this can also be viewed as a doubly succinct argument.

Follow-Up Work. In a follow-up to this work, Bitansky, Paneth and Shamir [BPS24] build a dou-
bly efficient commitment with local opening that is reusable assuming RingLWE. This means that
the protocol is secure against a malicious sender that, after running the commitment protocol, is
allowed to probe the receiver with many (possibly invalid) openings before attempting to break
binding. In contrast, in our construction, if a malicious sender is able to see whether the receiver
accepts or rejects multiple subsequent openings, then it can break security. Like our RingLWE con-
struction, their construction is secret-coin. We leave it as an open problem to construct a public-
coin doubly efficient commitment with local openings without relying on nonstandard assump-
tions as we do in Appendix A.

2 Our Techniques

2.1 Doubly Efficient Collision-Resistant Hashing (DE-CRHF)

CRHF and DE-CRHF. A collision-resistant hash function (CRHF) family consists of a family of
shrinking functions hs with a public seed s. Given a randomly generated seed s, it should be
hard for an adversary to come up with any collision x ̸= x′ such that hs(x) = hs(x

′). We are
particularly interested in the setting where the size of the input x is huge. It appears obvious that
the computation of hs(x) needs to read the entire input x, else we can immediately find collisions
by modifying the locations that were not read. But what if we are allowed to deterministically
preprocess the input x offline into some data structure x̃, before the seed s is known? Can we design

3



a doubly efficient CRHF (DE-CRHF) that would allow us to evaluate hs(x) in sublinear online time
by only reading a small number of locations in the data structure x̃ once the seed s is known?

Perspective on DE-CRHF. Before answering the above question, let us provide some perspec-
tive. We often think of the hash seed s as a common reference/random string (CRS) chosen by a
trusted party at the beginning of time and known to everyone forever. In that setting, the above
question is not very meaningful since there is no differentiation between an offline stage before s is
known and an online stage after s is known. However, CRHFs are also used to construct protocols
in the plain model, where one of the parties chooses the seed s during the protocol execution and
another party computes hs(x). In this case, there is a meaningful notion of an offline phase before
the protocol starts and before we even know who the parties will be. Moreover, the data structure
x̃ can be reused for many future protocol executions with different parties, where each execution
will choose a new seed s.

DE-CRHF from DEPIR. It turns out that DEPIR immediately yields a construction of DE-CRHF.
We simply leverage a well-known construction of CRHF from PIR [IKO05] and note that it pre-
serves “double-efficiency”. The seed s of the CRHF is a PIR query for a random location i ∈ [N ]
and the function hs(x) computes the sender’s response to the query s using the database x. If an
adversary can find x ̸= x′ such that hs(x) = hs(x

′) it means that i cannot be one of the indices
where x and x′ differ, which means that the adversary learned something about the index i, con-
tradicting PIR security. Now, if we replace the PIR with a DEPIR, then the the resulting CRHF is
also a DE-CRHF! In particular, we use DEPIR preprocessing on x to construct the data-structure
x̃, and can then use the DEPIR scheme to compute the PIR response hs(x) for the PIR query s in
sublinear online time by only reading a small number of locations in x̃. The offline preprocessing
time and the online computation time are the same as in the underlying DEPIR. In fact, the hash
function has a very nice format, where s is just a small set of locations and hs(x) = x̃[s] outputs
the contents of the preprocessed data structure x̃ at those locations.

Local Opening? Although DE-CRHFs are already interesting, they are of limited use – while
the small hash output hs(x) commits the sender to x, in order to later open the hash, the sender
would need to provide the entire input x, which would require linear run-time and communica-
tion. Ideally, we would have a DE-CRHF that also allows for local openings: after computing hs(x)
in sublinear time and sending it to the receiver, the sender should also be able to open individual
bits of x in sublinear time. Unfortunately, we do not know how to achieve this for the above con-
struction. Note that the usual Merkle tree approach to getting local openings would completely
destroy “double efficiency”: it applies an underlying hash function on small blocks iteratively, so
even if the underlying hash function is doubly efficient, the Merkle tree would require linear time
to construct. We leave it as a fascinating open problem to construct a DE-CRHF with local open-
ings. In this work, we instead do the “next best thing”, by relaxing the problem and constructing
an interactive commitment protocol with local openings.

2.2 Doubly Efficient Commitments with Local Openings (DE-COM)

We relax the notion of a collision-resistant hash to an (interactive, secret-coin) commitment pro-
tocol with local opening. Throughout this work, we will (ab)use the term commitment to only
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denote a binding property, but not necessarily require a hiding one.2 A doubly efficient commitment
protocol with local openings (DE-COM) consists of a offline preprocessing stage, where the sender
deterministically preprocesses her input x into a data structure x̃, along with two online protocols:
a commitment protocol in which the sender commits to x and a (local) opening protocol in which
the sender opens some bit x[i]. In both protocols, the sender uses the data structure x̃ and both
the sender and receiver run-time and communication-complexity need to be sublinear (ideally
polylog) in the size of x. The receiver may use secret random coins in both protocols.

In more detail, the commitment protocol results in the receiver storing some secret commitment
digest c. During the opening protocol, the receiver has some index i ∈ [N ]; it uses the commitment
digest c to run the protocol and at the end it outputs some value b, such that b = x[i] if the sender
is honest. Security requires that a malicious sender cannot open the same index i to both b = 0
and b = 1. We want security to hold even after the sender gets to participate in many sequential
opening protocol executions where the receiver uses the same secret commitment digest c. How-
ever, we assume the receiver aborts the first time it ever gets a ⊥ outcome (rejects), and does not
attempt run any future opening protocols afterwards.3

Discussion. Note that the sender’s preprocessing does not depend on who the receiver is and
therefore can be reused to repeatedly commit to the same input x to many different receivers
independently in sublinear online time. Similar to DE-CRHFs, the notion of DE-COM is trivial to
achieve in the CRS model, when the preprocessing can depend on the CRS. In that case the CRS
is a seed for a standard CRHF, the preprocessing consists of the sender computing a Merkle-tree
hash of x, the commitment consists of sending the root, and the openings are the usual Merkle-tree
paths. The main novelty of our work is to give a construction in the plain model without a CRS.

Base Construction. Our construction is loosely inspired by the scheme of Chung, Kalai and Vad-
han [CKV10] for delegating computation using a double layer of fully homomorphic encryption
(FHE), and the related functional commitment scheme of [BC12], although our goals are quite
different.

To give the intuition behind the construction, let us start by ignoring double efficiency, and
just construct commitments with local openings from FHE; we will then see how to replace FHE
with DEPIR to get our final result. Also, let us relax the problem even further. Instead of having
a succinct commitment protocol, the sender will send the entire input x during the commitment
phase, but the receiver can only remember a small secret commitment digest c. Later, the sender
and receiver run a succinct local opening protocol, where the sender can only open the correct
value x[i]. We also initially only consider security for a single execution of the opening protocol.

Our basic solution for the above relaxed notion works as follows. When given x, the receiver
chooses a random location j ← [N ], computes an FHE encryption of j denoted by ⟨j⟩, and then

2We justify this choice for several reasons. Firstly, there is no good prior term for an interactive analogue of collision
resistant hashing and the term commitment captures the intuitive goal well. Secondly, since we will require that the
commitment protocol runs in sublinear time and communication, it inherently achieves at least a weak form of hiding,
in that it is too short to fully reveal the input. Lastly, when it comes to doubly efficient commitments, achieving binding
is the main difficulty and there are generic techniques to then add hiding on top of it.

3It is a fascinating open problem to get rid of this restriction under standard assumptions, or even better, to construct
a public-coin scheme. In Appendix A we show how to build public-coin DE-COM assuming the existence of a seedless
multi-collision resistant hash function.
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uses FHE evaluation to homomorphically derive an encryption of x[j] via

⟨x[j]⟩ := FHE.Eval(fx, ⟨j⟩),

where fx(j) = x[j]. It sets the commitment digest c to consist of the input and output ciphertexts

c := ( ⟨j⟩ , ⟨x[j]⟩ ).

Later, to get the sender to open to some arbitrary location i, the receiver will compute an FHE
encryption ⟨i⟩ and send the two FHE ciphertexts

{ ⟨i⟩ , ⟨j⟩ }

in a random order. The sender is supposed to perform the homomorphic evaluation FHE.Eval(fx, ·)
on both received ciphertexts and respond with

{ ⟨x[i]⟩ , ⟨x[j]⟩ }.

The receiver checks that the received ciphertext ⟨x[j]⟩matches the value in the digest c and if not it
outputs ⊥ and aborts. Otherwise it decrypts ⟨x[i]⟩ as the received value. Intuitively, the only way
for the sender to cheat is to perform the correct FHE evaluation on ⟨j⟩ and the incorrect one on ⟨i⟩,
but since it cannot tell which one is which (by FHE security), this only happens with probability
1/2, which we can amplify to negligible via parallel repetition.

Upgraded Construction. Unfortunately, the above only provides security for a single opening.
If the receiver reuses the same ciphertext ⟨j⟩ stored in the commitment digest for a second time, it
would be easy for the sender to recognize this and distinguish ⟨i⟩ from ⟨j⟩. We fix this by using
an additional layer of FHE encryption. Instead of the receiver sending ⟨i⟩, ⟨j⟩, the receiver wraps
these values in an additional layer of FHE encryption and sends

{ ⟨⟨i⟩⟩ , ⟨⟨j⟩⟩ }

where the outer layer of encryption uses fresh keys and fresh randomness each time; the sender
now evaluates a double-FHE evaluation FHE.Eval(FHE.Eval(fx, ·), ·) on the received ciphertexts
to derive ⟨⟨x[i]⟩⟩ , ⟨⟨x[j]⟩⟩, and the receiver strips off the outer layer encryption and proceeds as
before. Intuitively, this ensures that the sender does not learn anything by running many opening
protocols (as long as the receiver never aborts), since it only sees fresh outer encryptions each time.
Moreover, we can use the same trick to get a succinct commitment protocol. During the commit-
ment protocol, the receiver sends the two-layer encryption ⟨⟨j⟩⟩ to the sender, gets back ⟨⟨x[j]⟩⟩
and sets the commitment digest to c := ( ⟨j⟩ , ⟨x[j]⟩ ) as before. We show that this upgraded
construction is a secure commitment with local opening.

Double Efficiency. To get a doubly efficient construction, we simply replace FHE with DEPIR.
Firstly, note that the inner FHE can be replaced by an inner PIR scheme, where ⟨i⟩ is now a PIR
query for i, and ⟨x[i]⟩ is now the PIR response. By using DPEIR and having the sender preprocess
x into a DEPIR data structure x̃, the sender can efficiently compute ⟨x[i]⟩ from ⟨i⟩ in sublinear
time. But how do we handle the outer layer of FHE? Here we rely on the fact that the DEPIR has
a nice a structure where the PIR query ⟨i⟩ = I is just some set of locations I and the PIR response
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⟨x[i]⟩ = x̃[I] is just the value of the data structure x̃ at those locations. This allows us to replace
the outer layer of FHE by an outer PIR scheme as well! The double encryption ⟨⟨i⟩⟩ = ⟨I⟩ is now
a sequence of outer PIR queries for each location in I , and ⟨⟨x[i]⟩⟩ = ⟨x̃[I]⟩ is the corresponding
sequence of outer PIR responses using x̃ as the database. By using a DEPIR for the outer PIR as
well, the sender can compute these efficiently in sublinear time by further preprocessing x̃ into a
“doubly preprocessed” DEPIR data structure ≈

x. If we use the DEPIR of [LMW23] from RingLWE,
we therefore get a DE-COM where the offline preprocessing run-time can be made N1+ε for any
ε > 0, and the online run-time of the commitment and opening is just poly log(N) for N = |x|.

2.3 Doubly Succinct Arguments (DSA)

Succinct arguments. A succinct (interactive) argument for an NP language L is a protocol where a
polynomial-time prover holds an instance x ∈ L together with a witness w, and wants to convince
a verifier that indeed x ∈ L. Here we think of the statement x as relatively small, but the witness w
and the run-time T of the naive NP verifier that tests if w is a good witness for x can be huge. The
argument is succinct if the communication complexity of the protocol and the run-time of the ver-
ifier are small, sublinear in T . Notice that succinct arguments are already interesting/non-trivial
even for languages L in P, since the verifier’s run-time needs to be smaller than the potentially
large run-time T needed to test if x ∈ L naively. The work of Kilian [Kil92] showed how to con-
struct succinct arguments for NP using CRHFs, where the verifier’s run-time is |x| · poly log T and
the communication complexity is just poly log T . The idea is for the prover to send a Merkle-hash
of a PCP proof that x ∈ L. The verifier then asks the prover to open a small subset of locations in
the PCP and verifies their consistency.

Doubly Succinct Arguments. In this work, we ask whether we can get doubly succinct argu-
ments (DSA), where the prover’s run-time is also small, sublinear in T .4 We allow the prover to
preprocess the pair (x,w) offline before the protocol starts, but then it should be able to use the
preprocessed data-structure to prove that x ∈ L to any verifier with online efficiency sublinear in
T . An initial idea would be to use Kilian’s protocol, but have the prover construct the PCP proof
and the Merkle-tree for it offline. However, this would require a CRS for the seed of the CRHF.
Interestingly, the work of [BKP18] showed how to make the above idea work in the plain model
using keyless multi-collision resistant hash functions, but unfortunately we do not know how to
construct these from any standard assumptions. Can we have a solution in the plain model under
standard assumptions? We show that indeed we can, by simply replacing Merkle hashing with
our doubly efficient commitments with local openings (DE-COM). Under RingLWE, we get offline
prover preprocessing run-time T 1+ε for any ε > 0, online communication complexity and prover
run-time poly log T and verifier run-time |x| · poly log T .

Doubly Efficient Commit, Prove and Locally Open. We further extend our notion of doubly
succinct arguments to commit, prove and locally open (DE-CPO) protocols. The prover holds a state-
ment x along with a witness w that x ∈ L, where now we think of both x and w as being huge.
We allow the prover to preprocess (x,w) offline. The prover can then commit to x to a verifier and
prove that the committed value satisfies x ∈ L. This can be done very efficiently, where both the

4We note that previous work used the term doubly efficient succinct arguments to denote ones where the prover
runs in time poly(T ). In contrast our notion of DSA requires the prover’s online run time to be sublinear in T .
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prover and verifier run-time is sublinear in x, w and the run-time T of the NP relation that checks
if w is a good witness for x. Later the prover can open individual bits of x efficiently. For example,
the prover can commit to a large graph, prove that it is 3-colorable, and later locally reveal various
edges and their colors. This notion generalizes both DE-COM and DSA.

We show how to construct such DE-CPO schemes by combining locally decodable codes (LDCs)
and probabilitically checkable proofs of proximity (PCPPs) with our previous ideas. In the offline stage,
the prover first computes y = LDC(x) to be an LDC encoding of x. It also prepares a PCPP proof
π for the statement y, showing that there exist some x,w such that y = LDC(x) and (x,w) ∈ L. It
preprocesses both y, π using a DE-COM. Then, to execute a “commit and proof” with a verifier,
the prover first uses the DE-COM to commit to y, π. The verifier then asks the prover to open
some subset of locations in y, π to verify the PCPP, which ensures that y is close in Hamming
distance to some LDC(x) such that (x,w) ∈ L. Later, to get the prover to open to the i’th bit of x,
the verifier uses local decoding of the LDC and asks the prover to open some small corresponding
subset of locations in y, and then applies error-correction to recover x[i]. We prove that the DE-
CPO scheme satisfies extraction-based security: for any prover that successfully commits/proves
to x, we can extract out both x along with a witness w that x ∈ L. Later, all of the prover’s opened
bits must match the extracted x. Under RingLWE, we get offline preprocessing run-time T 1+ε for
any ε > 0, and the online prover/verifier run-time during the commit/prove and open protocols
is just poly log T .

2.4 RAM MPC

The RAM MPC Setting. Finally, we consider general multiparty computation (MPC) in the
random-access machine (RAM) model of computation (RAM-MPC). We imagine a setting where
parties hold some potentially huge inputs xi that they can individually preprocess offline before
the protocol starts and before they even know who the other participants will be. The preprocess-
ing can be reused for many future computations of different programs with different parties. Later,
a set of n parties gets together and wants to securely compute some RAM program f(x1, . . . , xn)
that has worst-case input-independent run-time T . They should be able to do so by running an
MPC protocol where the total run-time (and hence also communication/round complexity) of the
parties should only scale with T quasi-linearly, and in particular, can potentially be sublinear in
the input sizes |xi|. We want the usual notion of simulation-based security (with abort) in the plain
model against a fully malicious adversary that can statically corrupt any number of parties.

Comparison to prior work. We note several prior works (see e.g., [OS97, GKK+12, AHMR15,
KY18]) studied MPC in the RAM model. However, in all these works, the setting is fundamentally
different from ours. In particular, these works allow the parties to process their inputs x1, . . . , xn
collaboratively online by running a joint protocol together. The resulting processing is specific to
this set of parties and runs in (at least) linear time in all their inputs. After this step, the parties
can subsequently run many MPC evaluations of various RAM programs P (x1, . . . , xn) with run-
times T , where the run-time of each corresponding MPC execution is only T ·poly log(|x1, . . . , xn|).
In contrast, our preprocessing is truly offline – it is performed by each party individually before it
even knows who the other parties will be and can be reused for many different computations with
different parties in the future. In particular, our notion of RAM-MPC implies DEPIR as a special
case, while this is not the case for any of the previous notions.
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RAM MPC with a Trusted Processor. To construct our notion of RAM MPC as described above,
we first observe that it suffices to construct a relaxed variant of RAM-MPC in a setting with a
trusted processor. The trusted processor is a trusted helper party that does not have any input, but
can participate in the online phase of the protocol. It is guaranteed to be honest and cannot be
corrupted by the adversary. In particular, other parties can safely send private information about
their inputs to the trusted processor during the online phase. We measure the online complexity of
the RAM MPC with a trusted processor as the total run-time (which upper bounds communication
complexity) of the parties, including the processor, during this protocol. Note that constructing
RAM MPC with a trusted processor does not trivialize the problem – the parties cannot simply
send their inputs to the trusted processor since the inputs are too large!

If we have a RAM MPC with a trusted processor, we can convert it into a standard RAM MPC
without a trusted processor. Firstly, if the trusted processor is itself a random-access machine
that keeps large local state in read/write random-access memory, we can first use oblivious RAM
ORAM [GO96] to securely outsource all such local state to one of the other parties (say party 1)
and convert to a setting where the trusted processor is just a small circuit with small local state.
We can then have the n parties use a standard MPC in the circuit model to securely emulate the
trusted processor in a distributed fashion without relying on any external trusted party.

Semi-Honest Security. To construct RAM MPC with a trusted processor, let us first see how to
do so in the semi-honest setting. Essentially, the trusted processor will execute the RAM program
for the function f and keep any read/write random access work memory locally. Whenever the
program wants to read a bit xi[j] from the input of party i, the trusted processor will use DEPIR
to do so securely without revealing the location j. The parties simply preprocess their inputs xi so
that they can answer the DEPIR queries efficiently.5

Malicious Security. To achieve malicious security, we need to make sure that the parties answer
the DEPIR queries from the trusted processor correctly and consistently with some fixed input xi.
To do so, we rely on our “doubly efficient commit, prove and open” (DE-CPO) protocol, which is
itself constructed from DEPIR. At the beginning of the protocol, each party commits to its DEPIR
preprocessed data structure x̃i and proves that it is indeed a valid DEPIR data structure for some
underlying input xi, where the trusted processor plays the role of the receiver/verifier in the
DE-CPO. Later, to answer each DEPIR query from the trusted processor, the party runs a local
opening protocol with the trusted processor to open the bits of the data structure x̃i that the DEPIR
query accesses and ensure that they are correct. Overall, assuming RingLWE, we get a RAM-MPC
where each party’s preprocessing time is |xi|1+ε for any ε > 0, and each party’s online run time
during the computation of a RAM program P with run-time T is just T · n · poly log(N,T ) where
N = |x1, . . . , xn|.

Applications. We note that many interesting applications follow easily as special cases of RAM-
MPC. For example, we defined doubly efficient commitments (with local openings) without a hid-
ing property. However, RAM-MPC directly implies such commitments with hiding as well. Sim-

5We assume that the identity of the party i whose input is read in each step of the program execution is input-
independent. We can always make this so by incurring at most a factor n (number of parties) overhead, by reading input
bits from the parties in a round-robin fashion. However, the location j being read is input-dependent and therefore
must be kept secret from the parties.
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ilarly, we defined succinct arguments with just soundness but did not require zero-knowledge;
however RAM-MPC directly implies succinct arguments with zero knowledge as well. Lastly,
RAM-MPC gives us a variant of DEPIR with active security; the sender must know some database
DB such that the DEPIR responses are consistent with DB. Furthermore, if the same client makes
multiple queries to the DEPIR, we can ensure that the all the server responds correctly and con-
sistently with the same database DB for all the queries.

2.5 Open Problems

Our work leaves a fascinating open problem. Namely, it is not at all clear whether DEPIR is nec-
essary to construct DE-CRHFs, DE-COM, or DE-CPO.6 Can we construct these primitives under
simpler standard assumptions, perhaps even ones in minicrypt? We do not currently know of any
techniques for doing so.

Our DE-CRHF, DE-COM, and DE-CPO are based on black-box use of DEPIR. However, in
our RAM-MPC, even in the semi-honest setting, it is unclear how to avoid non-black-box use of
DEPIR.

3 Preliminaries

Define N = {0, 1, 2, . . .} to be the set of natural numbers. For any integer n ≥ 1, define [n] =
{1, . . . , n}. For an string x ∈ {0, 1}N , we index the string from 1, and x[i] denotes the bit in
position i ∈ [N ], and x[I] = (x[i] : i ∈ I) denotes the bits in positions I ⊆ [N ]. For two bit
strings x, x′ ∈ {0, 1}N , let ∆(x, x′) = |{i ∈ [N ] : x[i] ̸= x′[i]}| /N denote the relative Hamming
distance between the two strings. By default, all our logarithms are base 2 and log n stands for
log2 n. A function ν : N → N is said to be negligible, denoted ν(n) = negl(n), if for every positive
polynomial p(·) and all sufficiently large n it holds that ν(n) < 1/p(n). We use the abbreviation
PPT for probabilistic polynomial time. For a finite set S, we write a ← S to mean a is sampled
uniformly randomly from S. For a randomized algorithm A, we let a← A(·) denote the process of
running A(·) and assigning the outcome to a; when A is deterministic, we write a := A(·) instead.
We denote the security parameter by λ. For two distributions X,Y parameterized by λ we say that
they are computationally indistinguishable, denoted by X ≈c Y if for every PPT distinguisher D
we have |Pr[D(X) = 1]−Pr[D(Y ) = 1]| = negl(λ). For any NP relation R, we identify R with the
NP verifier for the relation, that is, we equivalently write (x,w) ∈ R and R(x,w) = 1. We write
LR = {x : ∃ w : (x,w) ∈ R} for the language associated with R.

3.1 Probabilistically Checkable Proofs

Definition 3.1 (PCP of knowledge). Let R be an NP relation that can be checked in time T . A probabilis-
tically checkable proof (PCP) of knowledge for R with knowledge error ε is a pair of PPT algorithms
(P, V ) satisfying the following two properties:

• Completeness. For statement witness pair (x,w) ∈ R, the prover P (x,w) outputs a proof string π.
Then, given the statement x and oracle access to the proof string, V π(x) accepts with probability 1.
We require that the queries made by V to the proof string oracle are non-adaptive.

6In contrast, DEPIR is immediately implied by RAM-MPC.
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• Proof of Knowledge. There exists a deterministic extraction algorithm E such that for any state-
ment x and any proof string π∗, if V π∗

(x) accepts with probability at least ε then E(x, π∗) outputs a
witness w such that (x,w) ∈ R.

The query complexity q of a PCP is the number of queries that V makes to the proof string oracle, and the
randomness complexity ρ is the number of random bits used by V .

Consider tuples of the form (M,x, T ) where M is a non-deterministic RAM program, T ∈ N
and x ∈ {0, 1}≤T . We define the NP relation RRAM by

RRAM = {((M,x, T ), w) : M(x,w) accepts in T steps} .

Theorem 3.2 ( [BSCGT13], Theorems 1 and 4). There exists a PCP of knowledge for the relation RRAM

with knowledge error ε = 1/4 and the following properties:

• For any statement (M,x, T ) ∈ RRAM with witness w, P ((M,x, T ), w) runs in time (|M | + T ) ·
poly log T , and hence outputs a proof string of at most that length.

• For any statement (M,x, T ) and any proof string π∗, V π∗
((M,x, T )) runs in time (|M | + |x|) ·

poly log(T ), makes q = poly log T queries to the proof string and uses ρ = O(log T ) random bits.

We note that the theorem statement in [BSCGT13] is stated with randomness complexity ρ =
poly log T , however, standard “randomness amplification” techniques can be used to achieve ρ =
O(log T ).7

Corollary 3.3. Let R be an NP relation that can be checked in time T . There exists a PCP of knowledge for
R with knowledge error ε = 1/4, prover run-time T · poly log T , verifier run-time |x| · poly log T , query
complexity q = poly log T and randomness complexity ρ = O(log T ).

Proof. The corollary follows immediately from Theorem 3.2 using the fact that every NP relation
R has a |x| · log T time reduction to RRAM.

3.2 Probabilistically Checkable Proofs of Proximity

In a probabilistically checkable proof of proximity, the verifier is only given oracle access to the
statement x and makes very few queries to it. As a result, the verifier can only be expected to
determine whether x is sufficiently close to a statement in the language.

Definition 3.4 (PCPP of knowledge). Let R be an NP relation that can be checked in time T . A proba-
bilistically checkable proof of proximity (PCPP) of knowledge with knowledge error ϵ and δ fraction of
statement error correction for R is a pair of PPT algorithms (P, V ) satisfying the following two properties:

• Completeness. For statement witness pair (x,w) ∈ R with |x| = N , the prover P (x,w) outputs a
proof string π. Then, given just the statement size N and oracle access to the statement and the proof
string, V x,π(N) accepts with probability 1. We require that the queries made by V to the proof string
oracle are non-adaptive.

7Personal communication with the authors.
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• Proof of Knowledge. There exists a deterministic polynomial time extraction algorithm E such that
for any statement x∗ and any proof string π∗, if V x∗,π∗

(N) accepts with probability at least ϵ then
E(x∗, π∗) outputs a statement x and a witness w such that x is δ-close to x∗ in relative Hamming
distance ∆(x∗, x) < δ and and R(x,w) = 1.

The query complexity and randomness complexity of a PCPP are defined the same as for a PCP, except
we additionally count queries made to the statement in addition to the queries made to the proof string.

Theorem 3.5 (Adapted from [BSCGT13]). Let RRAM be as in the previous section. There exists a PCPP
of knowledge for the relation RRAM with knowledge error ε = 1/4, correcting a δ = 1/8 fraction of
statement errors and the following properties:

• For any statement-witness pair ((M,x, T ), w) ∈ RRAM, P ((M,x, T ), w) runs in time (|M |+ T ) ·
poly log T , and hence outputs a proof string of length at most that length.

• For any statement x∗ = (M,x, T ) and any proof string π∗, V x∗,π∗
(|x∗|) runs in time |M |·poly log(T ),

makes q = poly log T queries to the proof string and uses ρ = O(log T ) random bits.

While [BSCGT13] only state their theorems for PCPs, their construction implicitly constructs
PCPPs with the above parameters.8

Corollary 3.6. Let R be an NP relation that can be checked in time T . There exists a PCPP of knowledge
for R with knowledge error 1/4, relative distance δ = 1/8, prover run-time T ·poly log T , verifier run-time
poly log T , query complexity q = poly log T and randomness complexity ρ = O(log T ).

3.3 Locally Decodable Codes

Definition 3.7 (LDC). A locally decodable code (LDC) that corrects a δ fraction of errors and has failure
probability ϵ is a pair of algorithms (LDC,Decode) satisfying the following two properties.

• Perfect Correctness. For any message x ∈ {0, 1}N , running y := LDC(x) deterministically out-
puts an encoding of x with |y| = N ′. Then for any i ∈ [N ], running b ← Decodey(i) with oracle
access to the encoded string y outputs b = x[i] with probability 1. We require that Decode makes all
of its queries to the encoded string non-adaptively.

• Local Decoding. Let x ∈ {0, 1}N and y = LDC(x). Let y∗ ∈ {0, 1}N ′ be any string that is δ-close
to y in relative Hamming distance ∆(y, y∗) < δ. Then, for any i ∈ [N ], running b∗ ← Decodey

∗
(i)

with oracle access to y∗ outputs b∗ = x[i] with probability 1− ϵ.

The query complexity q of an LDC is the number of queries that Decode makes to the encoded string. The
codeword length of an LDC is the size N ′ of the encoded string y.

The simplest and earliest known constructions of LDCs are based on Reed-Muller codes. For
our use case, the parameters achieved by these simple constructions are enough.9 In particu-
lar, there exists a Reed-Muller based LDC that corrects an almost 1/4 fraction of errors, and has
constant failure probability, query complexity q = poly logN and codeword length N ′ = N1+ε

(see [Yek12] for details). Then, by repetition of the decoding procedure, we can reduce the failure
probability yielding the following theorem.

8Personal communication with the authors.
9Note that we state our results for binary alphabets, but Reed-Muller codes have alphabet size greater than 2.

However, by simply concatenating a Reed-Muller code with a binary code, we can achieve a binary locally decodable
code with similar parameters. See, e.g., [Yek12] for further details.
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Theorem 3.8. For any ε > 0 and any λ ∈ N, there exists an LDC (LDC,Decode) that corrects a δ = 1/8
fraction of errors and has failure probability negl(λ) with the following properties:

• The run-time of the encoding algorithm and the length of the encoded string are both bounded by
N1+ε · poly logN .

• The run-time of the decoding algorithm and the query complexity are both bounded by poly(λ, logN).

3.4 DEPIR

In this subsection, we define doubly efficient private information retrieval (DEPIR), the main
building block for our results. In the setting of DEPIR, a sender holds a large database DB ∈
{0, 1}N and a receiver holds an index i ∈ [N ]. The goal is for the receiver to learn DB[i] while
hiding i from the sender. The sender performs a one-time offline preprocessing on its database,
and then later can answer queries from the receiver in time sublinear in the database size. We give
the formal definition below.

Definition 3.9 (DEPIR). A doubly efficient private information retrieval scheme (DEPIR) is a tuple algo-
rithms (Prep,Query,Dec) with the following syntax and correctness, security and efficiency properties.

• D̃B := Prep(1λ,DB): Given the security parameter and a database DB ∈ {0, 1}N , it deterministi-
cally outputs a preprocessed database D̃B ∈ {0, 1}Ñ .

• (Q, s) ← Query(1λ, N, i): Given the security parameter λ, database size N and a location i ∈ [N ],
it outputs a query given by a small set of indices Q ⊆ [Ñ ] to locations in D̃B and a query-specific
decryption key s. Without loss of generality, we assume that all queries Q are the same size. For a set
of locations I ⊆ [N ] we also write Query(1λ, I) to indicate running Query(1λ, i) on each i ∈ I and
aggregating the results.

• b := Dec(s, V ): Given the decryption key s and a small set V of values from D̃B, it outputs a bit
b ∈ {0, 1}.

Correctness. Let λ ∈ N and DB ∈ {0, 1}N . Let D̃B := Prep(1λ,DB). Then for any i ∈ [N ], if we
sample a query (Q, s)← Query(1λ, i), then Dec(s, D̃B[Q]) = DB[i] with probability 1.

Security. For any i0, i1 ∈ [N ], the queries Q0 and Q1 output by Query on indices i0 and i1 are computa-
tionally indistinguishable.

Efficiency. The offline run-time of a DEPIR (Prep,Query,Dec) is the run-time of Prep, and the online
run-time is the combined run-times of Query and Dec. Note that the offline run-time also upper bounds the
size of the preprocessed database D̃B and the online run-time upper bounds the total communication. We
say a DEPIR is doubly efficient if the offline run-time is poly(λ,N) and the online run-time is sublinear
in N .

The recent work of [LMW23] shows the existence of DEPIR assuming only the hardness of
RingLWE.
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Theorem 3.10 ( [LMW23]). Under the Ring LWE assumption, for any ε > 0, there is a DEPIR with
offline run-time N1+ε · poly(λ, logN) and online run-time poly(λ, logN).

We remark that the definition we give above is slightly modified from the one that appears
in [LMW23] in that it requires that the DEPIR queries are themselves sets of locations in the
preprocessed database, and the sender can respond to a query simply by looking up those lo-
cations. This implicitly requires that a query can be answered by reading locations from D̃B non-
adaptively. However, the DEPIR construction in [LMW23] satisfies this requirement and thus fits
our definition.

4 Collision-Resistant Hashing

We begin by defining doubly efficient collision-resistant hashing (DE-CRHF). This is a special type
of seeded CRHF hs(x) that can be efficiently computed in sub-linear time given the seed s and a
preprocessed version of the input x.

Definition 4.1 (DE-CRHF). A collision resistant hash function (CRHF) is a tuple of PPT algorithms
(Gen, h) where s ← Gen(1λ) generates a public seed s and hs : {0, 1}n → {0, 1}m is a deterministic
function with some input/output lengths n > m. Security requires that for any PPT adversary A we have:

Pr[hs(x) = hs(x
′) ∧ (x ̸= x′) : s← Gen(1λ), (x, x′)← A(1λ, s)] = negl(λ).

A CRHF is doubly efficient if there exists some deterministic polynomial time RAM algorithms Prep and
g such that, for any s, x and for x̃ := Prep(1λ, x), we have gs(x̃) = hs(x). We refer to the run-time of Prep
as the offline preprocessing run-time and the run-time of g as the online run-time; we require the latter to
be sublinear in n.

Note that, without loss of generality, to specify a DE-CRHF it suffices to specify Prep,Gen, g
and then implicitly define hs(x) = gs(Prep(1

λ, x)).

Construction from DEPIR. We follow the construction of CRHFs from PIR of [IKO05], but adapt
it to the DEPIR setting. Let (Prep,Query,Dec) be a DEPIR scheme. Then for any λ, n we define a
DE-CRHF (Prep,Gen, g) with input length n as follows. For simplicity, we will refer to the hash
seed as Q instead of s throughout the construction. The Prep algorithm is the same in the DE-CRHF
as in the DEPIR. We define Q ← Gen(1λ) as running (Q, s) ← Query(1λ, n, 1) and outputting the
seed Q i.e., a DEPIR query for location 1. We define gQ(x̃) = x̃[Q], where we interpret Q is a set of
locations in x̃. We implicitly define hQ(x) = gQ(x̃) = x̃[Q] where x̃ = Prep(1λ, x).

Theorem 4.2. Given a secure DEPIR the above is a secure DE-CRHF. In particular, under the Ring LWE
assumption, for any ε > 0, there is a DE-CRHF for any input size n with offline preprocessing run-time
n1+εpoly(λ), and online run-time and output size poly(λ, log n).

Proof. Assume that A is a PPT attacker against DE-CRHF security that finds a valid collision with
some probability ε; we show that ε must be negligible. Let us choose an index i∗ ← [n] uniformly at
random. Define δ to be the probability thatA(Q) finds a valid collision x ̸= x′ with hQ(x) = hQ(x

′)
AND x[i∗] ̸= x′[i∗]. Then δ ≥ ε/n. Now let us switch to choosing Q via (Q, s) ← Query(1λ, n, i∗).
By the security of the DEPIR, it must now hold that A(Q) finds a valid collision x ̸= x′ with
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hQ(x) = hQ(x
′) AND x[i∗] ̸= x′[i∗] with probability δ − negl(λ) = ε/n − negl(λ), since otherwise

A would distinguish between a query for index 1 vs i∗. However, by the correctness of DEPIR,
if hQ(x) = hQ(x

′) then x[i∗] = Dec(s, hQ(x)) = Dec(s, hQ(x
′)) = x′[i∗]. This means that ε/n −

negl(λ) = 0 which implies ε = negl(λ) as we wanted to show.

5 Doubly Efficient Commitments

In this section, we define and construct doubly efficient commitments with local openings. In
this setting a sender holds a large input database x and performs some one-time preprocessing
offline. Then using the preprocessed database, the sender can commit to x to a receiver and then
subsequently open arbitrary locations in x all in sublinear time. Our construction roughly follows
the template of the delegation scheme of [CKV10].

Definition 5.1 (DE-COM). A doubly efficient commitment with local openings (DE-COM) is a tuple
(Prep,ΠCom,ΠOpen) where Prep is an algorithm and ΠCom and ΠOpen are interactive protocols between a
sender S and a receiverR. The scheme has the following syntax.

• x̃ := Prep(1λ, x): takes the security parameter λ and input database x ∈ {0, 1}N , and deterministi-
cally outputs a preprocessed database x̃.

• ΠCom = (S(x̃),R(1λ, N)): In the commitment protocol, the sender S(x̃) takes input the preprocessed
database x̃, and the receiver R(1λ, N) takes input the security parameter λ and the length N of the
database x. At the end of this stage, the receiver outputs a private commitment digest c.

• ΠOpen = (S(x̃),R(c, i)): In the opening protocol, the sender S(x̃) takes input the preprocessed
database x̃, and the receiver R(c, i) takes input the commitment digest c, and an index i ∈ [N ] to a
location in x. At the end of this stage, R either accepts or rejects. If R accepts, then it also outputs
a value b which should be equal to x[i]; if R rejects, it outputs b = ⊥. This stage may be executed
multiple times with the same commitment digest c but different opening indices. The receiverR does
not keep state between executions of ΠOpen (i.e., it does not update c).

The algorithm Prep and the protocols ΠCom and ΠOpen satisfy the following completeness, binding and
efficiency properties.

Completeness. Let λ ∈ N, let N ∈ N and let x ∈ {0, 1}N be an input database. Suppose that x̃ :=
Prep(1λ, x), and S andR honestly execute ΠCom withR outputting commitment digest c. We require that,
for any i ∈ [N ], in any later honest execution of ΠOpen withR(c, i) requesting an opening to location i, R
accepts and outputs b = x[i] with probability 1.

Binding. We define the following security game between an adversarial sender S∗ and a challenger play-
ing the role of the receiver.

1. Commitment stage: The adversary S∗ and the challenger interact to execute the protocol ΠCom with
the challenger playing the role of R(1λ, N). The challenger privately stores the commitment digest c
at the end of the protocol.
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2. Learning stage: S∗ can chose to execute arbitrarily many instances of the opening protocol ΠOpen.
In the t’th such instance, S∗ chooses an index it ∈ [N ], then they execute ΠOpen with the challenger
playing the role of R(c, it). Let bt be the receiver’s output. If R rejects (i.e. bt = ⊥), the challenger
aborts the game and the adversary loses; else the challenger sends bt to the adversary.

3. Challenge stage: Finally, S∗ chooses a challenge index i∗ ∈ [N ], then challenger and S∗ execute
ΠOpen twice sequentially with challenger playing the role of R(c, i∗) both times. Let b∗0 and b∗1 be the
outputs of the challenger in these two executions. We say S∗ wins if the challenger accepts in both
runs of the opening protocol (i.e., b∗0 ̸= ⊥ and b∗1 ̸= ⊥) and b∗0 ̸= b∗1.

We require that for every input lenght N = poly(λ) and every PPT adversary S∗, the probability of S∗
winning in the above binding game is negl(λ).

Efficiency. For any DE-COM (Prep,ΠCom,ΠOpen), we say it’s offline time is the run-time of Prep, and
its online time is the combined run-time of ΠCom and ΠOpen. Note that the offline time also bounds the
size |x̃| of the preprocessed database, and the online time also bounds the communication complexity of the
protocol. We say (Prep,ΠCom,ΠOpen) is doubly efficient if it has offline time poly(λ,N) and online time
sublinear in N . Ideally, we want offline time and slightly super-linear in N and online time polylogarithmic
in N .

Construction. Let (DEPIR.Prep,Query,Dec) be a DEPIR as in Definition 3.9. In our construction
the receiver will send queries that are encrypted under two layers of this DEPIR. We construct our
DE-COM as follows.

• Prep(1λ, x): Let x̃ := DEPIR.Prep(1λ, x), and let ≈
x := DEPIR.Prep(1λ, x̃). Let N = |x| and let

Ñ = |x̃|. Output ≈
x.

• ΠCom:

1. The receiver R samples an index j ← [N ] and computes λ queries to location j using
fresh randomness each time: (Jk, sk)← Query(1λ, N, j) for k ∈ [λ].

2. For each k ∈ [λ], R computes a query (Jk, sk) ← Query(1λ, Ñ , Jk) under an additional
layer of DEPIR10 to the locations Jk in x̃ and sends those queries

{
Jk

}
k∈[λ] to S.

3. For each k ∈ [λ], S looks up V k :=
≈
x[Jk] and sends

{
V k

}
k∈[λ] toR.

4. For each k ∈ [λ],R decrypts one layer of the responses by computing V ∗
k := Dec(sk, V k)

to recover what would have been the responses to the inner queries on location j.

5. Finally, R uniformly and independently samples randomness r1, . . . , rλ that it will use
during the opening stage, and outputs c = (Jk, V

∗
k , rk)k∈[λ] as the commitment digest.

• ΠOpen:

1. On input the commitment digest c = (Jk, V
∗
k , rk)k∈[λ] and desired opening location

i ∈ [N ],R sends i to S. Then S sends back b = x[i].

10Recall that, for a set of locations J ⊆ [Ñ ], we write Query(1λ, Ñ , J) to refer to independently sampling DEPIR
queries on each of the locations j ∈ J .
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2. For each k ∈ [λ], R deterministically computes λ queries to location i using the pre-
sampled randomness from the commit stage: (Ik, sk) := Query(1λ, N, i; rk) for k ∈ [λ].

3. For k ∈ [λ], R computes (Jk, sk) ← Query(1λ, Ñ , Jk) and (Ik, sk) ← Query(1λ, Ñ , Ik).11

ThenR sends
{
Jk, Ik

}
k∈[λ] to S shuffled in a random order.

4. For each k ∈ [λ], S looks up V k :=
≈
x[Jk] and W k :=

≈
x[Ik].12 Then S sends

{
V k,W k

}
k∈[λ]

toR.
5. After unshuffling the responses, R decrypts the outer layer of the responses by com-

puting Vk := Dec(sk, V k) and Wk := Dec(sk,W k) for k ∈ [λ].
6. R decrypts the inner layer of the responses for queries to location i to recover values

bk := Dec(sk,Wk) for k ∈ [λ].
7. To verify the opening, R checks that the responses for the queries to location j match

those from the commitment stage by checking Vk = V ∗
k for each k ∈ [λ] without de-

crypting, then R checks that each bk = b. If all the checks pass, R accepts and outputs
the consistent value b = b1 = · · · = bk.

Theorem 5.2. Assume there exists a DEPIR with preprocessing time f(λ,N) and query time g(λ,N).
There is a DE-COM with offline time f(λ, f(λ,N)) and online time g(λ, f(λ,N)) · g(λ,N) · poly(λ).
In particular, under the Ring LWE assumption, for any ε > 0, there is a DE-COM with offline time
N1+ε · poly(λ, logN) and online time poly(λ, logN).

Proof. Completeness of the construction follows almost immediately from the correctness of the
inner and outer layers of DEPIR. By correctness of the outer layer, for each k,R correctly recovers
V ∗
k = Vk = x̃[Jk] and Wk = x̃[Ik] in step 5. Then, by correctness of the inner layer, R correctly

recovers bk = x[i] when it decrypts the inner DEPIR response Wk for each k ∈ [λ]. ThusR accepts
and outputs b = x[i] with probability 1.

The claimed efficiency properties also follow directly from the corresponding properties of the
inner and outer DEPIR layers. The run-time of Prep is dominated by the outer call to DEPIR.Prep

which runs in time f(λ, Ñ). But, in turn, Ñ is given by the server storage of the inner DEPIR
layer, so Ñ = f(λ, Ñ). Thus the total offline time of the construction is f(λ, f(λ,N)). The online
time is dominated by the calls to the inner and outer DEPIR Query and Dec algorithms. Because
the inner DEPIR has communication complexity bounded by g(λ,N), the total number of outer
DEPIR queries is at most g(λ,N) · poly(λ), and each one costs g(λ, Ñ) time. Thus the total online
time of the construction is bounded by g(λ, f(λ,N)) · g(λ,N) · poly(λ). For any ε > 0, we can
instantiate our construction under RingLWE using the DEPIR from Theorem 3.10 with f(λ,N) =
N1+ε′ · poly(λ, logN) and g(λ,N) = poly(λ, logN) where we choose ε′ such that (1 + ε′)2 < 1 + ε.
This yields the stated offline and online time for our construction.

To argue the binding property, let S∗ be a PPT adversary. We begin by defining a sequence of
hybrid experiments as follows:

• H0: This is the security game of the binding property in Definition 5.1 where the challenger
is playing the role of the receiverR as in the above construction.

11Each time R makes a query under the outer layer DEPIR, it does so using fresh randomness. As such, the queries{
Jk

}
that R sends to S in ΠOpen are not the same as those it sends in ΠCom.

12We use the notation V k and W k for greater clarity in distinguishing between the responses corresponding to
queries

{
Jk

}
and

{
Ik

}
respectively. However, S simply iterates through the randomly ordered list of queries it re-

ceives.
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• H1: We change the behavior of the challenger so that it no longer aborts in the learning
stage. Instead, if in an iteration of the learning stage S∗ produces a rejecting opening, the
challenger sends back the value S∗ claimed it would open to in step 1 of ΠOpen.

• H2: We change the winning condition of the experiment. Let
{
V 0
k ,W

0
k

}
k∈[λ] and

{
V 1
k ,W

1
k

}
k∈[λ]

be the inner DEPIR responses recovered by the challenger in step 5 of ΠOpen during the two
openings in the challenge stage. We now say S∗ wins if all of the responses for location j
are the same between the two challenge executions and all of the responses for location i are
different. That is, S∗ wins if for each k ∈ [λ], V 0

k = V 1
k and W 0

k ̸= W 1
k .

• H3: We change the way the challenger makes the outer layer of DEPIR queries during the
commitment and learning stages (but we do not change its behavior in the challenge stage).
Let S denote the size of a query made to one location under the inner DEPIR layer.13 Any
time the challenger would make an outer DEPIR query on a set J ⊆ [Ñ ] during these stages
it instead samples a random U ⊆ [Ñ ] with |U | = S = |J | and makes a query on U instead.

• H4: We change the way the challenger uses the inner DEPIR layer in the challenge stage.
Any time the challenger would compute an inner DEPIR query to the challenge index i∗,
it instead computes a query to the index j from the commitment stage, still using the pre-
sampled randomness as it would in H2.

First notice that the probability that S∗ wins in H1 can only be greater than that in H0. This is
because we have only removed a condition under which it loses, and we have not changed its
view when that condition is not met.

Next observe that the winning condition in H2 is only weaker than the winning condition in
H1. Let

{
V 0
k ,W

0
k

}
k∈[λ] and

{
V 1
k ,W

1
k

}
k∈[λ] be the two sets of inner DEPIR responses recovered

by the challenger in the challenge stage of a winning execution of H1. Fix any k ∈ [λ]. By the
winning condition of H1, V 0

k = V 1
k and W 0

k ,W
1
k decrypt to different values. Because the inner

DEPIR queries Ik are computed using the same randomness in the two executions of ΠOpen, W 0
k

and W 1
k are responses to the same query (under the same key) that decrypt to different values,

which implies W 0
k ̸= W 1

k by correctness of the inner DEPIR. Thus S∗ wins in H2 with equal or
greater probability than in H1.

We show that the probability that S∗ wins in H3 is negligibly close to the probability S∗ wins
in H2 by a hybrid argument relying on the security of the outer DEPIR layer. Let T be an upper
bound on the number of outer DEPIR queries made in executing H2 with S∗. We define a series of
hybrid experiments {H2,ℓ}0≤ℓ≤T where in H2,ℓ the challenger behaves as it would in H2 for all but
the last ℓ outer layer queries; instead, in the last ℓ outer layer queries, the challenger makes queries
on random sets as it would in H3. For each ℓ, we claim H2,ℓ ≈c H2,ℓ+1 by a standard reduction
to the security of the outer DEPIR layer. Because the outer DEPIR queries made in the challenge
stage of the binding game use independent randomness from those made earlier in the game, the
reduction is able to perfectly simulate the challenger without needing the secret keys for any of
the earlier outer DEPIR queries. Therefore H2 ≡ H2,0 ≈c H2,T ≡ H3.

Similarly, we show that the probability that S∗ wins in H4 is negligibly close to the probability
S∗ wins in H3 by a hybrid argument relying on the security of the inner DEPIR layer. Let T be an

13Recall that we assume without loss of generality that all DEPIR queries require the server to read the same number
of locations in the database and are thus of the same size.
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upper bound on the number of inner DEPIR queries the challenger makes in the challenge stage
when executing H3 with S∗. We define a series of hybrid experiments {H3,ℓ}ℓ∈[T ] similar to before
where in H3,ℓ the challenger behaves as in H3 for all but the last ℓ inner DEPIR queries and behaves
as in H4 for the last ℓ queries (in both executions of ΠOpen in the challenge stage). For each ℓ, we
claim H3,ℓ ≈c H3,ℓ+1 by a standard reduction to the security of the inner DEPIR layer, because
the reduction never needs to decrypt an inner DEPIR query in order to simulate the challenger.
Therefore H3 ≡ H3,0 ≈c H3,T ≡ H4.

Finally, in H4 any (even potentially unbounded) adversary S∗ has a negligible chance of win-
ning. The view of the adversary in the commitment and learning stages of H4 is independent of
its view in the challenge stage, and thus it is also independent of the winning condition. In the
challenge stage, the view of the adversary consists of a list of 2λ independent samples from an
identical distribution and randomly shuffled. In order to win, the adversary must “guess” which
λ of the samples originally came from the first half of the list. Therefore the probability that S∗

wins is at most
(
2λ
λ

)−1
= negl(λ).

Together, the above hybrids show that for any PPT adversary S∗, the probability of S∗ win-
ning in the binding security game for this construction is negl(λ). This completes the proof of
Theorem 5.2.

6 Argument Systems

6.1 Doubly Succinct Arguments

Definition 6.1 (DSA). Let R be an NP relation that can be checked in time T . A doubly succinct
argument system (DSA) for R is a tuple (Prep,Π) where Prep is an algorithm and Π is an interactive
protocol between a prover P and a verifier V . The scheme has the following syntax.

• π̃ := Prep(1λ, x, w): takes the security parameter λ and a statement-witness pair (x,w) ∈ R, and
deterministically outputs a preprocessed proof string π̃.

• Π = (P(π̃),V(1λ, x)): Given the preprocessed proof string π̃, P(π̃) tries to convince V(1λ, x) that
x ∈ LR. At the end of the protocol, V either accepts or rejects. Let ⟨P,V⟩ denote the verifier’s output
at the end of the protocol.

The algorithm Prep and the protocol Π satisfy the following properties.

Completeness. Fix any statement-witness pair (x,w) ∈ R, and let λ ∈ N. Let π̃ := Prep(1λ, x, w).
We require that Pr[⟨P(π̃),V(1λ, x)⟩ = 1] = 1.

Soundness. For any x ̸∈ LR and any PPT prover strategy P∗, we require that Pr[⟨P∗(1λ),V(1λ, x)⟩ =
1] = negl(λ).

Efficiency. We say (Prep,Π) is doubly succinct if the offline run-time of Prep is poly(λ, T ), and Π has
online run-time and communication complexity sublinear in T . Ideally we want offline time nearly linear
in T , online time |x| · poly(λ, log T ) and communication complexity poly(λ, log T ).
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Our main focus will be on doubly succinct arguments that satisfy the following stronger notion
of soundness.

Definition 6.2 (DSA of knowledge). A DSA is an argument of knowledge if there is a PPT14 extrac-
tion algorithm Ext such that for any instance x and any PPT prover P∗, if Ext is given x and black box
access to P∗ then it outputs a valid witness for x with good probability:

Pr[w ← ExtP
∗
(1λ, x) ∧R(x,w) = 1] > Pr[⟨P∗(1λ),V(1λ, x)⟩ = 1]− negl(λ).

Construction. To construct our DSA, we simply instantiate Kilian’s protocol [Kil92] with a DE-
COM instead of a Merkle tree. Let R be an NP relation that can be checked in time T . Let
(PPCP, VPCP) be a PCP of knowledge for R with knowledge error 1/4, randomness complexity
ρ = O(log T ) and proof length ℓ. Additionally, let (Prep,ΠCom,ΠOpen) be a DE-COM. Our con-
struction is defined as follows:

• Prep(1λ, x, w): Compute the PCP proof string π = PPCP(x,w) and preprocess it using the
DE-COM to get π̃ := Prep(1λ, π). Output π̃.

• Π = (P,V):

1. P acts as the sender in the DE-COM commit protocol ΠCom to commit to π using the
preprocessed value π̃, and V stores the resulting private commitment digest c.

2. Repeat the following check subprotocol sequentially λ times:

(a) V samples randomness r ← {0, 1}ρ for the PCP verifier and runs VPCP(x; r) until it
queries a set Q ⊆ [ℓ] to the proof oracle.

(b) For each i ∈ Q, V plays the role of the receiver in the DE-COM ΠOpen protocol to
request an opening to location i from P using the commitment digest c. Let bi be
the output of the opening protocol. If any bi = ⊥, V aborts and rejects.

(c) V checks the PCP by continuing to run VPCP(x; r) and answering its queries on the
set Q with the opened values {bi}i∈Q. If VPCP rejects, V aborts and rejects.

3. If V doesn’t reject in any of the executions of the subprotocol, V accepts.

Theorem 6.3. Let R be an NP relation that can be checked in time T . The above construction is a secure
DSA of knowledge for R, assuming the security of the DE-COM scheme. In particular, under the Ring
LWE assumption, for any ε > 0, there is a secure DSA of knowledge for R with offline run-time T 1+ε ·
poly(λ, log T ) and online run-time |x| · poly(λ, log T ).

Proof. Completeness of the construction follows immediately from completeness of both the PCP
and the DE-COM. For efficiency, let ε > 0. We instantiate the construction with the DE-COM from
Theorem 5.2 and the PCP from Corollary 3.3 that has a proof string of length T · poly log T . The
offline run-time is dominated by calling the DE-COM Prep algorithm on the proof string, which
takes time T 1+ε ·poly(λ, log T ). The online protocol makes λ calls to the PCP verifier, each of which
take |x|·poly log T time and executes ΠOpen λ·q times, where q = poly log T is the query complexity
of the PCP. Thus, in total, the online run-time is bounded by |x| · poly(λ, log T ).

14Here we adopt the definition that an argument of knowledge must have an extractor that runs in strict polynomial
time rather than expected polynomial time. See Remark 6.1 for further discussion.
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To argue the proof of knowledge property, let x ∈ {0, 1}N be a statement and let P∗ be a PPT
prover strategy. For any execution of Π between P∗ and V , and for any k ∈ [λ], let stk be the state
of P∗ before the k’th execution of the check subprotocol (step 2 of Π). We say the sequence of states
(st1, . . . , stλ) are the intermediate states of P∗ in the execution. Let EPCP be the polynomial time
knowledge extractor for the PCP. We define the extractor Ext as follows:

• ExtP
∗
(1λ, x):

1. Execute Π with P∗(1λ) by playing the role of V(1λ, x). Let c be the private commitment
digest for the commitment to the proof string, and let (st1, . . . stk) be the intermediate
states of P∗ during the execution.

2. Initialize π∗ = ⊥ℓ.

3. For each k ∈ [λ] do the following:

(a) For every possible choice of PCP verifier randomness r ∈ {0, 1}ρ, rewindP∗ to state
stk, then execute the check subprotocol with P∗ setting the random coins of VPCP to
r. Let Qr be the set of queries made by the PCP verifier and let Br = {(i, bi)}i∈Qr

be
the set of opening responses. If the check subprotocol accepts, update π∗[Qr] = Br.

(b) Use the PCP extractor to attempt to recover a witness wk := EPCP(x, π
∗). Then

check if R(x,wk) = 1; if so, halt and output w = wk.

4. If none of the above iterations produce a correct witness, output ⊥.

First observe that Ext runs in polynomial time because the total randomness of the PCP is
bounded by ρ = O(log T ). During an execution of ExtP

∗
, P∗ uses the DE-COM to commit to a

string and then subsequently produces many openings to locations in that string. Consider the
event that, over all the DE-COM openings in an execution of ExtP

∗
, P∗ successfully opens to two

different values for the same location in the string. We claim this event occurs with negligible
probability. This is because we can transform Ext in a straightforward manner into a reduction
to the binding property of the underlying DE-COM. Therefore the binding property of the DE-
COM implies that every opening P∗ produces to its original commitment is consistent except with
negligible probability. Thus we can condition on the event that no opening inconsistencies occur
for the remainder of the argument and only negligibly affect the probability that Ext succeeds in
extracting.

Let p = Pr[⟨P∗(1λ),V(1λ, x)⟩ = 1] be the probability that P∗ convinces V in a full execution of
Π. Fix an execution of ExtP

∗
after step 1. We will show that conditioned on P∗ convincing V in

step 1, ExtP
∗

will output a valid witness for x with overwhelming probability, and therefore ExtP
∗

succeeds with overall probability at least p− negl(λ).
For each intermediate state stk, let pstk denote the probability that P∗ would convince V in a

single execution of the check subprotocol when its initial state is stk, where the probability is over
the random coins of VPCP and the random coins of ΠOpen. Define the class GOOD of intermediate
state sequences by

GOOD = {(st1, . . . , stλ) : ∃k, pstk > 1/2} .

Observe that because each execution of the checking subprotocol is run sequentially, the prob-
ability that both P∗ convinces V in Π and P∗ has intermediate state that are not in GOOD is at
most 2−λ = negl(λ). So it suffices to show that Ext succeeds in extracting with overwhelming

21



probability conditioned on the event that P∗ convinces V and it has intermediate states that are in
GOOD.

Now since we assume that (st1, . . . , stλ) ∈ GOOD, there exists a k∗ ∈ [λ] such that pstk∗ > 1/2.
Consider the k∗th iteration of step 3 in the execution of ExtP

∗
. In this iteration, Ext executes the

check subprotocol with P∗ rewound to state stk∗ for every choice of PCP verifier randomness r.
For each r ∈ {0, 1}ρ, define the indicator random variable Zr for the event that P∗ convinces V in
the execution of the check subprotocol in iteration k∗ when the PCP verifier randomness is set to
r. Each Zr is an independent random variable over the randomness of the executions of ΠOpen,
and it has expected value E[Zr] equal to the probability that P∗ with state stk∗ convinces V in an
execution of the check subprotocol conditioned on PCP randomness r. Define the random variable
Z =

∑
r∈{0,1}ρ Zr; it has E[Z] =

∑
r∈{0,1}ρ E[Zr] = 2ρ · pstk > 2ρ · (1/2).

Fix the value of π∗ at the end of the k∗th iteration of step 3 in Ext. Because we’ve assumed there
are no inconsistencies in any DE-COM opening, each accepting execution of the check subprotocol
in the k∗th iteration corresponds to a choice of random coins for which VPCP accepts when given
oracle access to π∗, that is,

Pr
r
[V π∗

PCP(x; r) = 1] =
∑

r∈{0,1}ρ
Zr · Pr[r] = 2−ρ · Z.

Applying the Chernoff-Hoeffding bound, we get that Z > E[Z] · (1/2) = 2ρ · (1/4) with probability
1−negl(λ). Thus with overwhelming probability π∗ is a proof string with Pr[V π∗

PCP(x) = 1] > 1/4.15

So, by the proof of knowledge property of the PCP, EPCP(x, π
∗) extracts out a witness w such that

R(x,w) = 1. We conclude that ExtP
∗

succeeds in extracting out a valid witness with overall
probability at least p− negl(λ). This completes the proof of Theorem 6.3.

Remark 6.1 (Constant round DSA). We remark that, assuming the underlying DE-COM is con-
stant round, our DSA construction can be modified to have constant round complexity by sim-
ply executing all of the iterations of the check subprotocol in parallel rather than sequentially.
Performing this modification puts our construction more directly in line with Kilian’s original
4-message protocol, where in our setting the total round complexity is slightly higher to accom-
modate the interactive DE-COM. However, the cost of this modification is that the knowledge
extractor would then need to run expected polynomial time depending on the success probability
of the adversary.

6.2 Doubly Efficient Commit Prove and Locally Open Protocols

Definition 6.4. Let R be an NP relation that can be checked in time T . A doubly efficient commit prove
and locally open protocol (DE-CPO) for R is a tuple (Prep,ΠCom,ΠOpen) where Prep is an algorithm
and ΠCom and ΠOpen are protocols between a sender S and a receiver R. The scheme has the following
syntax:

• x̃ := Prep(1λ, x, w): on input the security parameter λ, a statement database x ∈ {0, 1}N and a
witness w such that R(x,w) = 1, it deterministically outputs a preprocessed database x̃.

15Note that some locations of π∗ may still be equal to ⊥. Without loss of generality, we assume that VPCP rejects if
any of its queries are answered with ⊥.
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• ΠCom = (S(x̃),R(1λ, N)): In the commit and prove protocol, S takes input the preprocessed database
x̃ and R takes input the security parameter λ and database size N . During the protocol S commits
to x and tries to convince R that x ∈ LR. At the end of the protocol R either accepts or rejects. If R
accepts, it outputs a private commitment digest c.

• ΠOpen = (S(x̃),R(c, i)) In the opening protocol, S takes input the preprocessed database x̃ and R
takes input the commitment digest c and an index i ∈ [N ] to a location in x. At the end of the protocol
R either accepts or rejects. IfR accepts it outputs a value b which should be equal to x[i]; ifR rejects,
it outputs b = ⊥. This stage may be executed multiple times with the same commitment digest c but
different opening indices. The receiver does not keep state between executions of ΠOpen (i.e. it does
not update c).

The algorithm Prep and the protocols ΠCom and ΠOpen satisfy the following completeness, extractability
and efficiency properties.

Completeness. Let λ ∈ N and fix a statement-witness pair (x,w) ∈ R. Suppose that (x̃, π̃) :=
Prep(1λ, x, w). We require that if S and R honestly execute ΠCom, then R accepts with probability 1
and outputs a commitment digest c ̸= ⊥. Moreover, for any i ∈ [N ], in any later honest execution of ΠOpen

withR(c, i) requesting an opening to location i,R accepts and outputs b = x[i] with probability 1 as well.

Extractability. There exists a PPT algorithm Ext that extracts out a statement-witness pair (x,w) from
an execution of ΠCom between R and an adversarial sender S∗. More formally, for any PPT adversary S∗
and for any sequence I = (i1, . . . , im) of opening locations, the following real and ideal experiments are
computationally indistinguishable.

• RealS
∗
(1λ, I) :

1. S∗ and R execute ΠCom and R outputs private commitment digest c. If c = ⊥, abort and
output ⊥.

2. For each j ∈ [m], the receiver R(c, ij) executes ΠOpen with S∗ to request an opening to lo-
cation ij obtaining output bj . If bj = ⊥, abort and output the partial list of openings so far
(b1, . . . , bj−1).

3. If all of the above openings accept, output (b1, . . . , bm).

• IdealS
∗

Ext(1
λ, I) :

1. S∗ and R execute ΠCom and R outputs private commitment digest c. If c = ⊥, abort and
output ⊥.

2. Run ExtS
∗
(1λ) letting it rewind S∗ to any state from the prior execution of ΠCom; eventually

ExtS
∗
(1λ) outputs a statement witness pair (x,w). If R(x,w) ̸= 1, abort and output ⊥.

3. For each j ∈ [m], the receiverR(c, ij) executes ΠOpen with S∗ to request an opening to location
ij obtaining output bj . If bj = ⊥, abort and output the extracted values (x[i1], . . . , x[ij−1]).

4. If all of the above openings accept, output (x[i1], . . . , x[im]).
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Efficiency. We say (Prep,Π) is doubly efficient if the offline run-time of Prep is poly(λ, T ), and the
combined online run-time of ΠCom and ΠOpen are sublinear in T and |x|. Ideally we want offline time
nearly linear in T and online time poly(λ, log T ). Note that the offline run-time bounds the size of the
preprocessed data structure x̃ and the online run-time bounds the communication complexity of the online
protocols.

Construction. Let R be an NP relation that can be checked in time T . Let (LDC,Decode) be
an LDC that corrects a δ fraction of errors and has failure probability negl(λ). Define a new NP
relation R′ where the statements are LDC-encodings of statements in R, that is,

R′ = {(y, (x,w)) : y = LDC(x) ∧R(x,w) = 1} .

Let (PPCPP, VPCPP) be a PCPP of knowledge for R′ that has knowledge error 1/4, proof length ℓ,
randomness complexity ρ = O(log T ), and corrects a δ = 1/8 fraction of statement errors matching
the LDC. Additionally, let (Prep,Π) be a DE-COM. Our construction is defined as follows:

• Prep(1λ, x, w): Compute the LDC encoding y = LDC(x) and PCPP proof string π = PPCPP(y, (x,w))
and preprocess each of them using the DE-COM: ỹ := Prep(1λ, y), π̃ := Prep(1λ, π). Output
x̃ = (ỹ, π̃).

• ΠCom = (S,R):

1. The sender S(x̃ = (ỹ, π̃)) uses the DE-COM to sequentially commit to both y and π
using the preprocessed values ỹ and π̃. The receiver R stores the resultant private
commitment digests cy, cπ.

2. Repeat the following check subprotocol sequentially λ times:

(a) R samples randomness r ← {0, 1}ρ for the PCPP verifier then runs VPCPP(N ; r)
until it queries sets Qy and Qπ to the LDC encoded statement y and the proof string
π respectively.

(b) For each i ∈ Qy and each j ∈ Qπ, R uses the DE-COM to request openings to
location i for the commitment cy and location j for the commitment cπ. If the DE-
COM receiver rejects in any of the openings,R aborts and outputs⊥. ThenR stores
the opened values by,i and bπ,j .

(c) R checks the PCPP by continuing to run VPCPP(N ; r) answering its queries to the
sets Qy and Qπ with the opened values {by,i}i∈Qy

and {bπ,j}j∈Qπ
. If VPCPP rejects,

abort and output ⊥.

3. If all of the executions of the subprotocol accept,R accepts and outputs c = cy.

• ΠOpen = (S,R):

1. On input the commitment digest c = cy and desired opening location i ∈ [N ], R runs
the LDC decoder Decode(i) until it queries a set Q to the LDC encoded string oracle.

2. For each i ∈ Q, R uses the DE-COM to request and opening to location i with the
commitment digest cy. Let b′i be the output of that opening. If any bi = ⊥, abort and
output ⊥.
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3. R continues to run b← Decode(i) by answering the queries to the set Q with the opened
values {b′i}i∈Q. Output b.

Theorem 6.5. The above construction is a secure DE-CPO, assuming the security of the DE-COM scheme.
In particular, under the Ring LWE assumption, for any ε > 0, there is a secure DE-CPO with offline run-
time T 1+ε · poly(λ, log T ) and online run-time poly(λ, log T ).

Proof. Completeness of the construction follows immediately from the completeness of the DE-
COM and the PCPP and the correctness of the LDC. For efficiency, let ε > 0 and choose ε′ such
that (1 + ε′)2 < 1 + ε. We instantiate our construction assuming RingLWE with the DE-COM
from Theorem 5.2 that has offline run-time N1+ε′ ·poly(λ, logN), the PCPP from Corollary 3.6 and
the LDC from Theorem 3.8 that has codeword length N ′ = N1+ε′ · poly(λ, logN). Observe that
membership in the relation R′ can be checked in time T ′ = N ′ + T ≤ T 1+ε′ · poly(λ, log T ). The
offline run-time is dominated by computing the DE-COM preprocessing on the encoded statement
y which has length at most T 1+ε′ · poly(λ, log T ). Thus the total offline run-time is bounded by
T 1+ε · poly(λ, log T ). For the online run-time, an execution of ΠCom calls the PCPP verifier λ times
and executes the DE-COM opening ΠOpen a total of λ · qPCPP times where qPCPP = poly log T is the
query complexity of the PCPP. Then an execution of ΠOpen runs the LDC decoder once and the
DE-COM opening protocol qLDC times, where qLDC = poly(λ, logN) is the query complexity of the
LDC. Thus in total, the online run-time is bounded by poly(λ, log T ).

To argue extractability, let S∗ be a PPT adversarial sender and let I = (i1, . . . , im) be a sequence
of opening locations. As before, define the intermediate states of S∗ in an execution of ΠCom to be
the sequence of states st1, . . . , stλ that S∗ is in before each execution of the check subprotocol (step
2). Let EPCPP be the PCPP extractor. Define the extractor Ext as follows.

• ExtS
∗
(1λ): Let Let (st1, . . . , stk) be the intermediate states of S∗ during the execution of ΠCom.

1. Initialize y∗ = ⊥N ′
and π∗ = ⊥ℓ.

2. For each k ∈ [λ] do the following:

(a) For every possible choice of PCPP verifier randomness r ∈ {0, 1}ρ, rewind S∗ to
state stk, then execute the check subprotocol with S∗ setting the random coins of
VPCPP to r. Let Qy,r and Qπ,r be the set of queries made by the PCPP verifier to
the statement and proof string respectively and let By,r and Bπ,r be the sets of
opening responses. If the check subprotocol accepts, update y∗[Qy,r] = By,r and
π∗[Qπ,r] = Bπ,r.

(b) Use the PCPP extractor to attempt to recover a statement-witness pair for R′ from
y∗ and π∗: (yk, w′

k) := EPCPP(y
∗, π∗). Parse w′

k = (xk, wk), and check if R(xk, wk) =
1; if so, halt and output (x,w) = (xk, wk).

3. If none of the above iterations produce a correct witness, output ⊥.

Consider the event that over the course of executing ΠCom and ExtS
∗

in IdealS
∗

Ext(1
λ, I), that S∗

produces two inconsistent DE-COM openings to the same index and on the same commitment
digest. We claim that this event occurs with negligible probability because, otherwise, the reduc-
tion that simply watches an execution of IdealS

∗
Ext(1

λ, I) for inconsistent openings would break the
binding property of the underlying DE-COM. Thus for the remainder of the argument we can
assume that no opening inconsistencies occur and only negligibly alter the output distribution of
IdealS

∗
Ext(1

λ, I).
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First we argue that the ideal and real experiments output⊥with negligibly close probabilities.
To do so, we show that given that S∗ convinces R in the execution of ΠCom, Ext extracts out a
valid statement-witness pair with overwhelming probability. We proceed by an almost identical
argument to the proof of Theorem 6.3.

For each k ∈ [λ], let pstk denote the probability that S∗ would convinceR in a single execution
of the check subprotocol (ΠCom step 2) with initial state stk. We say a sequence of intermediate
states (st1, . . . , stk) ∈ GOOD if there is some k ∈ [λ] for which pstk > 1/2. Note that the probability
that both S∗ convinces R and the intermediate states (st1, . . . , stλ) ̸∈ GOOD is at most 2−λ =
negl(λ). So it suffices to show that Ext succeeds in extracting with overwhelming probability
conditioned on the event that S∗ convincesR and it has intermediate states that are in GOOD. Now
since (st1, . . . , stk) ∈ GOOD, let k∗ ∈ [λ] be such that pstk∗ > 1/2. Consider the k∗th iteration of step
2 in the execution of ExtS

∗
and fix the values of y∗ and π∗ at the end of that iteration. Because S∗

convincesRwith probability pstk∗ > 1/2, when running the check subprotocol on all 2ρ choices of
PCPP randomness, the average number of accepting subprotocol executions is 2ρ ·(1/2). Applying
the Chernoff-Hoeffding bound, the extracted strings y∗ and π∗ satisfy Pr[V y∗,π∗

PCPP (N
′) = 1] > 1/4

with probability at least p − negl(λ). Thus with the same probability, the PCPP extractor outputs
(y, (x,w)) ∈ R′ and hence (x,w) ∈ R by the proof of knowledge property of the PCPP.

Now that we have shown that the real and ideal experiments output ⊥ with close probability,
it suffices to show that their output distributions are close given that neither experiment outputs
⊥. Let c be the commitment digest output by ΠCom and let (x,w) be the statement-witness pair
extracted in the ideal experiment. We argue that, for any i ∈ [N ], in any later accepting execution
of ΠOpen on c for location i, R will output b = x[i] with overwhelming probability. Fix the value
of y∗ at the end of the execution of ExtS

∗
. By the proof of knowledge property of the PCPP, y∗

is δ-close to LDC(x) in relative Hamming distance16: ∆(y∗, LDC(x)) < δ. Since we assumed that
all DE-COM openings are consistent, the DE-COM openings executed during an accepting run
of ΠOpen must necessarily match the non-⊥ values of y∗. Then, by the local decoding property of
the LDC, ΠOpen outputs b = x[i] with probability 1 − negl(λ). Since this is true for any i ∈ [N ], it
holds in particular for each opening location in the sequence I . Thus we conclude that the output
distributions of the real and ideal games are indistinguishable.

7 RAM-MPC

Definition. A RAM MPC for a function f is a protocol Π between n parties P1, . . . , Pn who hold
inputs x1, . . . , xn respectively and wish to compute f(x1, . . . , xn). The protocol satisfies the usual
notions of correctness and security with abort in the plain model against a fully malicious adversary who
can statically corrupt any subset of the parties (see e.g., [Gol04] for a formal definition).17

To define efficiency, we fix some input sizes Ni = |xi| and let N =
∑n

i=1Ni. We consider a
function f that can be computed by a RAM program with input-independent worst-case run-time
T . We think of the RAM program for f as having read-only random access to each of the inputs
xi as well as read/write random access to some additional work memory, which starts out empty.

16Note that here y∗ may have some remaining locations that are equal to ⊥. For the purposes of relative Hamming
distance, we count all of those locations as being ones where y∗ differs from LDC(x).

17Our construction naturally extends to other variants, such as security with fairness in the case of an honest major-
ity. However, we focus on the above default scenario for concreteness and simplicity.
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In addition it has a constant number of registers. Each step of the program does the following:
(i) reads one bit from the work memory to a register, (ii) writes one bit from a register to work
memory, (iii) reads one bit from the input xi of some party Pi to a register, (iv) evaluates some
simple CPU circuit on the current registers. We make the simplifying assumption that the identity
of the party Pi whose input xi is accessed in each step is fixed and input-independent, but the
locations accessed inside xi and inside the work memory are input-dependent. We can take any
program and make it satisfy the above simplifying assumption by accessing the inputs of the
parties in a fixed round-robin manner at the cost of blowing up the run-time by a factor of at most
n, although in some cases this blow up may not be necessary.

We require the protocol Π to consist of two components: Π = (Prep,Πonline). In the offline
phase, each party Pi individually preprocesses its input by running x̃i := Prep(1λ, xi), where
Prep is a deterministic algorithm. In the online phase, the parties run the protocol Πonline to de-
rive f(x1, . . . , xn). The parties are themselves modeled as random-access machines and, during
the online phase, each party has random-access to the preprocessed data-structure x̃i as well as
to any additional local read/write memory. The offline complexity of party Pi in the protocol is
defined to be the run-time of Prep(1λ, xi), which also upper bounds the size of the data-structure
x̃i. The online complexity of party Pi is its total run-time in Πonline. We assume parties have to read
all incoming/outgoing communication during the protocol in its entirety, and therefore the online
complexity is also an upper bound on the communication complexity of party Pi. Ideally, we want
the offline complexity of each party to be close to its input size Ni and the online complexity of
each party to be close to the program run-time T , which may be sublinear in Ni.

7.1 RAM-MPC with a Trusted RAM Processor

As a first step, we consider a simpler notion of RAM-MPC with a Trusted RAM Processor. We modify
the problem by introducing an additional trusted party P ∗ called the RAM processor, who starts
out with no input and cannot be corrupted by adversary. The party P ∗ is modeled as a random-
access machine and can participate in the online protocol execution Πonline by sending/receiving
messages while keeping some internal read/write random-access memory. As with the other
parties, we assume P ∗ must read all sent/received messages in their entirety and therefore its
run-time is also an upper bound on its communication complexity. We require that the run-time
of P ∗ in each round of the protocol, including the number of accesses to the internal read/write
memory, is fixed and input-independent. The complexity measures are the same as before, but
now we wish to minimize the online complexity of all the parties, including P ∗ to be close to T .

Note that the presence of a trusted RAM processor does not trivialize the problem. The parties
cannot simply send their entire inputs to the trusted RAM processor since this would incur online
communication complexity and run-time > N which may be much larger than T .

Construction. We give a construction of RAM MPC with a trusted RAM processor using a DE-
PIR scheme (DEPIR.Prep,Query,Dec) and a DE-CPO scheme (DECPO.Prep,ΠCom,ΠOpen) for the
NP relation R = {(x̃, x) : x̃ = DEPIR.Prep(1λ, x)} where the statement is a correctly produced
DEPIR data structure x̃ and the witness is the underlying database x. The construction is defined
as follows:

Prep(1λ, x): Run x̃ := DEPIR.Prep(1λ, x). Run ≈
x := DECPO.Prep(1λ, x̃, x). Output ≈

x.
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Πonline: Each party Pi starts out holding the data structure ≈
xi. The trusted RAM processor P ∗ starts

out with no input.

• For each i ∈ [n] sequentially: Party Pi uses DE-CPO to commit to x̃i and prove its correctness
to P ∗ by running the protocol ΠCom, where Pi plays the role of the sender using the data
structure ≈

xi and P ∗ plays the role of the receiver. At the end of the protocol, P ∗ holds a
commitment digest ci. If any of these protocol executions abort then P ∗ aborts.

• P ∗ runs the RAM program for f , using its internal state to hold any read/write work mem-
ory needed during the program execution. Whenever the program wants to read some loca-
tion xi[j] in the input of party Pi do the following:

– P ∗ computes (J, s)← Query(1λ, Ni, j).

– For each k ∈ J sequentially, the parties Pi and P ∗ execute an opening protocol ΠOpen

where Pi acts as a sender using the data structure ≈
xi and P ∗ acts as the receiver with

input the commitment digest ci and the index k. If the protocol aborts then P ∗ aborts.
Else P ∗ recovers a candidate value for x̃i[k].

– P ∗ uses the collected candidate values for x̃i[J ] = (x̃i[k])k∈J to recover a candidate for
xi[j] = Dec(s, x̃i[J ]) and continues the program execution.

After T steps, if the execution did not abort, then P ∗ holds the output y = f(x1, . . . , xn) and
sends it to each of the parties Pi.

Theorem 7.1. The above protocol is a secure RAM MPC with a trusted RAM processor, assuming the
security of the DEPIR and DE-CPO schemes. In particular, under the Ring LWE assumption, for any
ε > 0, there is a secure RAM MPC with a trusted RAM processor where the offline run-time of each party
Pi is N1+ε

i poly(λ) and the online run-time of each party Pi as well as that of the RAM processor P ∗ is
bounded by (T + n) · poly(λ, logN).

Proof. The simulator Sim begins by running the adversary A, where A plays the role of the cor-
rupted parties and Sim plays the role of the honest parties, including P ∗. For each execution of the
commit and proof protocol byA on behalf of a corrupted Pi to P ∗, if P ∗ rejects then Sim rejects, else
Sim runs-the DE-CPO extractor on A to extract out (x̃i, xi) ∈ R such that x̃i = DEPIR.Prep(1λ, xi);
if the extraction fails then Sim fails and aborts. The simulator gives xi to the ideal functionality on
behalf of each corrupted Pi and gets back the output y = f(x1, . . . , xn). The simulator simulates
the rest of the protocol execution by simulating each read operation to the input xi of a corrupted
party i as follows. The simulator acts exactly as P ∗ interacting with Pi, but instead of choosing
(J, s) ← Query(1λ, j), the simulator chooses (J, s) ← Query(1λ, 1) with the dummy location 1 in
place of j. If P ∗ aborts in the execution of ΠOpen then Sim aborts on behalf of P ∗. If any of the
candidate values for x̃i[k] do not match the extracted values x̃i[k] then Sim fails. At the end of
these executions, if Sim has not aborted, then it sends y to each corrupted party Pi.

We prove indistinguishability of the real world with adversary A and the ideal world with
simulator Sim via a sequence of hybrids.

Hybrid 0: Real world with A.

Hybrid 1: This hybrid is the same as the real world, but after each successful execution of the
commit and proof protocol by A on behalf of a corrupted Pi to P ∗, we run the extractor
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on A to extract (x̃i, xi) such that x̃i = DEPIR.Prep(1λ, xi); if the extraction fails then the
execution fails. Furthermore, during each execution of the opening protocol ΠOpen on behalf
of a corrupted Pi acting as a sender and P ∗ with the index k acting as a receiver, if the opened
candidate value for x̃i[k] does not match the extracted value x̃i[k] then the execution fails.
Lastly, we replace xi[j] = Dec(s, x̃i[J ]) with xi[j] taken from the extracted xi instead.

Hybrid 2: Ideal world with Sim.

Hybrids 0 and 1 are computationally indistinguishable by the security of the DE-CPO scheme.
In particular, the probability of hybrid 1 failing is negligible. Whenever the hybrid doesn’t fail we
have xi[j] = Dec(s, x̃i[J ]) for the extracted values (x̃i, xi) by the correctness of the DEPIR and the
fact that x̃i = DEPIR.Prep(1λ, xi).

Hybrids 1 and 2 are computationally indistinguishable by the security of the DEPIR. Note
that in hybrid 1, we never run Dec(s, ·) and therefore s is not used anywhere. Hence we can use
DEPIR security to argue that {J : (J, s) ← Query(1λ, j)} is computationally indistinguishable
from {J : (J, s)← Query(1λ, 1)}. This is the only difference between hybrids 1 and 2.

7.2 RAM-MPC with a Trusted Circuit Processor

We show how to replace a trusted RAM processor by a trusted circuit processor. A trusted circuit
processor is an additional party P ∗ who starts out with no input and cannot be corrupted by
adversary. However, now P ∗ is modeled as a circuit with some small internal state. That is,
in each round ℓ, the party P ∗ applies some circuit Cℓ to its internal state and all the received
messages to compute its updated internal state and messages to send to all the other parties. The
online complexity of P ∗ is defined as

∑
ℓ |Cℓ|. We show how to convert RAM-MPC with a trusted

RAM processor into a RAM-MPC with a trusted circuit processor, without much overhead in
the offline/online complexity by using ORAM. At a high level, we use ORAM to outsource the
read/write memory of the trusted RAM processor to one of the other parties; the trusted processor
now only needs to run the code of an ORAM client, which is a small circuit.

Construction. Let (Prep,Πonline) be any RAM-MPC with a trusted RAM processor denoted by
P ∗
RAM. We further assume an ORAM scheme (see [GO96] for a formal definition) with security

against a malicious server and poly(λ, logN) overhead.18 We construct a RAM-MPC (Prep,Π′
online)

with a trusted circuit processor denoted by P ∗
ckt. The offline preprocessing stays the same. The on-

line protocol Π′
online is the same as Πonline with the following modification. The trusted circuit

processor P ∗
ckt runs P ∗

RAM but instead of keeping the read/write memory of P ∗
RAM locally, it out-

sources it to one of the parties, say P1, using ORAM. In particular, P1 acts as the ORAM server
and P ∗

ckt acts as the ORAM client. At the very beginning of the computation, P ∗
ckt initializes an

empty ORAM scheme. Each time P ∗
RAM wants to read/write to local memory, P ∗

ckt runs an ORAM
protocol with P1 to execute the read or write operation.

Theorem 7.2. Given any RAM-MPC with a trusted RAM processor and an ORAM scheme with malicious
security, the above construction yields a RAM-MPC with a trusted circuit processor. In particular, under

18ORAM is usually defined with passive security by default, but malicious security can always be added generically
by authenticating the ORAM data structure via a Merkle-tree. The idea that ORAM can be made maliciously secure
was noted in several prior works, starting with [GO96] who referred to it as “tamper-proof” ORAM.
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the Ring LWE assumption, for any ε > 0, there is a secure RAM MPC with a trusted circuit processor
where the offline run-time of each party Pi is N1+ε

i poly(λ) and the online run-time of each party Pi as well
as that of the trusted circuit processor P ∗ is bounded by (T + n) · poly(λ, logN, log T ).

Proof. The simulator for the protocol with a trusted circuit processor is exactly the same as the
one in the case of a trusted RAM processor, with only the following modification. When P1 is
corrupted the simulator now also simulates dummy ORAM queries to P1 on behalf of P ∗

ckt, by
always reading location 1 in memory. Note that, by assumption, the number of RAM accesses
to local memory that P ∗

RAM makes in each round is fixed and input-independent, and therefore
so is the number of ORAM queries made by P ∗

ckt. Therefore, the simulator can make the correct
number of ORAM queries, without needing to know anything about the inputs. If any of the
ORAM queries abort, then the simulator aborts on behalf of P ∗

ckt.
For efficiency, we note that the total online complexity of P ∗

RAM in Theorem 7.1 is upper
bounded by T ′ = (T + n) · poly(λ, logN). This also upper bounds the size of local read/write
memory used. Therefore, the online complexity of P ∗

ckt is upper bounded by T ′ · poly(λ, log T ′) =
(T +n) ·poly(λ, logN, log T ). The online complexity of P1 is also increased by at most this amount.
The online complexity of all other parties remains the same.

7.3 RAM-MPC (no Trusted Processor)

Finally, we are ready to construct the original notion of RAM-MPC without any trusted parties.
The idea is simple, we take the circuit processor P ∗

ckt and use standard MPC for circuits to imple-
ment it by distributing its computation among the n parties P1, . . . , Pn. Note that P ∗

ckt is a stateful
(i.e., reactive) functionality and hence we need to rely on MPC for reactive functionalities to do so.
Note that, by distributing P ∗

ckt, it means that whenever some party Pi would have sent a message
to P ∗

ckt originally, it now sends secret shares of this message to P1, . . . , Pn instead. This ensures
that no party Pj sees these potentially sensitive messages.

Theorem 7.3. Given any RAM-MPC with a trusted circuit processor and a standard MPC for reactive
functionalities modeled as circuits, the above construction yields a RAM-MPC. In particular, under the
Ring LWE assumption, for any ε > 0, there is a secure RAM-MPC where the offline run-time of each party
Pi is N1+ε

i poly(λ) and the online run-time of each party is bounded by (T + n) · n · poly(λ, logN, log T ).

Proof. Correctness and security follows by sequential composition of MPC, where our transforma-
tion simply takes an MPC protocol in the P ∗

ckt hybrid model and compiles it into an MPC protocol
in the plain model by implementing P ∗

ckt via an inner MPC.
For efficiency, we note that each invocation of P ∗

ckt is now implemented by an n-party MPC
protocol, which introduces n · poly(λ) overhead.

7.4 Applications

RAM MPC implies DEPIR. Note that RAM-MPC implies DEPIR as a special case. We simply
think of the 2-party function f(DB, i) = x[i] where party 1 (sender) holds DB and party 2 (receiver)
holds i.19 However, even for this specific function, RAM-MPC offers a stronger notion of security
against a malicious sender, ensuring that it knows some database DB and that its answers are

19Syntactically, the RAM-MPC has a method for the receiver to preprocess the index i offline, but since it is small,
there is no point to doing so and the receiver can simply do all the computation online.
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consistent with DB. As an example, in basic DEPIR, a malicious sender may be able to cause
the receiver to abort only when the receiver is querying for some specific index, say i = 1, thus
learning something about the index depending on whether the receiver aborts or not. This is
prevented by RAM-MPC.

Zero-Knowledge Succinct Arguments. As another special case, RAM-MPC directly gives dou-
bly succinct arguments with zero-knowledge. Think of the 2-party function f(π, (x, r)) which
interprets π as a PCP proof for the statement x, and r as the randomness of the PCP verifier, and
simply outputs 1 if VPCP(x; r)

π accepts and 0 else. By running a RAM-MPC for this function,
which has a small (polylogarithmic) RAM run time, we get a zero-knowledge succinct argument,
where the verifier does not learn anything beyond the validity of the proof.

Reactive Functionalities, Hiding Commitments. While we only defined RAM-MPC for com-
puting a single function f(x1, . . . , xn), we can also naturally extend our RAM-MPC to reactive
functionalities. Here we think of the parties as having long-term inputs x1, . . . , xn that are prepro-
cessed offline. Then they can execute many different programs with random-access to these long
terms inputs and to any intermediate state kept between program executions. In addition, each
new program execution can take some new short-term inputs (not preprocessed), but it will need
to process these in linear time.

For example, this implies hiding commitments where the 2 parties first execute a RAM-MPC
for commitment function f(x,⊥) = ⊥ that does not reveal anything, but commits the first party
(sender) to x. They then execute functions g(x, i) = x[i] to get the sender to open the i’th bit of x.
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A Public-Coin DE-COM from Multi-Collision Resistance

In this section we give a construction of DE-COM where the commitment protocol ΠCom is three
messages and public-coin: The sender sends an initial message, the receiver sends challenge ran-
domness and the sender sends a commitment string. Moreover, the local opening protocol ΠOpen

is a deterministic two message protocol where the receiver sends just a desired opening location i
and gets back the i’th bit of the committed value along with an “opening proof” of correctness. We
prove the security of this construction assuming the existence of a keyless multi-collision resistant
hash functions [BKP18]. Later, assuming a stronger notion of multi-collision resistance (that was
also noted as being plausible by [BKP18], but not used in that work), we modify our construction
to achieve one commitments with minimal interaction: in ΠCom the sender gets some challenge
randomness (a “seed”) and then sends a commitment string. This matches the interaction pattern
of plain-model commitments based on standard hash functions with local opening (e.g., using
Merkle Trees) that are not doubly efficient.

Multi-Collision Resistance. Intuitively, a hash function is multi-collision resistant if the num-
ber of colliding inputs that hash to the same value that any efficient adversary can find is upper
bounded by some fixed polynomial in the size of its non-uniform advice.

Definition A.1 (Multi-Collision Resistance). Let h =
{
hλ : {0, 1}L(λ) → {0, 1}λ

}
be a family of effi-

ciently computable compressing functions indexed only by the security parameter (i.e. h is keyless). We say
h is multi-collision resistant (MCR) if there exists a polynomial K(λ, ζ) such that, for every PPT TM A
and every sequence of polynomial-size non-uniform advice zλ, we have

Pr

[
hλ(x1) = · · · = hλ(xK)

∀i ̸= j : xi ̸= xj

∣∣∣∣∣ (x1, . . . , xK)← A(1λ, zλ)

]
= negl(λ),
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where K = K(λ, |zλ|).
Obviously, since the function is keyless, a non-uniform attacker can simply hardcode many

collisions as non-uniform advice, so it is necessary for the collision bound K(λ, |zλ|) to grow as a
function of the security parameter as well as the size of the adversary’s advice.20

In [BKP18], Bitansky, Kalai and Paneth showed how to construct Kilian-style succinct argu-
ments using a multi-collision resistant hash. The goal in that work was to use the keyless property
to shave off one round of communication in the protocol, however as noted in their work, it also
directly yields a doubly succinct argument because the prover can compute the hash of the state-
ment in advance during an offline preprocessing phase (since the hash function is keyless and
there is no need for a CRS).

In this section we expand on [BKP18] to show how to rearrange their techniques to use a
multi-collision resistant hash function to directly construct a doubly efficient commitment. This
then yields a slightly different doubly succinct argument than that of [BKP18] as well as a DE-CPO
via the constructions in Section 6.

Throughout the remainder of this section, let h =
{
hλ : {0, 1}αλ → {0, 1}λ

}
be an efficient

function that compresses αλ bits to λ bits, where α(λ) = 1+Ω(1). We often write just h(x) instead
of hλ(x) where the security parameter is clear.

A.1 MCRH Trees and Collision Free Codes.

Whereas constructing binding commitments with local opening is straightforward from standard
collision resistance, using a multi-collision resistant hash presents some challenges. Consider con-
structing a Merkle hash tree HT = HTh,d based on h and with depth d = d(λ). Given an input that
consists of N = αd blocks of λ bits each, we construct a hash tree of depth d and arity α. We recall
the standard algorithms for a hash tree.

• HT.Hash(x): On input x ∈ {0, 1}λαd
parse x = (x1, . . . , xN ) as N = αd blocks each of length

λ. Construct a tree with depth d and arity α as follows. We index the tree by strings σ ∈
[α]≤d and identify [α]d with [N ]. Label each leaf node σ ∈ [α]d with the input block xσ.
Then recursively define labels for the remaining nodes in the tree by, for σ ∈ [α]<d, setting
xσ = h(xσ∥1, . . . , xσ∥α). Output the digest dig = xε, where ε is the index of the root node
together with the tree data structure X = {xσ}σ∈[α]≤d .21

• HT.Open(X, i): On input the data structure X and an index i ∈ [N ], interpret i as a string
in [α]d and output all of the labels along the path from the root node to the node σ together
with all siblings along that path. That is, output opening ρ = (ρ1, . . . , ρd), where for j ∈ [d],
ρj consists of the α-many blocks ρj = (x(i<j)∥1, . . . , x(i<j)∥α) and i<j denotes the first j − 1
characters in i.

• HT.Ver(dig, i, v, ρ): On input the digest dig, index i ∈ [α]d, value v ∈ {0, 1}λ and opening ρ,
parse dig = xε and parse ρ as above, noting that ρ contains the labels xi<j for 1 ≤ j ≤ d.
Check that xi = xi<d+1

= v and that, for each j, h(ρj) = xi<j . Accept if and only if both
checks pass.

20The definition we give here corresponds to “weak multi-collision resistance” in [BKP18, Definition 3.2] which is
necessary as we only consider the case of keyless hashes here.

21While the data structure X can be computed deterministically from x, we highlight that the O(dλN) work of
HT.Hash only needs to be done once, and afterwards HT.Open can run in sublinear time poly(d, λ, logN).
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For the sake of convenience, when dealing with a fixed opening location i ∈ [α]d, and given an
opening ρ, we write digρ := h(ρd) and write vρ for id-th block of ρ1. If ρ is valid, these are the
unique values such that HT.Ver(digρ, i, vρ, ρ) = 1. Also, to describe verification of many openings
to a set of locations I , we abuse notation and write HT.Ver(dig, I, a, ρI) for the logical and of many
verifications, where I ⊆ [αd] is a set of locations, a : I → Σ is an assignment of opening values,
and ρI = {ρi}i∈I is an indexed set of openings.

A rectangle over a set Σ is a product of sets S = S1×· · ·×SN ⊆ ΣN . The side length of S is given
by maxi |Si|. And for U ⊆ [N ] we say an assignment a : U → Σ respects S if for all i ∈ U a(i) ∈ Si.

Lemma A.2 (Adapted from [BKP18, Theorem 4.4]). Assume that h is MCR. Then there exists a polyno-
mial K(λ, ζ) such that for any d = O(logα λ), HT = HTh,d satisfies the following security property. There
exists a PPT algorithm Ext such that for any inverse polynomial ε(λ) = 1/λO(1), any PPT A = (A1,A2)
and sequence of polynomial-size advice zλ,

Pr

HT.Ver(dig, I, a, ρI) = 1

∧ ∃ i ∈ I : a(i) ̸∈ Si

∣∣∣∣∣∣∣
(dig, st)← A1(zλ)

S ← ExtA2(st)(1λ, 11/ε)

(I, a, ρI)← A2(st)

 = ε,

where S = S1 × · · · × SN ⊆ ({0, 1}λ)N is a rectangle of opening values, and N = αd. Moreover in the
above Ext always outputs a rectangle of side length maxi |Si| ≤ K(λ, |z|λ)d.

Proof Sketch: Theorem 4.4 in [BKP18] gives a version of the above statement that holds for a single
fixed location i ∈ [N ]. That is, there exists a PPT algorithm Ext such that for ε′ = 1/λO(1), i ∈ [N ],
PPT B = (B1,B2) and sequence of polynomial-size advice z′λ,

Pr

HT.Ver(dig, i, v, ρ) = 1

∧ v ̸∈ Si

∣∣∣∣∣∣∣
(dig, st)← B1(z′λ)

Si ← Ext
B2(st)

(1λ, 11/ε
′
, i)

(v, ρ)← B2(st)

 ≤ ε′,

And the Si output by Ext always has size at most K(λ, |z′λ|)d. We now show how to extend this
to the result in the theorem. Given A = (A1,A2) as in the theorem statement, and for a fixed i,
define the reduction R

A2(st)
i (dig, st) to be the algorithm that runs (I, a, ρI) ← A2(st) and if i ∈ I

and HT.Ver(dig, i, a(i), ρi) = 1 outputs (a(i), ρi); otherwise it outputs ⊥.
We define the extractor ExtA2(st)(1λ, 11/ε) as follows. For each i ∈ [N ] run

Si ← Ext
R

A2(st)
i (dig,st)

(1λ, 1N/ε, i)

and output the rectangle S = S1 × · · · × SN . By a union bound, the probability that there exists an
i where A is able to open outside of the rectangle is bound by ε

N ·N = ε.

The above lemma shows that for a hash tree based on a MCR hash, no adversary can open
to more than a relatively small number of values locally at each location. We also will use the
following notion of a collision free code which is a variant of a list-recoverable code that allows
converting such local properties into a global ones.

Definition A.3 (Collision Free Codes). A collision-free code is a tuple of efficient algorithms (Encode,
Chal, TestInd, DecInd, Decode, Test) with the following syntax:
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• C := Encode(x) : On input the security parameter λ and x ∈ {0, 1}N , it deterministically outputs
a codeword C ∈ ΣÑ where Σ = {0, 1}λ is the code alphabet.

• R ← Chal(1λ,∆, N): On input the security parameter λ, a side length parameter ∆, and input size
N , it samples randomness R for testing and decoding.

• T := TestInd(R): On input the challenge randomness R, it deterministically outputs a set T ⊆ [Ñ ]
of test locations.

• D := DecInd(R, i): On input the challenge randomness R and an index i ∈ [N ], it deterministically
outputs a set D ⊆ [Ñ ] of decoding locations.

• v := Decode(a, i): On input an assignment a : D → Σ and an index i ∈ [N ], it deterministically
outputs a value v ∈ {0, 1}.

• b := Test(a): On input an assignment a : U → Σ, it deterministically outputs a bit b.

The above algorithms satisfy the following properties:

Correctness of Decoding: For all λ ∈ N, x ∈ {0, 1}N and i ∈ [N ],

Pr

[
Decode(Encode(1λ, x)|D, i) = xi

∣∣∣∣∣ R← Chal(1λ,∆)

D := DecInd(R, i)

]
= 1.

Correctness of Testing: For all λ ∈ N, x ∈ {0, 1}N and U ⊆ Ñ , Test(Encode(1λ, x)|U ) = 1.

Collision Freeness: For any λ ∈ N, ∆(λ) and any rectangle S = S1 × · · · × S
Ñ
⊆ ΣÑ of side length

at most ∆,

Pr



∃ i ∈ [N ] ∃ a, a′ : U → Σ s.t.

a|A, a′|A respect S
T,DecInd(R, i) ⊆ U

a|T = a′|T
Decode(a, i) ̸= Decode(a′, i)

Test(a) = Test(a′) = 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
R← Chal(1λ,∆)

T := TestInd(R)


= negl(λ),

where in the above the randomness is only over sampling the challenge R, and A = {u ∈ U : a(u) ̸= a′(u)}
is the set of locations on which the assignments a and a′ differ.

Theorem A.4 ( [BKP18, Theorem 4.5]). There exists a collision free code with the following efficiency
properties. For a λ ∈ N, input x ∈ {0, 1}N and side length parameter ∆(λ),

• The run time of Encode(1λ, x) and the size of the codeword C are each bounded by N2·poly(λ, logN).

• The algorithms Chal, TestInd, DecInd, Decode and Test all run in time (2 logλ∆)logλ N ·poly(λ, logN).
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Remark A.1. The above definition of the collision freeness property is slightly stronger than what
was stated in [BKP18] in two ways. First, the property there requires that the assignments a, a′

respect S, whereas here we require only that the restrictions a|A, a′|A respect S where A is the set
of locations on which a and a′ differ. Second, in [BKP18], the definition is stated only for “squares”,
that is, rectangles of the form SN ⊆ ΣN . However, we observe that the proof in [BKP18] only uses
the fact that there are relatively few values possible for each of the locations where the assignments
differ, thus their construction immediately satisfies these stronger properties.

A.2 Construction from Multi-collision Resistance

Construction. Let HTh,· be a hash tree built using h. Let C = (Encode, Chal, TestInd, DecInd,
Decode, Test) be the collision free code from Theorem A.4. In the following, both the sender and
receiver know in advance the size N of the input being committed to, and can thus compute
the codeword size Ñ and tree depth d =

⌈
logα Ñ

⌉
= O(logN). Set ∆(λ,N) = λ(d log λ)/2 =

λO(log λ·logN).

• Prep(1λ, x): On input x ∈ {0, 1}N , encode x̃ := Encode(x) to get a code word x̃ ∈ ({0, 1}λ)Ñ .
Let d be the smallest such that αd ≥ Ñ , and let HT = HTh,d. Compute (dig, X̃) := HT.Hash(x̃).
Output (x̃, X̃, dig).

• ΠCom = (S(x̃, X̃, dig),R(1λ, N)):

1. The sender S sends dig toR.

2. The receiverR samples a challenge R← Chal(1λ,∆, N) and sends it to S.

3. Using the challenge, S derives T := TestInd(R) then computes openings ρT := HT.Open(X̃, T )
and sends (T, x̃[T ], ρT ) toR.

4. R outputs the commitment c = (R, dig, x[T ], ρT ).

• ΠOpen = (S(x̃, X̃, dig),R(c, i)):

1. R sends i to S.

2. S derives D := DecInd(R, i) computes openings ρD := HT.Open(X̃,D) and sends
(D, x̃[D], ρD) toR.

3. Let a : T ∪ D → Σ be the assignment implied by the sender’s messages. R checks
HT.Ver(dig, T ∪ D, a, ρT ∪ ρD) = 1, then R checks Test(a) = 1. If either check fails,
output ⊥. If they all pass, output Decode(a, i).

Theorem A.5. Assume h is MCR. Then the above construction is a public-coin DE-COM (see Definition
5.1). There exists a universal polynomial p(·) such that for any N = poly(λ) the scheme has offline time
N2 · p(λ) and online time poly(log(N)) · p(λ).

Proof. Completeness can be easily verified using the corresponding properties of the underlying
building blocks. Combining the efficiency properties of the CFC code with those of hash tree
implies that there exists a polynomial p′(·, ·) such that the scheme has offline time N2 · p′(λ, logN)
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and online time (2 logλ∆)logλN · p′(λ, logN). Let p(λ) = λ · p′(λ, 1). Then for any N = poly(λ),
p(λ) ≥ p′(λ, logN) for all large enough λ. Using ∆ = λ(d log λ)/2 we have

(2 logλ∆)logλ N = (d log λ)logλ N = N logλ(d log λ) = NO(log logN)/ log λ = poly(logN),

where the second to last equality follows from the fact that d = logαN = O(logN), and the last
equality follows from the fact that logN = O(log λ). This yields the desired efficiency.

Next we focus on proving binding. Let K(λ, ζ) be the polynomial collision bound for h. As-
sume there is a non-uniform PPT adversary S∗ = S∗(zλ) against the binding security game that
wins with noticeable probability ε = ε(λ). Since the above protocol is public-coin, we can as-
sume without loss of generality that S∗ doesn’t send any messages in the learning phase of the
game, as S∗ can simulate executions of the opening protocol for itself. Let N = poly(λ), and let
d = ⌈logαN⌉.

Define reductions BL = (B1,B2,L) and BR = (B1,B2,R) as follows.

• BS∗
1 (1λ): Obtain dig from S∗ as the first sender message in the commitment phase of the

security game. Store the resulting state st of S∗. Output (st, dig).

• BS∗
2,L(st): Restore S∗ to state st and execute the rest of the security game, collecting all open-

ings S∗ sends throughout the game:

1. In the commitment phase, sample R ← Chal(1λ,∆, N) and send it to S∗. Obtain
(T, aT , ρT ) in response.

2. In the opening phase, obtain i∗ as well as (D, aD, ρD, a
′
D, ρ

′
D) from S∗.

3. Output all the openings to T and the first set of openings to D: (T ∪ D, aL, ρT ∪ ρD),
where aL is the union of the assignments aT and aD

• BS∗
2,R(st): This is the same as B2,L except it outputs the second set of openings to D: (T ∪

D, aR, ρT ∪ ρ′D)

Note that BL and BR use the same non-uniform advice as S∗. Then let

SL ← ExtB
S∗
2,L(st)(1λ, 14/ε)

SR ← ExtB
S∗
2,R(st)(1λ, 14/ε),

where (dig, st) ← BS∗
(1λ) and Ext is the extractor from Lemma A.2. Let S =

∏
i∈[N ] Si,L ∪ Si,R be

the combination of the two rectangles. Now let BREAKS∗
denote the event that in an independent

execution of the binding security game, S∗ sends a message containing a valid opening to a value
that doesn’t respect the rectangle S. We will analyze the probability that S∗ wins the binding game
conditioning on whether BREAKS∗

occurs or not. We have

ε = Pr[S∗ wins] ≤ Pr
[
S∗ wins

∣∣∣BREAKS∗
]
+ Pr

[
BREAKS∗

]
.

Note that S has side length at most 2Kd, where K(λ, |zλ|) = poly(λ). For all large enough λ,
this side length is less than ∆ = λd log λ. Thus, by collision freeness of the code, the probability that
S∗ wins given that BREAKS∗

doesn’t occur is negligible.
But on the other hand, the probability of BREAKS∗

is at most the sum of the probabilities that
BL and BR don’t respect the rectangle. Thus the MCR property of h together with Lemma A.2
implies that BREAKS∗

occurs with probability at most ε/2 = ε/4 + ε/4 which is a contradiction
because ε < ε/2 + negl(λ) for sufficiently large λ.
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A.3 Minimizing Interaction using Strong Multi-collision Resistance

In this section we show that, assuming a stronger version of multi-collision resistance, we can
modify the above DE-COM construction to obtain one that has minimal interaction: the commit-
ment phase is a two-message protocol where the receiver simply sends some random challenge
and the sender replies with a commitment.22 The property we need is that of strong multi-collision
resistance. Whereas the standard multi-collision resistance defined above states that it is hard to
find K inputs hashing to the same output, here we require that it is hard to find K pairwise col-
liding inputs where each pair can possibly hash to a different value.

Definition A.6 (Strong Multi-Collision Resistance). More formally, we say h = {hλ}λ∈N is strongly
multi-collision resistant if there exists a polynomial K(λ, ζ) such that for every PPT adversary A and
every sequence of polynomial-size non-uniform advice zλ we have

Pr

[
∀i ̸= j : {xi, yi} ≠ {xj , yj}
∧ xi ̸= yi ∧ hλ(xi) = hλ(yi)

∣∣∣∣∣ {{x1, y1}, . . . , {xK , yK}} ← A(1λ, zλ)

]
= negl(λ),

where K = K(λ, |zλ|).

It is easy to see that this is a stronger notion of collision resistance, indeed any strongly MCR
function for collision bound K is immediately MCR in the standard sense for

(
K
2

)
. In fact a (suf-

ficiently compressing) strong multi-collision resistant hash already implies the existence of a (not
multi-) collision resistant hash (see [BKP18, Section 1.3] for a high level description).

Our intermediate goal will be to show an analog of Lemma A.2, but leveraging the stronger
assumption. To that end, consider a set T containing pairs {ρ, σ} of hash tree openings. For fixed h
and depth d, we say T is a set of nonredundant opening collisions to location i ∈ [αd] if each {ρ, σ} ∈ T
satisfies the following.

• Validity: HT.Ver(digρ, i, vρ, ρ) = HT.Ver(digσ, i, vσ, σ) = 1.

• Collision: The opening values vρ ̸= vσ are distinct but the digests digρ = digσ are equal.

• Nonredundancy: At least one of ρ or σ is an opening to a “fresh” value that isn’t opened to
by any other opening in T . That is, {vρ, vσ} ̸⊆ V where V =

⋃
{ρ′,σ′}≠{ρ,σ}{vρ′ , vσ′} is the set

of opening values among all the other collisions in T .

Lemma A.7. Fix d ∈ N and i ∈ [αd], and let T be a set of nonredundant opening collisions to location i.
There exists an efficient algorithm that on input T outputs a set S of distinct pairs {x, y} such that x ̸= y
and h(x) = h(y). The set S has size |S| ≥ ⌊|T |/d⌋.

Proof. We prove the lemma by induction on the depth d of the hash tree. In the base case where
d = 1, T is immediately a set of |T | collisions of h, and the nonredundancy property ensures that
these collisions are all distinct.

Now assume that the statement holds for sets of nonredundant depth-(d−1) opening collisions
and let T be a set of nonredundant opening collisions of depth d. Without loss of generality,

22Indeed this is the minimal possible interaction for DE-COM, otherwise the sender could just hardcode a commit-
ment string together with two colliding openings to it. However, because the commitment protocol is public-coin, one
may alternatively think of our protocol as being non-interactive with a common random string, but importantly we
still require that the server’s preprocessing can be done independently of the CRS.
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assume |T | = dK is some multiple of d by arbitrarily throwing out some of the openings in T .
Recall that a hash tree opening of depth d is of the form ρ = (ρ1, . . . , ρd) ∈ ({0, 1}αλ)d.

Let L1 =
⋃

{ρ,σ}∈T {ρ1, σ1} be the set of all first layer inputs among the openings in T , and let
C1 = {{x, y} : x, y ∈ L1, x ̸= y, h(x) = h(y)} be the set of collisions of h present in the first layer. If
|C1| ≥ K we’re done, so assume not. Our strategy is to remove the first layer from the openings
in T yielding pairs of truncated depth-(d − 1) openings and proceed inductively, however this
truncating may break the properties that all the pairs are collisions and nonredundant.

To rectify this, we simply remove any pairs that would break the desired properties making
choices arbitrarily. We construct a set T̂ of depth-(d − 1) opening collisions according to the fol-
lowing procedure.

1. Initialize T̂ = ∅ and L2 = ∅.

2. Iterate over every {ρ, σ} ∈ T in an arbitrary order.

(a) If ρ2 = σ2, skip and continue to the next iteration.

(b) If {ρ2, σ2} ⊆ L2, skip and continue to the next iteration.

(c) Otherwise, append the pair T̂ := T̂ ∪ {{ρ̂, σ̂}}, where ρ̂, σ̂ are the truncated versions of
ρ, σ (e.g. ρ̂ = (ρ2, . . . , ρd)). Then update L2 := L2 ∪ {ρ2, σ2}.

By construction, T̂ is a set of nonredundant opening collisions to some location î given by the first
d − 1 characters of the string i, and clearly T̂ can be constructed from T efficiently. It remains to
show that T̂ remains sufficiently large. We show that each skipped pair corresponds to a collision
in C1. Fix an ordering of the pairs in T and let {ρ, σ} be a pair that is skipped in the above
procedure. If {ρ, σ} is skipped in step (2a) then we have ρ2 = σ2 which, by validity of the openings,
implies that h(ρ1) = h(σ1), but also ρ1 ̸= σ1, so {ρ1, σ1} ∈ C1. Alternatively, suppose {ρ, σ} is
skipped in step (2b). Using nonredundancy, assume (up to renaming) that ρ is such that vρ is a
distinct from all other opening values in T , then ρ1 is also distinct from all the other openings’
first layer inputs. Since {ρ, σ}was skipped, we have that there is some other {ρ′, σ′} ∈ T such that
ρ2 = ρ′2, and this implies that {ρ1, ρ′1} is a collision in C1.

Thus we have a mapping from the skipped pairs to collisions in C1. Nonredundancy ensures
that this mapping is injective because each collision found this way involves at least one “fresh”
hash input. We conclude that |T̂ | ≥ |T | − |C1| > (d− 1)K, so applying the inductive hypothesis to
T̂ completes the proof.

We also rely on the following fact.

Lemma A.8 ( [BKP18, Fact 2.1]). Let D be a distribution, π be a predicate, f be a function on the support
of D and t ∈ N . Let S0 = ∅, and consider a random process where for every i ∈ [t], we sample xi ← D and
if π(xi) = 1, add f(xi) to the previous set Si := Si−1 ∪ {f(xi)}. Let p be the probability that an additional
independent sample x∗ ← D satisfies the predicate and f(x∗) ̸∈ St. Then p ≤ E[|St|]/t.

Combining the above two lemmas, we get the following lemma analogous to Lemma A.2. The
main difference here is that the strong multi-collision resistance implies that once and adversary
A, zλ is fixed, there are only so many total collisions that it can find. Thus, even without commit-
ting to a hash tree digest, there is a relatively small number of values thatA can demonstrate local
collisions with at each location.
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Lemma A.9. Assume that h is strongly MCR. Then there exists a polynomial K(λ, ζ) such that for any
d = O(logα λ), HT = HTh,d satisfies the following security property. There exists a PPT algorithm Ext
such that for any inverse polynomial ε = 1/λO(1), PPT A and sequence of polynomial-size advice zλ,

Pr

[
HT.Ver(dig, I, a, ρI) = HT.Ver(dig, I, a′, ρ′I) = 1

∧ ∃ i ∈ I : a(i) ̸= a′(i) ∧ {a(i), a′(i)} ̸⊆ Si

∣∣∣∣∣ S ← ExtA(zλ)(1λ, 11/ε)

(dig, I, a, ρI , a
′, ρ′I)← A(zλ)

]
ε,

where N = αd and S = S1 × · · · × SN ⊆ ({0, 1}λ)N is a rectangle of opening values. Moreover in the
above, Ext always outputs a rectangle of side length maxi |Si| < 2dK(λ, |zλ|).

Proof. By a very similar argument to as in Lemma A.2, it suffices to prove a version of the above
statement for a single fixed location i ∈ [N ]. That is, we will show there exists a PPT algorithm Ext
such that for any ε = 1/λO(1), fixed i ∈ [N ], PPT A and sequence of polynomial-size advice zλ,

Pr

[
HT.Ver(dig, i, v, ρ) = HT.Ver(dig, i, v′, ρ′) = 1

∧ v ̸= v′ ∧ {v, v′} ̸⊆ S

∣∣∣∣∣ S ← ExtA(zλ)(1λ, 11/ε, i)

(dig, v, ρ, v′, ρ′)← A(zλ)

]
= ε,

and |Si| ≤ 2dK, where K = K(λ, |zλ|). Define the extractor ExtA(zλ)(1λ, 11/ε, i) as follows.
Initialize a set S = ∅. For 4dK/ε iterations, run A(zλ) to obtain a sample (dig, v, ρ, v′, ρ′); if
HT.Ver(dig, v, ρ) = HT.Ver(dig, i, v′, ρ′) = 1 and v ̸= v′, add v and v′ to S. If ever |S| exceeds
2dK output ⊥, otherwise output S.

First we argue that Ext outputs ⊥ in the above experiment with probability some µ(λ) =
negl(λ). This is because if |S| ≥ 2dK then Ext must have encountered a set of at least dK nonredun-
dant opening collisions among the responses of A. Applying Lemma A.7 gives a straightforward
reduction to the strong MCR security of h.

On the other hand, if Ext does not output ⊥, by Lemma A.8, the probability that an indepen-
dent run of A(zλ, i) outputs a valid opening collision with a new opening value that hadn’t been
observed by Ext is at most ε/2. For large enough λ, µ(λ)+ ε/2 ≤ ε which completes the proof.

Finally we are ready to construct our DE-COM assuming strong MCR.

Construction. The construction is the same as in the previous section where we set ∆(λ,N) =
λ(log λ)/2 and further make the modification that in ΠCom, we remove the first round and have the
sender send dig at the same time it sends the openings to T . Written explicitly:

• ΠCom = (S(x̃, dig),R(1λ, L)):

1. The receiverR samples a challenge R← Chal(1λ,∆, N) and sends it to S.

2. Using the challenge, S derives T := TestInd(R) then computes openings ρT := HT.Open(X̃, T )
and sends dig and (T, x̃[T ], ρT ) toR.

3. R outputs the commitment c = (R, dig, x[T ], ρT ).

Theorem A.10. Assume h is strongly MCR. Then the above construction is a public-coin DE-COM (see
Definition 5.1) where ΠCom and ΠOpen are both two message protocols. There exists a universal polynomial
p(·) such that the scheme has offline time N2 · p(λ) and online time poly(logN) · p(λ).
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Proof. Completeness can be verified in a straightforward manner. Combining the efficiency prop-
erties of the CFC code with those of hash tree imply that there exists a polynomial p′(·, ·) such
that the scheme has offline time N2 · p′(λ, logN) and online time (2 logλ∆)logλN · p′(λ, logN). Let
p(λ) = λ · p′(λ, 1). Then for any N = poly(λ), p(λ) ≥ p′(λ, logN) for all large enough λ. Using
∆ = λ(log λ)/2 we have online time N log log λ/ log λ · p(λ) = poly(logN) · p(λ) as desired.

We focus on proving the binding property. Let K(λ, ζ) be the polynomial collision bound for
h. Assume S∗ = S∗(zλ) is a non-uniform PPT adversary against the binding security game, that
wins with noticeable probability ε = ε(λ). Since the above protocol is public-coin, we assume
without loss of generality that S∗ doesn’t send any messages in the learning phase of the game, as
S∗ can simulate executions of the opening protocol for itself. Let N = poly(λ) be an input size, we
have d = logαN = O(log λ).

We proceed by a similar argument as in Theorem A.5. Define a reduction B that, given oracle
access to S∗ emulates the binding security game with S∗. Let dig be the digest sent by S∗ in the
commitment phase, and let (D, a, ρD, a

′, ρD) be the final message sent by S∗ in the opening phase.
Set A ⊆ D to be the set of locations i ∈ A for which a(i) ̸= a′(i) and both ρi and ρ′i are valid
openings. The reduction BS∗(zλ) outputs (dig, a|A, {ρi}i∈A, a′|A, {ρ′i}i∈A).

Let Ext be the extractor from Lemma A.9, and let S ← ExtB
S∗
(1λ, 12/ε). Over the probability

space of running Ext and running an independent execution of the binding security game, define
BREAKS∗

to be the event that S∗ ever sends two colliding valid openings to values that don’t
respect S. As before we have

ε = Pr[S∗ wins] ≤ Pr
[
S∗ wins

∣∣∣BREAKS∗
]
+ Pr

[
BREAKS∗

]
.

The rectangle S has side length 2dK(λ, |zλ|) = poly(λ), which is less than ∆ for sufficiently
large λ. Then collision freeness of the code implies that the probability S∗ wins given that BREAKS∗

doesn’t occur is negligible. Then by the strong MCR property of h and Lemma A.9, BREAKS∗

occurs with probability at most ε/2. But this is a contradiction because ε < ε/2 + negl(λ) for
sufficiently large λ.
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