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Abstract. Anamorphic encryption (AE), introduced by Persiano, Phan
and Yung at Eurocrypt ‘22, allows to establish secure communication in
scenarios where users might be forced to hand over their decryption
keys to some hostile authority. Over the last few years, several works
have improved our understanding of the primitive by proposing novel
realizations, new security notions and studying inherent limitations.
This work makes progress, mainly, on this last line of research. We show
concrete realizations of public key encryption schemes that, provably,
cannot be turned anamorphic. These were called Anamorphic Resistant
Encryption (ARE, fort short) in a recent work of Dodis and Goldin.
We also show that, under certain conditions, anamorphic encryption is
equivalent to algorithm substitution attacks. This allows to positively
reinterpret our AREs as PKE schemes provably resistant to subversion
attacks. To the best of our knowledge, these seem to be the first IND-
CPA secure schemes achieving subversion resistance without trust as-
sumptions or non-black-box decomposition techniques.

Our two AREs heavily rely, among other things, on a direct usage of
extremely lossy functions: here the lossyness property is used in the con-
structions, rather than just in the proofs. The first construction is in
the public parameters model and also requires iO. The second construc-
tion eliminates the need of both public parameters and iO, but is in the
random oracle and relies on the novel concept of robust extremely lossy
functions with group structure, a primitive that we define and (show how
to) realize in this paper.
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1 Introduction

The concept of (receiver) Anamorphic Encryption [PPY22| (AE, for short) allows
to establish private communication in hostile settings where the secret decryp-
tion keys of users are compromised. Such a scenario may arise, for instance, in
dictatorships where users may be subject to strong control measures and asked
to surrender their secret keys.

Informally, AE achieves this seemingly impossible goal by offering two differ-
ent deployment modes: regular or anamorphic. In regular mode, the encryption
scheme operates as a conventional public key one. In anamorphic mode, however,
a public key (apk) is generated along with two secret keys: a regular-looking one
(ask) and a covert one called the "double key" (dk). Bob privately shares dk with
Alice while using apk as his public key. If an adversary compels him to disclose
his secret key, Bob only reveals ask.

An important feature of AE is that the key pair (apk,ask) is designed to
be compatible with the regular encryption scheme. At the same time, Alice can
use dk as a symmetric key to embed an additional message into the ciphertext,
which remains hidden even if ask is known. Thus, in anamorphic mode, the
scheme allows for the encryption of two messages: a regular message m, meant
to be observed by an adversary with ask, and a covert one m, obtainable only
with dk. The primary security requirement is that anamorphic ciphertexts should
be indistinguishable from regular ones.

As Persiano et al. observed in [PPY22], creating new encryption schemes with
anamorphic capabilities may be a futile exercise: a sufficiently powerful adversary
could just ban those schemes hindering surveillance. Therefore, the real challenge
consists in proving existing (possibly practically adopted) schemes to actually
be anamorphic. Over the last few years, several papers addressed this challenge
(e.g.|PPY22, KPPT23, BGH" 24, WCHY 23|, CGM24al|) very often by leveraging
specific properties of the underlying PKE. A notable exception, in this sense,
is the rejection-sampling based scheme in [PPY22|. This construction is indeed
agnostic to underlying PKE, which is treated as a black—boaﬁ and, as such, it
could be applied to any PKE enforced by a surveilling authority, thus removing
the issue above.

Although desirable for their flexibility, black-box constructions were shown
to be affected by several limitations in a recent line of works. In [CGM24c]
Catalano et al. proved that black-box AE can only hide up to O(log A) anamor-
phic bits per ciphertext, bound matched by the rejection-sampling scheme. In
|[CGM24b| a contrived (yet secure) PKE is presented, for which the rejection
sampling methodology surprisingly yields an insecure AFE instantiation. Even
worse, |[CGM24b| proved that stateless black-box AE is actually impossibleﬂ
even when only weaker correctness notions are required.

4 More formally, an AE scheme is black-box [CGM24c| if it accesses the underlying
PKE solely through oracle calls.
® Stateful black-box constructions on the other hand do exists, as shown in [BGH™24].



The above results however apply only to black-box constructions. In par-
ticular the following two statements do not directly contradict state of the art
results for AE:

1. Every semantically secure PKE can support a stateless secure AE scheme.

2. There exists a concrete PKE (i.e. efficient, correct and semantically secure)
such that no stateless anamorphic triplet is secure with respect to it.

A natural question is, therefore, to settle this state of things in one direction
or the other. The goal of this work is to address exactly this question.

1.1 Owur contributions

In this paper, we close the above gap showing the existence of PKE schemes
for which no secure anamorphic encryption exists. Following Dodis and Goldin
IDG25|, we call such a scheme Anamorphic Resistant Encryption (ARE). More
in details, our main findings can be summarized as follows:

1. We give two concrete compilers transforming essentially any PKE with large

message space into an ARE.
— The first one is in the public parameters model, where all keys are gener-

ated with respect to parameters chosen by the authority. The construc-
tion relies on extremely lossy functions [Zhal6] and iO [BGIT01].

— Our second, much more efficient, construction does not need public pa-
rameters (nor iO) but is in the random oracle model and requires more

structure from the underlying family of extremely lossy functions.
These constructions are bad news, as they show AREs are concretely realiz-

able and, at least in principle, implementable.

2. We establish a strong connection between anamorphic encryption and so-
called algorithm substitution attacks (ASA) |[BPR14]. We show that ASA
on PKE are actually equivalent to AE with emtensionﬂ a refinement of the
original definition of AE recently proposed by Banfi et al. in [BGHT24].
The good news here is that, combined with our AREs, this immediately
yields the, seemingly first, concrete examples of schemes both provably resis-
tant to subversion attacks and IND-CPA secure without extra assumptions.
To the best of our knowledge, previous constructions were all required to
be either deterministic or to rely on the presence of, active, trusted third
parties [MS15, [DMS16] or to resort to non-black-box techniques (such as
decomposition-and-amalgamation |RTYZ17]).

The results above actually generalize to PKEs satisfying any property preserved
by our compilers. This notably includes IND-CCA security, and homomorphism.

As per the ugly part, like it often occurs in the study of counterexamples,
our AREs compilers inevitably add artificial complications to the basic encryp-
tion/decryption mechanisms. These make our schemes somewhat unnatural from
a practical perspective. Coming up with concrete, yet natural, ARE designs is
an interesting direction we leave for future work.

5 In fact, a slightly restricted class of the latter, see Remark



1.2 Technical Overview

Here we provide an informal overview of our main results. In what follows, to
better deliver the ideas underlying our constructions, we’ll often (deliberately)
neglect technical details that may render the presentation harder to follow.

Constructing AREs. Our starting point is the impossibility for (stateless)
black-box AE from |[CGM24b|, which we briefly recall here. Their general ap-
proach for ruling out black-box AE is to first describe an ideal (and thus ineffi-
cient) PKE and then show that no efficient AE tuple accessing the PKE through
oracle calls can be secure. To prove the latter point, the ideal PKE is modeled
to support weak messages. Those are special plaintexts informally satisfying the
following three properties:

1. There exists only polynomially many valid ciphertexts encrypting a weak
message.

2. Weak messages can be sampled indistinguishably from uniform ones, even
against an adversary who maliciously generated pk and sk.

3. Weak messages are hard to find given only the public key pk.

To clarify, the first and second requirement seems to contradict each other. The
catch here is that property [2] only needs to hold when the number of associated
ciphertexts is allowed to depend on (and be much larger than) the distinguisher’s
running time. As we elaborate below this aspect plays a crucial role in our
constructions.

To illustrate how weak messages are used, let ¥ = (AT.Gen, AT.Enc, AT.Dec)
be an anamorphic triplet turning any PKE into an AE (and in particular the
ideal PKE above). To prove their scheme cannot be made anamorphic, Catalano
et al. [CGM24b| show how to distinguish regular from anamorphic ciphertexts as
follows. Knowing a weak message m™*, one queries the encryption oracle several
times for (m*,0) and (m*,1) (here 0 and 1 are the covert messages). When
encrypted in regular mode, queries for different anamorphic messages may collide
with significant probability as m™*, being weak, has few associated ciphertexts.
In anamorphic mode, however, the probability of such collision is close to zero.
This is due to correctness, dictating that, unless with negligible probability, the
same ciphertext cannot be a valid encoding of both 0 and 1.

The above strategy works well in the setting of [CGM24b| as their PKE is
only accessed through oracle calls — allowing them to easily model seemingly
magical trapdoor mechanisms to sample weak messages. Trying to extend this
technique to the case of concrete AREs, a trilemma arises. Indeed, we need to
design a PKE where weak messages can be sampled given public and secret key
and cannot be distinguished given the same keys. Moreover, all of this should
be achieved while preserving semantic security.

A Strawman Example. The key ingredient to remove the wizardry behind strong
ideal models will be relying on the magic of ELFs |Zhal6]. Informally, extremely



lossy functions (ELF) are functions that can either be injective or extremely
lossy, i.e. with polynomially small image size, and the two modes are hard to
distinguish by properly time-bounded adversaries. To build intuition towards
our actual construction, we start showcasing a simple way to use ELFs.

Given any PKE whose message space is the set of all ELFs, we could modify
E.Enc by letting the ELF bias the encryption random coins. Precisely we set
E*.Enc(pk, f;r) = E.Enc(pk, f; f(r)). Lossy functions act now as weak messages.
Indeed they are hard to distinguish from injective ones and reduce the number
of reachable ciphertexts to a polynomially small set.

This simple construction however is not semantically secure. Indeed weak
messages (ELFs) are publicly sampleable, and an attacker can use them against
the IND-CPA security game. Explicitly one can generate fo, f1 with fy extremely
lossy and f; injective, pre-compute all possible encryptions of f; and query
(fo, f1)- A table lookup is then enough to understand which one was encrypted.
Avoiding such attacks is then our main technical challenge.

First Construction. In the public parameters model we prevent such attack by
making available (the obfuscation of) a circuit C' which, on input m, produces
C(m) = (h, f) used to bias the random coins in the encryption of m. For most
messages m, [ will be injective and h is a universal llas}ﬂ For some trapdoor
messages m”* however, f is sampled in lossy mode by C. To guarantee that weak
messages are not leaked by C, we actually hard-code z = F(m*) (F injective
one way function) for all polynomially many weak messages m*. This essentially
eliminates the previous attack, as weak messages can only be retrieved from the
public parameter’s backdoor.

Second Construction. Our second construction is in the random oracle model,
but dispenses the need of (both!) public parameters and i0. Our strategy is to
augment the initial strawman example as follows. Given a function f, the random
oracle is used to generate a new injective function g. We then combine f,g into
a new function ¢ that is almost always injective when f, g are independent, but
may be lossy if f heavily depends on g. Let us clarify this better.

First let us specify how our combiner works. To start, it is built by replacing
standard ELFs with what we call Robust ELF with group structure (RELF, for
short). RELFs extends ELFs with the following two extra properties:

— First, function sampling is divided in a setup phase producing parameters ep
and a generation step that, given ep, produces a function f in the set Fep(M).
Robustness here means that security holds even for maliciously chosen ep.

— Second, the set of valid functions Fe, (M) is assumed to have a group struc-
ture and generating a new (injective) instance is equivalent to sampling a
random element in the group.

" We technically need h to extract good randomness from f (r), which is only guaran-
teed to have high min-entropy for a random r and injective f.



In Appendix we show the original construction given in [Zhal6| to be, up
to minor modifications, already a RELF. With such a structure, our combiner
simply sets ¢ = f+g. Indeed when g is uniformly random and independent from
f,sois ¢.

Next, we need to specify how is g sampled. If we were to generate g directly
from H(f) we would achieve semantic security, as the combination f+g is almost
always injective, but lose the power to inject lossy functions. To address this issue
we add a chameleon hash h [KROO| to the recipe. Specifically, we now assume
the PKE’s messages to be of the form (f,s), with s being the chameleon hash
random string, and generate g with random coins H(h(f; s)).

In order to inject an extremely lossy function f, any adversary holding the
chameleon hash trapdoor, proceeds as follows: Initially, it computes g from
H(h(f*;s*)) for a random message f*,s*. Next, it uses the chameleon hash
trapdoor to find a collision h(f*;s*) = h(f — g;s). The weak message is now
(f — g,s) since the resulting function ¢ used to bias the encryption’s random
coin is ¢ = (f — g) + g = f, that is extremely lossy.

Connection with ASA. Algorithm Substitution Attacks (ASA) aim at re-
placing honest implementations of cryptographic schemes with subverted ones,
so to be able to extract secret information when executing the latter. A formal
treatment of ASA was first proposed by Bellare et al. in [BPR14]. Informally, a
successful ASA should satisfy recoverability (i.e. it should be possible to recover
subliminal messages from the ciphertext) and undetectability (i.e. users should
not be able to tell apart the honest from the subverted implementation).

In this paper, we establish a strong connection between ASA on PKE and
Anamorphic Encryption with extensions [BGHT24|. The latter is a refinement of
the original notion by which the double key dk is allowed to be independent from
the anamorphic key pair (apk,ask). This makes the basic notion more versatile
in applications: one might decide, for instance, to add a double key to a scheme
already in usage, or to add several double keys to the same key pair.

In this context, our main technical contribution is to show that any ASA on
PKE satisfying undetectability and recoverability is an AE with extensions and
viceversa. The proof is very simple and builds on the intuition that the covert
message space of the ASA on PKE can be reinterpreted as the anamorphic
message space of the AE (and viceversa, in the other direction of the proof).

We believe this connection to be interesting for at least two reasons. First,
it allows to "import" the large body of results known in the context of ASA in
the much less explored world of AE. Also, it allows to positively reinterpret our
impossibility results in terms of ASA.

Indeed, since (1) AE with extensions and ASA on PKE are equivalent and (2)
AFE with extensions implies standard AEEL our Anamorphic Resistant Encryp-
tion constructions can be reinterpreted as ASA resistant encryption schemes.
While ours are by no means the first examples of such schemes, previously

8 This trivially follows from the fact that any AE with extensions can always be
reinterpret as a regular AE.



known constructions were either doomed to be deterministic or needed to rely
on trusted third parties (e.g. [MS15, DMS16|) or used non-black-box techniques
(e.g. decomposition-and-amalgamation |RTYZ17]). To the best of our knowl-
edge, ours seem to be the first candidates achieving IND-CPA security without
trust assumptions or non-black-box techniques. Also, since our compilers pre-
serve, among other things, IND-CCA security we also achieve subversion resis-
tant IND-CCA security without extra assumptions.

A note on our models. As discussed before, our Anamorphic Resistant En-
cryption candidates are constructed in two different models, namely the public
parameters model and the random oracle model with plain PKE. While in the
Anamorphic Encryption context the former model is justified by the presence of
a dictator that wants to prevent AE schemes to be deployed, in the ASA setting
the relevance of the public parameters model is less clear. Dictators may be able
to choose the encryption scheme to adopt in their country and users might be
well aware that the adopted scheme is Anamorphic Resistant (dictators don’t
always need to to justify their choices after all). The authority in the ASA sce-
nario, instead, cannot decide which PKEs can be used and which not, indeed the
users are able to use any PKE they want. Nevertheless, the authority subverts
users’ algorithms but does not want to get caught doing this.

In fact, the roles in AE and ASA on PKE are switched. The adversary in
the context of AE is a dictator that wants to stop unwanted communications.
In ASA on PKE, the "adversary" is a user that wants to know whether she is
using a subverted implementation of a PKE or not. For this reason, in the ASA
on PKE setting, the public parameters and the trapdoor keys are generated by
users independentlyﬂ and can be used to detect potential subversions.

This makes the two models kind of incomparable in our setting. In the AE
context the public parameters model might be preferable, whereas the plain
model seems more suited for the ASA context.

Connection with steganography. In light of existing results (e.g. |[BL17]),
it might seem that our connection between AE and ASA on PKE could lead
to a similar connection between AE and stegosystems. Informally, stegosystems
[Sim83], [Cac98, [HLv02l [vHO4| allow two parties to exchange a hidden message
(the hiddentext) over a public channel in a way such that eavesdroppers cannot
tell if a message has actually been sent or not. More precisely, parties sharing
some information, can use a stegoencoder: an algorithm that samples documents
from a given channel and embeds the hiddentext into the documents. Once the
receiver gets the output of the stegoencoder (the stegotert), she can retrieve the
hiddentext using a stegodecoder.

In [vHO4] von Ahn et al. showed that all possible channels admit a (Public
Key) Stegosystem. Clearly, if our results were implying the equivalence of AE

9 The public parameters and the trapdoor key can be seen as part of the public key
and secret key respectively.



and stegosystems this would be (very!) problematic, as our findings also show
that AFE is impossible in general.

What prevents this from happening, is that, in the Stegosystem from [vHO04|,
the stegoencoder is allowed to output many documents as stegotext. In our
equivalence proof, on the other hand, we allow the AE (and the ASA on PKE)
to produce one single ciphertext. Its extra flexibility allows the stegoencoder to
increase the amount of available min-entropy of the channel and to gain more
freedom when embedding the hiddentext in the stegotext.

In this respect, it is interesting to note that, in principle, our impossibility of
AFE could be bypassed if the underlying encryption mechanism were allowed to
encrypt £ = w(1) regular messages. This would produce ¢ corresponding cipher-
texts, that, as in the case of stegosystems, would increase the overall min-entropy
of the systenﬂ

Comparison with Dodis and Goldin’s work. As discussed above, [CGM24c|
proves that black-box AE cannot hide more than O(log A) bits per ciphertext.
A first formalization of encryption schemes with such limited anamorphic capa-
bilities was given by Dodis and Goldin in [DG25|. They were the first to call
these schemes Anamorphic Resistant Encryption and also to come up with a
concrete realization of ARE. The construction in [DG25| requires both the ran-
dom oracle and the public parameters model, and, similarly to the the ideal
construction from [CGM24c|, it allows to transmit at most O(log A) anamorphic
bits per ciphertext.

Our constructions, on the other hand, are in (seemingly) weaker models, by
dispensing either the random oracle or public parameters, while also achieving
stronger anamorphic resistance. Specifically, our schemes do not allow trans-
mitting even a single anamorphic bit, matching the (tighter) negative result in
|[CGM24b).

1.3 Other Related works

The notion of Anamorphic Encryption shares similarities with several other no-
tions studied in the past, we refer to [PPY22| for an overview of these notions
and in-depth comparisons. In [KPP ™23, CGM24a| the notion of receiver AE has
been refined by introducing privacy requirements (for regular and covert mes-
sages) to hold even when knowing dk. In [BGH'24] the notion of robust AE
has been introduced. This notion was later adapted to the case of sender AE
in [WCHY?23|. In addition to what we said earlier, [DG25| introduce a notion
called unforgeability which strengthen robustness.

10 The practical relevance of such a construction is unclear, though. In the dictatorship
scenarios envisioned to motivate Anamorphic Encryption [PPY22| sending more
ciphertexts than needed might look suspicious. It also is unclear why users not
interested in covert communications might want to use such a bandwidth inefficient
communication system in the first place.



The possibility of subversion to enable backdoors in cryptosystems was in-
troduced and explored by Young and Yung under the term Kleptography in
[YY96, [YY97a, YY97b, [YYO0L, [ YYO06|. Algorithm-substitution attacks were for-
malized as a special case of Kleptography by Bellare et al. in [BPR14| and later
extended in [BJK15|. In this latter work, the authors proposed a stronger secu-
rity notion and a new attack breaking all randomized encryption schemes with
high min-entropy. This model was further revisited in [DFP15|.

Berndt et al. in [BL17] showed that there is a strong connection between
algorithm-substitution attacks and stegosystems. Finally, [IWCHY 23| formalized
the definition of ASA on public-key encryption and proved that this is implied
by sender AE (our connections with ASA are for receiver AE).

Several papers proposed solutions to realize subversion resistant encryp-
tion schemes. In [MS15| the authors proposed the cryptographic reverse firewall
model, wherein a trusted third party, i.e. the firewall, remains online and helps
the communicating parties by re-randomizing their ciphertexts (thus making
the scheme unsubvertible). Another approach to achieve IND-CPA security was
proposed in [RTYZ17|, where the non-black-box technique of decomposition-and-
amalgamation was employed. The main idea of this technique is to “decompose”
the encryption algorithm into a fixed number of pieces so that each piece can be
independently tested by the detector.

Other works in which ELFs are used jointly with iO (and other primitives),
but in a different way, are [ACH20, |AWZ23].

2 Preliminaries

2.1 Notation

[n] denotes the set {1,...,n}. A € N is the security parameter. A function
f : N — RT is negligible if it vanishes faster than the inverse of any polynomial.
negl(A) denotes a generic negligible function. Given a probabilistic Turing Ma-
chine A we denote y < A(z;r) its output on input x and random tape r. The
notation y <% A(z) is short for y < A(z;r) with r being a uniformly sampled
tape. With PPT we denote probabilistic polynomial time. With ~5 we denote
the computationally d-close indistinguishability, we omit ¢ in case of standard
computational indistinguishability. Given a set S we denote by = <% S the
uniformly random sampling of an element = from the set S. We further write
x ~ U(S) to indicate that x is a uniformly distributed random variable over S.

Unless otherwise specified, we assume adversaries in security definitions to be
stateful, and procedures in a given scheme (e.g. a PKE) to be stateless. Also, we
may omit the game in the adversary’s advantage Adv when clear from context.

2.2 Public Key Encryption

In this section we revise definitions and notation for public key encryption, revis-
ing in particular the public parameters model by [?]. In general, a PKE scheme

10



is a triplet of algorithms (E.Gen, E.Enc,E.Dec). In the aforementioned model
however, the key generation phase is split into two procedures: E.Init which gen-
erates a set of global public parameters (along with a possibly empty backdoor
key), and E.Gen which samples a key pair from the common public parameters.
More explicitly these procedures’ syntax is as follows, assuming without loss of
generality that pp is embedded in pk and sk by E.Gen.

— E.Init(1*) *—(pp, td) samples parameters pp along with a trapdoor td.
E.Gen(pp) ®—(pk, sk) creates public and secret encryption keys.

— E.Enc(pk,m) ¥—c encrypts a message m into a ciphertext ¢
— E.Dec(sk, ¢) *—m decrypts a ciphertexts.

Standard security notions for PKE are easily translated in the context of global
public parameters. Correctness requires that given pp, pk, sk correctly generated
and any message m, the probability that E.Dec(sk, E.Enc(pk,m)) # m is negligi-
ble. IND-CPA is also as usual up to providing pp (but not td!) to the adversary
at the beginning of the game.

2.3 Anamorphic Encryption

The notion of (receiver) anamorphic encryption was introduced in [PPY22] and
later extended in [CGM24a| separating anamorphic encryption and decryption
keys. As in this work (fully) asymmetric AE will not be discussed in details, only
the original paper’s notation is presented. In this context, in anamorphic mode
two regular-looking keys apk, ask are generated along with a covert dk used to
embed extra messages into ciphertext. Syntax, adapted to the public parameters
model, is specified in the following definition.

Definition 1 (Anamorphic Triplet). An anamorphic triplet ¥ = (AT.Gen,
AT .Enc, AT.Dec) is a triplet of efficient algorithms such that

— AT.Gen(pp) ¥—(apk, ask, dk) with apk,ask being the anamorphic public and
secret keys while dk is the double key and pp are the (possibly empty) public
parameters.

— AT.Enc(apk, dk, m, m) $—c, with m € M and m € M being respectively the
standard and anamorphic messages encrypted in c.

— AT.Dec(ask,dk,c) — m/L, with m the anamorphic message encrypted in c.
For ease of notation, in the definition above we do not explicitly provide

pp, apk to AT.Dec and rather assume them to be contained in dk and ask respec-
tively.

Definition 2 (Anamorphic Encryption). A PKE N = (E.Init, E.Gen, E.Enc,
E.Dec) is an Anamorphic Encryption scheme if it is IND-CPA secure and there
exists an anamorphic triplet ¥ = (AT.Gen, AT.Enc, AT.Dec) such that any PPT
adversary A has negligible advantage, defined as

Advﬁfan'?z(l)‘) = |Pr[RealGn(1*, A) = 1] — Pr [AnamorphicGy (1%, A) = 1]
where RealGn and AnamorphicGy are described in Figure [}

11



RealGn(1*,.A) AnamorphicGs (1*, A)

1: (pp,td) «* E.lnit(1%) 1: (pp,td) «* E.lnit(1*)

2:  (pk,sk) «°* E.Gen(pp) 2: (apk,ask,dk) < AT.Gen(pp)

3: return A%« (pp, td, pk, sk) 3: return A% (pp, td, apk, ask)
Oreal(my 'Fﬁ,) Oanam (m7 'fﬁ)

1: Sample a random r 1: Sample a random r

2: return E.Enc(pk,m;r) 2: return AT.Enc(apk,dk,m,mi;r)

Fig. 1. Anamorphic Encryption security game in the public parameters model. The
original definition is obtained when E.Init(1*) returns pp = 1* and td = ¢.

Finally, regarding correctness we refer to [BGH™24| for a game-based def-
inition. For the sake of generality, however, we will only use a weaker notion,
called correctness on average, holding only for uniformly sampled regular mes-
sages, honestly generated public parameters and correct keys. A formal definition
follows.

Definition 3 (Correctness on average). An anamorphic triplet is e — correct
on average if, for a negligible €, sampling (pp,td) « E.Init(1*), (apk, ask, dk) %
AT.Gen(pp) and a random message m 3% M from the regular message space,
then for all m € M

Pr [ﬁz #m ’ m < AT.Dec(ask, dk, ¢), ¢ 8 AT.Enc(apk,dk,m,m)| < e(X).

Since we are only interested in Anamorphic Triplets, which enable Anamor-
phic Encryption, we may occasionally use both names interchangeably.

In [BGH"24] the notion of Anamorphic Extension has been introduced to
model the possibility of switching to anamorphic mode after the scheme is de-
ployed. This is possible by making the anamorphic generation algorithm depen-
dent only on the public key of the scheme, in fact decoupling the process of
generating anamorphic keys from regular ones. In the following, we adapt the
definition of Anamorphic Extension to the public parameters model. For the
sake of notation, we assume that pk contains pp.

Definition 4 (Anamorphic Extension). Let N be a PKE scheme N = (E.Init,
E.Gen, E.Enc, E.Dec). Forpp «* E.Init(1*) and (pk, sk) <-® E.Gen(pp), an anamor-
phic extension for M is a triplet ¥ = (AX.Gen, AX.Enc,AX.Dec) of PPT algo-
rithms such that:

— AX.Gen(pk) $—dk on input the public key pk for T, outputs a double key dk.
— AX.Enc(pk, dk, m,m) $—c on input a public key pk, a double key dk, a mes-

sage m € M, a covert message m € M, outputs an anamorphic ciphertext
c.
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— AX.Dec(dk,¢) — m on input a secret key sk, a double key dk a ciphertext
¢, outputs a covert message m € M or the special symbol 1 ¢ M (indicating
the absence of a covert message).

The security and correctness properties for Anamorphic Extension are de-
fined analogously to the ones for Anamorphic Triplet. It is clear that the exis-
tence of Anamorphic Encryption schemes with extensions implies the existence
of Anamorphic Encryption schemes with triplets.

Remark 1. In the updated full version [BGHM23| of [BGH"24] the algorithms
AX.Gen and AX.Dec are allowed to take sk as input. We have chosen to drop
the sk from the inputs and use the original definition for two reasons. First,
allowing for the anamorphic key generation to depend on sk can be seen as
a more limited definition when considering the security of regular messages.
Indeed, dk may contain information about sk that might allow to break the
security requirements relative to the regular message (see [KPP723, CGM24al).
The second reason is related to what we prove in Section[d Looking ahead, there
we prove that (receiver) AE with extensions and ASA on PKE are equivalent.
This proof is simple and elegant when sk is not used to generate dk. While it
might be possible to extend our results to encompass the updated definition,
exploring the nuances induced by this change is left as future work.

Note that considering this restricted class of AE with extension is not a concern
for our goals. Indeed, the existence of an AE satisfying this definition implies the
existence of AE with triplets. Therefore, we can still extend our impossibility
result for AE to ASA on PKE.

2.4 Universal Hash Functions

Universal hash functions (UHF) [CWT79| are a family of hash function that guar-
antees a low number of expected collisions, even if the data is selected by an
adversary. The formal definition follows.

Definition 5. Let H be a finite family of functions of type h : {0,1}™* — {0,1}™.
H is a universal hash function if chosen h < H then for all x,y € {0,1}" such
that x # y, holds

Pr [h(z) = h(y)] <27,

2.5 Chameleon Hash Functions

Chameleon hash functions [KR00| are a generalization of collision-resistant hash
where a trapdoor allows to efficiently find collisions. Formally, a CH consists of
three procedures (CH.Gen, CH.Eval, CH.Adapt) such that

— CH.Gen(1*) ®—(hk, td) generates hash key and trapdoor.
— CH.Eval(hk,z,r) — y evaluates the hash of key hk on input (z,r).
— CH.Adapt(td, z,r,2") — 7’ finds a collision (z,r), («’,r").
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Through this paper, we require chameleon hash to satisfy the three main and
basic properties stated in [KR00|, namely (adapt) correctness, uniformity and
collision resistance.

Definition 6. A tuple CH is a secure Chameleon Hash if it satisfies:

— Correctness: for any (hk, td) in the support of CH.Gen(1*) and x,r,2', calling
r’ = CH.Adapt(td, z, 7, 2’), then CH.Eval(hk,z,r) = CH.Eval(hk,z’, 7).

— Uniformity: for any (hk,td) in the support of CH.Gen(1*), = and z', if r is
uniformly sampled, then v’ < CH.Adapt(td, z, r,2’) is uniformly distributed.

— Collision Resistance: for any PPT adversary A there exists € negligible so
that, sampling (hk, td) <% CH.Gen(1*) and getting (xo,70), (x1,71) «° A(hk),
holds

CH.Eval(hk, zg,79) = CH.Eval(hk, z1,71) A
< g(1%).
r (0.70) # (31,7) ==

Note that subsequent work proposed various strengthening to the above defi-

nitions |BFFT09, AMVA17, CDK™'17|. Most of the above enhance CR when a

collision is leaked. In our constructions however such leakage never occurs. Fi-

nally, up to assuming td contains the random coins used to generate (hk, td) <%

CH.Gen(1?*), we also require that testing membership in the support of CH.Gen(1%)
can be done efficiently.

Advy (1) =P

2.6 Extremely Lossy Functions

Introduced in [Zhal6|, extremely lossy functions (ELF) are a class of functions
with tunable domain size, ranging from injective mode to polynomially small
image size.

Definition 7. An ELF consists of a probabilistic algorithm ELF.Gen such that
ELF.Gen(M, R), for given integers M, R, outputs the description of a function
f:[M] — [N], for some N > M, where:

— [ :[M] — [N] is computable in time poly(log M).

— f «3% ELF.Gen(M, M) is injective with overwhelming probability (in log M ).

— f <3 ELF.Gen(M, R), then |Im f| < R with overwhelming probability.

— For any polynomials p,d there exists a polynomial q such that for any p-time
adversary A and any R with q(log M) < R < M we have that, sampling
fo < ELF.Gen(M, M) and f, +® ELF.Gen(M, R)

Adv(A) = [Pr[A(M, fo) — 1] — Pr[A(M, f1) — 1]| < 1/8(log M).

Definition 8. An ELF is strongly reqular if for all R, with overwhelming prob-
ability over the choice of f «<® ELF.Gen(M, R), the distribution f(z) with x <3
[M] is statistically clos@ to uniform.

11 That is, the statistical distance is negligible in log M.
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2.7 Robust ELF with Group Structure

Toward a construction of an anamorphic resistant scheme without public param-
eters, we need a more structured family of ELFs. Specifically, we need that:

1. There is an initial setup algorithm which generates evaluation parameters
ep later used to evaluate functions with input space [M].

2. Security holds even with adversarially chosen parameters ep.

3. A group structure is defined over the set of valid functions of given input
space [M], and generating a new injective function is equivalent to sampling
a random element from this group.

We formalize the first requirement by assuming the ELF to be divided into
two procedures (ELF.Setup, ELF.Gen) so that ep < ELF.Setup(M) and f «*
ELF.Gen(ep, M, r). f can then be evaluated given ep as fe,(x), although we will
omit ep when clear from the context. Regarding the third requirement we call
Fep(M) the set of functions in the support of ELF.Gen(ep, M, -) and assume it
to have a group structure (Fep(M),+) and that ELF.Gen(ep, M, M) consists of
sampling f «* Fep(M).

Notably the last property is by no means obtained without loss of generality.
However in the Appendix, Section [A-2] we show that the original construction
in [Zhal6| from the exponential k-linear assumption (and public coins groups)
is a robust ELF with group structure in the ROM up to minor modifications. A
more formal definition of Robust ELF with Group Structure follows.

Definition 9. A Robust ELF with Group Structure is a couple of algorithm
(ELF.Setup, ELF.Gen) along with a family of groups (Fep(M),+) such that

— ELF.Setup(M) $_sep generates the ELF parameters for range [M].

— ELF.Gen(ep, M, R) %= f € Fep(M) where f : [M] — [N] for some N > M.
and satisfies the following four properties:

— Efficiency: for any ep, f <> ELF.Gen(ep, M, R) implies f : [M] — [N] is

computable in polynomial time.

— Injective Mode: for ep «<°® ELF.Setup(M) and f <% ELF.Gen(ep, M, M)
then f is injective up to megligible probability.

— Lossy Mode: for any ep, f «°* ELF.Gen(ep, M, R) implies |Im f| < R.

— Uniformity: for any ep, f <% ELF.Setup(ep, M, M) implies f is uniformly
distributed over Fep(M).

— Indistinguishability: for any polynomials t,d there exists a polynomial
q such that for any M, R > q(log M) and any t-time adversary A such
that A(M) — ep, then, sampling fo +° ELF.Gen(ep, M, M) and f, <
ELF.Gen(ep, M, R)

Adv(A) = |Pr[A(M, fo) = 1] — Pr[A(M, f1) = 1]| < 1/6(log M).
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2.8 Indistinguishability Obfuscator and Puncturable PRFs

We briefly recall the definitions of Indistinguishability Obfuscator [BGIT01] and
Puncturable PRFs [BW13, KPTZ13| BGI14], taking notation from [SW14].

Definition 10 (Indistinguishability Obfuscator). A uniform PPT algorithm
iO is called an Indistinguishability Obfuscator for a circuit class {Cx} if:

— For all 1* € N, for all C € Cy, for all inputs x, it holds that
Pr [c’(x) = O(x): " ¢ iO(1/\7C)} _ 1

— For any PPT adversaries S, D, there exists a negligible € such that, given
(Co, C1,0) <2 S(17), if Pr[Va, Co(x) = C1(z)] > 1 —e(N), then it holds that

|Pr [D(0,i0(1%, Cp)) = 1] — Pr [D(0,i0(1*, C4)) = 1| < ().

Definition 11 (Puncturable PRF). A triplet of algorithm (PRF.Gen, PRF.Eval,
PRF.Puncture) is said to be a Puncturable PRF if, given n(1),m(1*) two com-
putable functions, the two following requirements are satisfied:

— For every PPT adversary A such that A(1*) outputs a set S C {0,1}", then
for all x € {0,1}™\ S, it holds that

Pr [PRF.Eval(k, ) =PRF.Eval(kgs, z) :
k % PRF.Gen(1*), ks « PRF.Puncture(k,S)} -

— For every PPT adversary (A1, As) such that Ay (1) outputs a set S C {0,1}"
and a state o, given k +°% PRF.Gen(1*), ks < PRF.Puncture(k, S), it holds
that

|Pr[As(o, ks, S, PRF. Eval(k: S)) =1]
—Pr[As(0, ks, S, U(m(1%) - |S])) ” = negl(\

Where PRF.Eval(k,S), for S = {z1,...,2;}, denotes the concatenation of
PRF.Eval(k,x1),...,PRF.Eval(k,x;) and U(¢) denotes the uniform distribu-
tion over £ bits.

2.9 Algorithm Substitution Attacks

The notion of Algorithm Substitution Attack (ASA) was initially proposed in
[BPR14] and later expanded in [BJK15] and [DFP15]. This notion models attacks
instantiated by replacing standard encryption algorithms with subverted ones.
These allow an attacker, (typically referred to as the Big Brother), to leak data
from ciphertexts. In this section we recall the generalized ASA model for PKE,
as proposed in [WCHY23|, adapted to the public parameters model. In what
follows we assume that pk contains pp.
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Definition 12 (Algorithm Substitution Attack on PKE). Let M = (E.Init,
E.Gen, E.Enc, E.Dec) be a PKE. For pp «® E.Init(1*) and (pk, sk) <-® E.Gen(pp),
an ASA on PKE is a triplet of efficient algorithms ASA = (ASA.Gen, ASA.Enc,
ASA.Ext) such that

— ASA.Gen(pk) $—skey on input the public key pk for N, outputs a subversion
key skey.

— ASA.Enc(pk, skey, m, m) *—c on input a public key pk, a subversion key skey,
a message m € M and a subliminal message m € ]\/4\, outputs a ciphertext c.

— ASA.Ext(skey,c) — m on input the subversion key skey and a ciphertext c,
outputs the subliminal message M.

Definition 13 (Recoverability). Let ASA = (ASA.Gen, ASA.Enc, ASA.Ext) be
an ASA on PKE = (E.Init,E.Gen, E.Enc,E.Dec). We say ASA satisfies recover-
ability if for any m € M and any m € M,

(pp,td) «* E.Init(1*)
(pk,sk) <% E.Gen(pp)

Pr | ASA.Ext(sk m < [(N).
g xt(skey, c) # m skey «+% ASA.Gen(pk) < negl()
¢ +% ASA.Enc(pk, skey, m, m)
ASARealGn(1*, D) ASASubGasa(1*, D)
1: (pp,td) <% E.Init(1*) 1: (pp,td) <% E.lnit(1*)
2:  (pk,sk) «°* E.Gen(pp) 2:  (pk,sk) «* E.Gen(pp)
3: return DOt (pp, td, pk, sk) 3: skey < ASA.Gen(pk)
. OasAsub
Onsareat (m, ) 4: return D (pp, td, pk, sk)
1: Sample a random r Onsasub(m, )
2: return E.Enc(pk, m;r) 1: Sample a random 7

2: return ASA.Enc(pk, skey, m, m;r)

Fig. 2. ASA undetectability security game in the public parameters model. The original
definition is obtained when E.Init(1*) returns pp = 1* and td = ¢.

Definition 14 (Undetectability). Let ASA = (ASA.Gen, ASA.Enc, ASA.Ext)
be an ASA on a PKE Il = (E.Init,E.Gen, E.Enc,E.Dec). We say ASA satisfies
undetectability if any PPT detector D has negligible advantage, defined as

AdvDh asa(1?) = |Pr[ASARealGn(1*,D) = 1] — Pr [ASASubGasa(1*, D) = 1]|

where ASARealGn and ASASubGasa are described in Figure[3
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Remark 2. Our definitions above assume that ASA.Enc (resp. ASA.Ext) takes
as input a single (regular) message (resp. ciphertext). In some previous works
|IBPR14, BJK15 IDFP15| the same algorithms are allowed to work on sets of
messages/ciphertexs instead. This allows to embed the subliminal message in
several ciphertexts rather than in a single one. A similar mechanism can be
realized in our setting as follows. Let M = {0, 1}, following [BL17,[WCHY23]|, we
also let ASA.EncZ(pk7 skey, {m1, ..., me},m) be the algorithm that, to encode the
subliminal message . € M, runs ASA.Enc on input (mg,m;) (for i = 1..£), where
i is the 4-th bit of M. The algorithm ASA.Ext‘(skey, {ci,...,cc}) is defined
analogously.

3 Anamorphic Resistant Encryption

3.1 Construction in the Public Parameters Model

We begin providing a simple construction of anamorphic resistant encryption
in the public parameters model, i.e. where all keys are generated with respect
to a set of public parameters chosen by the authority. More specifically our
construction is actually a compiler. Given any standard PKE we construct a new
scheme preserving its security while being anamorphic resistant. The following
tools will be used:

— A public key encryption scheme (E*.Gen, E*.Enc, E*.Dec) with random coin
in {0,1}* and message space M, with |M| = 2*. To simplify our analysis we
assume E.Enc(pk,m;r) to be injective in r for all valid (pk,m).

— An injective one-way function F' with domain M.

— A strongly regular extremely lossy function family ELF.Gen.

— A family of universal hash functions H with domain containing the image of
any ELF with input size 2#, and output length u — 2\.

— An obfuscator iO and a puncturable PRF (PRF.Gen, PRF.Puncture, PRF.Eval).

Our strategy is realizing the weak ideal PKE from [CGM24b|, where certain
weak messages admit only polynomially many ciphertexts. As in [CGM24b|, if
a given AT.Enc cannot distinguish a weak m from a random one, we can break
anamorphic security by repeatedly querying (m,0) and (m,1). Indeed, in the
real game we would observe ciphertexts distributed over the full (polynomially
small) set of ciphertexts encrypting m, whereas in the anamorphic game we
would observe ciphertexts distributed over a fraction of said space.

We achieve this goal exploiting the backdoored public parameters. Informally,
pp consists of the obfuscation of a circuit C' which on input m returns C'(m) =
(h, f) with h being a universal hash function for randomness extraction and
f either injective or extremely lossy (sampled through a PRF on input m).
Encryption is then carried out as E*.Enc(pk,m; ho f(r)) for a random string r.

More specifically, f will be extremely lossy only for fixed weak messages. To
ensure C' does not leak them, we actually hard-code z; = F(m;) and let C(m)
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return a precomputed lossy function f;* only when F(m) = z;. In this way IND-
CPA security is not directly compromised, as no adversary can efficiently query
the encryption of a weak message.

Another issue we face to show semantic security is how to extract randomness
from f(r) when f is injective, but chosen adversarially. Sampling a public uni-
versal hash h would not suffice, since, even though r is independent from h, f(r)
may not be. We address this assuming C'(m) actually samples, with a different
PRF key, a distinct h for each m. This approach works in a selectively secure
sense, as knowing the messages an adversary will query allows us to puncture
the PRF keys before C' is given, allowing us to argue (h, f) = C(m) are actu-
ally sampled independently. Lifting selective security to plain IND-CPA is done
through another ELF and standard techniques from |Zhal6|. The full scheme is
presented in Figure [3]

E.Init(1%) : E.Gen(pp) :

1: Setup an ELF ¢ <% ELF.Gen(2%,2%) 1: (pk,sk) <% E*.Gen(1%)

2: Sample m},...,m} <> M distinct 2: return (pk,sk)

3: Compute z; < F(m])

4: Generate f; < ELF.Gen(2",2") E.Enc(pp, pk,m;7) :

5: Sample two keys ki, kg <° PRF.Gen(1%) 11 (f,h) < é(m) /) pp=C
6: z 4 (2:)i and f < (fi)i, 2: ¢+ E*.Enc(pk,m;ho f(r))
71 C 10(Cy k1 ,ks,0) 3: returnc

8: return (pp,td) « (C, (m¥)L
( ) < (€, (mi)im) E.Dec(pp, sk, ¢) :

Corf oy ko, (M)

1: if F(m)=2z: f<+ [

1: m < E*.Dec(sk,c)

2: returnm
else :

2
3 f « ELF.Gen(2",2"; PRF.Eval(k1, ¢(m)))
4: h <+ Sample(H; PRF.Eval(kz, ¢(m)))

5: return (f,h)

Fig. 3. Weak PKE with public parameters. p is set so that © — 2\ equals the random
tape length expected by E*.Enc.

Proposition 1. IfiO is a secure obfuscator, ELF.Gen an ELF, F' an injective
OWF, H a family of universal hash function and the PRF is pseudorandom,
then, calling E* the underlying PKE and E the one defined in Figure[3

— E* CPA secure = E CPA secure.
— E* CCA secure = E CCA secure.

Proof of Proposition[]. We prove the proposition through a sequence of hybrids
Ho, ..., Hs and in Hs reduce the target security notion (CPA/CCA/...) to that
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of the underlying encryption scheme. Toward contradiction let A be a p(\)-
time adversary breaking security for E infinitely often with inverse-polynomial
advantage (). For simplicity we only consider hybrids when the security game
is IND-CPA and discuss later how the proof is adapted in the other cases.

Ho: Real IND-CPA game. To fix notation, let mg,m; the challenge messages, b
the challenge bit, and ¢* <-® E.Enc(pk,m;) the challenge ciphertext.

Hi: As Hg, but abort if F(mp) € {21,...,2x}-

Ho: As Hy, but ¢ «® ELF.Gen(2*,7) where r (the range size) is such that ELF
security holds for any p + p* time machine with advantage § = £/2, with p*
an upper bound on the (joint) execution time of E.Init, E.Gen and E.Enc.

Hs: As Ho, but g, 0; <® Im ¢ are sampled, k! <— PRF.Puncture(k;, {6, 6, }) and
C' is the obfuscation of Cy ¢ v 1 1 g9, Where 735 = PRF.Eval(k;, 0;) and

C* is deﬁnedlE as C but on input 6; returns f, h computed as
f = ELF.Gen(2#,2";7 ;), h = Sample(H; 72 ;).

H4: As Hg, but r; ; are randomly sampled for 4, j € {0, 1}.
Hs: As Hy, but if {¢(mg), d(m1)} C {6o, 61}, computes c* < E*.Enc(pk, mp).

Ho ~ H;. Any distinguisher D is readily reduced to an inverter for the OWF
(up to losing a factor A in the reduction to guess the z; that D will invert) since
Ho and H; are identical if both F'(mg) and F(my) are not in {z1,...,2x}.

H; ~5 Hy. Any p-time distinguisher D is reduced to an adversary B for the
ELF for parameter r. B(¢) sets up pp (using its own ¢ in line [1] of E.Init) and
pk, executes D(pp, pk) — (mg, m1), samples b and replies ¢* = E.Enc(pk, mp).
Eventually when D outputs a bit, B returns the same. According to how is ¢
sampled, B perfectly simulates either H; or Ha, so Adv(D) = Adv(B). Moreover,
B runs in time p + p*, and therefore Adv(D) = Adv(B) < ¢/2.

Hy ~ Hs. Follows from iO security as C' and C* with respective hard-coded
parameters are functionally equivalent.

Hs ~ H4. Follows directly from the puncturable PRF security.

Hy =~ Hs. Let f;,h; for j € {0,1} be respectively the injective ELFs sampled
with random coins ry ; and h; the hash function sampled from H with coins ry ;.
Let jo and j; bits so that ¢(mo) = 6;, and ¢(m1) = 6;,, that are well defined
when {¢(mo), ¢(m1)} € {6o,6:}. Finally, in this setting we call f = f;, and
h = hj,, where b is the challenge bit. Note that as b is uniformly random, and
fj, hj are all freshly sampled, we have that f, p and h are mutually independent,
with p the random coins used to compute c¢*. Moreover, as f is generated in

12 We implicitly assume either C' or C* were properly padded to be of the same size.
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injective mode, Hoo (f(p)) = Hoo(p) = p. Finally, let u <% {0,1}#~2*, since
h is a universal hash and has output length of p — 2\ bits, the Leftover Hash
Lemmﬁ implies that

Al foho f), (o fw) < o5
Finally Hy and Hs can be derived as the same probabilistic function applied
respectively to the first and second tuple above. This is done observing that all
other parameters generated in E.Init and E.Gen are distributed independently
from f,g (that are respectively deterministic functions of r1,75). Moreover, if
the adversary queries mg,m; so that ¢(ms) = 6, then in the first world ¢* =
E*.Enc(pk, mp; ho f(p)) while in the second ¢* = E*.Enc(pk, m,,; u). We can then
conclude that for any distinguisher D (even an unbounded one) it holds that
Adv(D) < 27

Hs is hard. Let A be an adversary breaking IND-CPA in Hs. We reduce it
to B attacking IND-CPA for the underlying scheme (E*.Gen, E*.Enc, E*.Dec).
Initially B(pk) generates pp as in Hs, in particular sampling 6y, 6; 3% Im ¢, and
runs A(pp, pk) = (mg,m1). If {¢(mo), p(m1)} € {60,601} it aborts returning a
random bit. Conversely, it queries mg, m; to its encryption oracle, obtains c*
and forwards ¢* to A. Finally, when A(pk, ¢*) — ¥, returns the same bit b'.

First we argue that the probability of not halting is at least 1/r? — negl()).
Indeed in Hy the adversary has no information on 6y, 61, and we can thus bound
Pr [{¢(mo), p(m1)} C {60,601} > 2/r(r — 1) > 1/r%. Since any distinguisher for
Hs and Hs has negligible advantage, we conclude that in Hs the same holds up
to a negligible loss. Conversely, if B does not abort, it simulates Hs to A since
¢* <% E*.Enc(pk, my). We can thus conclude that

Adv(A) < (r? +negl(\)) - Adv(B) < negl()).

Conclusion. Combining all the hybrids, and the fact that guessing the challenge
bit in Hs is hard given the IND-CPA of the underlying scheme, we get that for any
p-time adversary A in Hy, its advantage is Adv(A) < §+negl(A) = /24 negl()).
This contradicts the hypothesis that A succeeds infinitely often with advantage
e = 1/poly()).

Other security definitions. If E* is IND-CCA, the proof is almost identical, as
sk is available to the reductions between all hybrids (and can therefore simulate
decryption queries). In Hs, the decryption oracle for E* is identical to one for
E. The only technical change is, assuming A performs ¢ decryption queries, p*
(defined in Hy) must be augmented by g-times the execution time of E.Dec =
E*.Dec. Note this is still polynomial in A.

3 Given & with Heo () > k and h a universal hash with k — 2log(1/¢) output bits and
independent from z, then A((h, h(z)), (h,u)) < ¢ for a uniformly sampled w.
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Theorem 1. There exists no stateless anamorphic triplet for the PKE in Fig-
ure[3 that is correct on average, under the assumption that ELF.Gen is a strongly
reqular ELF, PRF is pseudorandom, and H is a family of universal hash function
with image size £2(2*).

Proof. Let (AT.Gen, AT.Enc, AT.Dec) a stateless anamorphic triplet for the given
PKE. By definition the anamorphic message space M “has at least two elements,
so we assume without loss of generality that {0,1} C M. Let p; be a polynomial
upper-bounding the running time of (AT.Gen, AT.Enc, AT.Dec) combined, ps for
the running time of E.Enc, p = p; +p2 and § = 8\. By ELF security there exists
a polynomial ¢ such that, for any p > ¢(\) any p-time adversary distinguishes
ELF.Gen(2*, p) from ELF.Gen(2*,2*) with probability smaller than 1/§. We then
define in Figure [ the following non-uniform adversary A for the anamorphic
security game.

A(pp, td, apk, ask) :

1: Find m} in td with j the smallest integer s.t. 27 > q(N)
2: Let R = [{Im f;}| with (hy, f;) = C(m})
Compute K = {E*.Enc(apk,m}; h;(v)) : v € Im f;}
Initialize Sy < @ and S1 < @
forie {1,...,A-R}:
Query c¢; 0 < O(mj,0) and store So <= So U {ci o}
Query ¢;1 < O(mj,1) and store S1 < S1 U {ci1}
if c;0¢ Korc1 ¢ K: return 0
return (|So| == R) A (|S1|==R)

> W

t

© 0 N O

Fig. 4. Attack breaking anamorphism of a given triplet for the PKE in Figure

On input pp and the backdoor td = (m})},, A finds mj associated to f;
computed as ELF.Gen(2*,27) where 2¢(\) > 27 > ¢(\). Note that this depen-
dency on ¢ makes A non-uniform. Next, it queries encryptions of (m;f,O) and
(m7,1) both AR times, where R = |Im f;| < 27, and in particular R = poly(}).
Eventually A accepts if it obtains R distinct ciphertexts from both query types,
respectively stored in two sets Sy, S1. The reason is that in the real game Sy
and S eventually cover the entire space K of reachable encryptions of my. Con-
versely in the anamorphic game due to correctness at least one between Sy and
S1 will have size smaller than & 3/4 - R on expectation. Formally we study the
probability A accepts in the two worlds.

Real Game. We prove Pr [Aofea'(ppﬁd7 apk, ask) — 1] = 1 — negl(A). It suffices

showing Pr [|Sy| = R] > 1—negl(X) for b € {0, 1}. To fix notation we let r; ;, be the
randomness used in each encryption query, and define the sets Vi, = {f;(r:.5)} 25
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and Wj, = h;(V4). Trivially S, = {E.Enc(pk,m};w) : w € W;} and in particular
|Sp| = |Wh| as we assumed the underlying PKE to be random-coin injective.
Next, from the fact that h; is chosen from a family of Universal Hash Functions,
Pr[|Ws| < |Vp|] = negl(X). This formally follows as h; is sampled independently
from f;, and in particular, the set Im f;. As |Im f;| < R = poly(\) and h; has
image of size {2(2*), by the fact that h; is chosen from a family of universal
hash functions, it is injective over Im f; up to probability < R? - 27* = negl(\).
Finally, since the given ELF is strongly regular, we have that

1 AR
PrVil <R < 3 Prly¢vl < 3 (1_21;:)

y€lm f; y€lm f;

1\
R- (1_2]%) < R-e™? = negl()\)

where the first inequality is a union bound and the second one follows over ap-
proximating A(f;(r),u) < 5= for uniformly random r 8 [2*] and u «% Im f;.
Note this statistical distance is negligible from strong regularity, Definition [}
We thus conclude that

Pr([Sol = ] = Pr[|Wo| = B] = Pr([Ve| = R] — negl(A) = 1 negl()).

Anamorphic Game. Up to negligible probability, we condition on the event that
|K| = |Im f;| = R as before. Given apk, ask, dk, define I'y and I’ the set of
ciphertexts decrypting respectively to 0 or 1 anamorphically. Since AT.Dec is
deterministic IyN I} = &. Therefore one of these sets, without loss of generality
say I, has small intersection with K, i.e. [I) N K| < R/2. We can now state
the main technical claim, saying that the anamorphic encryption of (m;f, 0) lies
in I'p with high (but not overwhelming) probability.

Claim 1 Setting ¢ <* AT.Enc(apk,dk,m},0) then Prlc ¢ Iy < n(A) where
n(A) = & + negl(A).

Given the claim (whose proof appears in Appendix, Section [B.1)) we can now
estimate the size of Sy, conditioning on Sy C K as otherwise A rejects.

R AR
E[|Sol] = [T N K[ +E[So\ (TN K] < o +E|Y Lo gen,
AR
R R 1 3R
—— E . < = = < 2=
5 + > Pricio¢ Iy < 5 + AR <8)\+negl()\)> <

i=1

where the first equality follows by linearity of expectation, the first inequality
through a set-theoretic union bound, where we denoted 1 the indicator variable
for the event F, the second equality again by linearity, the second inequality by
Claim and the last one holds asymptotically as negl(A) < R/8. Finally, Markov
inequality implies that Pr[|So| = R|Sy C K,|K| = R] < 3/4, and in particular
Pr [A%m (pp, td, apk, ask) — 1] < 3/4 + negl(}).
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Conclusion. Combining both inequalities we obtain that the adversary A has
advantage Adv(A) > 1 — negl(\) — 3/4 — negl(A\) = 1/4 — negl()).

3.2 Construction in the Random Oracle Model

Again our strategy is to realize the weak PKFE from |[CGM24b|, where certain
weak messages admit only polynomially many ciphertexts. We achieve this goal
exploiting the ELF security. This second construction, which is again in fact a
generic compiler for any semantically secure PKE, involves the following tools:

— A Chameleon hash CH. We denote for simplicity hnk(-,-) = CH.Eval(hk, -, -).

— A PKE (E*.Gen, E*.Enc, E*.Dec) with message spacﬁ F(2*) x {0,1}* and
randomness space {0, 1}

— A Robust ELF with a group structure (ELF.Setup, ELF.Gen), see Section

The resulting scheme is an Anamorphic Resistant PKE with message space
F(2*) x {0,1}*. Its public key pk = (pk*,hk,ep) consists of the underlying
PKE’s public key, CH’s evaluation key and the ELF parameters. The secret key
sk = (sk*,td) instead contains the base PKE’s secret key and the chameleon
hash trapdoor.

The idea to obtain weak messages is again to bias the randomness of E*.Enc
via a function that can be either injective or extremely lossy. Notably, we need
to ensure the latter can only occur when sk is known. Toward this goal we use a
"backdoored" random oracle, obtained as Ho hy. On input (f, s) the encryption
procedure evaluate p = H o hu(f;s) and uses the result as a random seed to
sample an injective function g € F(2*), i.e. g = ELF.Gen(ep,2*,2%; p). Finally,
it computes ¢ = f+ g and uses ¢ to bias the encryption random coins, returning
E*.Enc(pk, (f, s); H(¢(m))).

Due to the collision resistance of hyy, for any message (f,s) an adversary
for IND-CPA may query, the resulting ¢ is essentially independent from f, so
¢ = g+ f is injective with high probability. However, a dictator who holds td can
easily find weak messages: Initially it computes p = Ho hp(f*; s*) for a random
message (f*,s*) and the resulting g. Next, it samples an appropriate ELF f it
wishes to inject, and uses td to find s so that hn(f*,s*) = hn(f — g,5). The
message (f — g, s) is then weak since applying H o hyy it yields the same p, and
in particular the same g, meaning that ¢ = (f —g) +g = f.

Given the above description, we clarify the random oracle is crucial for two
tasks. The first — and most important — is to ensure that without td the function
¢ = f+g is essentially uniform, and thus injective. The second is to extract good
randomness from ¢(r), which when ¢ is injective contains high min-entropy. A
full description of the compiler is provided in Figure

1 We can assume this without loss of generality by taking any PKE whose message

space contains F(2%) x {0,1}*, and then restrict it to said set. Note we can do so
as membership in F(2*) x {0,1}* is decidable in polynomial time.
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E.Gen(1?) : E.Enc(pk, (f, s);7) :

1: pk*,sk* <% E*.Gen(1%) 1: p+ Hohw(f,s)
2: hk,td <% CH.Gen(1*) 2: g+« ELF.Gen(ep,2*,2%; p)
3: ep <« ELF.Setup(2) 3: ¢ f4gq /) bcF2Y
4: pk = (pk*, hk,ep), sk = (sk*,td) 4: 1"+ H(gep(r))
5: return (pk,sk) 5: m*=(f,s)
6: return c = E*.Enc(pk*,m*;r")

E.Dec(sk, ¢) :

1: Parse sk = (sk™, ")

2: return E*.Dec(sk*,c)

Fig. 5. ARE scheme in the ROM with message space F(2*) x {0,1}*.

Proposition 2. If CH is a secure chameleon hash and (ELF.Setup, ELF.Gen) a
robust ELF with group structure, then in the ROM, calling E* the underlying
PKE and E the construction in Figure [J

— IfE* is CPA then E is CPA.
— IfE* is CCA then E is CCA.

Proof of Proposition[d Let A be and adversary for IND-CPA, asking mq, mq
and receiving challenge ciphertext ¢* encrypting m;. Call ¢ the function E.Enc
computes in Line [3] The core of the proof lies in the following technical claim:

Claim 2 Cualling Bad the event "¢ is not injective”, then Pr[Bad] < negl()).

Proof. We provide a somewhat standard reduction to the chameleon hash colli-
sion resistance through rewinding and the (local) forking lemma [BDL19]. Infor-
mally B, detailed in Figure [6] executes A twice with the same setup. The first
time it gets the message my that would be encrypted by A’s challenger. The
second one instead, it program H in & = hn(my), and get output mj from A.
Finally it returns (ms, my) as a possible collision.

To fix notation, let us name the random variables that would be involved
in the computation of E.Enc(pk,mgs) as (f3,58) = mgp, pg = H(hnk(mpp)),
gs = ELF.Gen(2*,2*;p3) and ¢s = fz + gs. Moreover we define the event
Fork : (¢0,¢1 not injective) A (hnk(mop) = hnk(map)). By the local forking
lemma |[BDL19, §3, Lemma 1] we have that

Pr[Fork] > = - Pr[Bad]®.

SEE

Next, by construction p; is sampled independently from mg . In particular g; is
independent from fy and thus fo4g; ~ U(F(2)). It follows by ELF correctness

25



B(hk):

1: Sample pk*,sk* «+° E*.Gen(1*) and ep +* ELF.Setup(2*)
Set pk = (pk*, hk, ep) and sample a challenge bit b <* {0,1}
Sample uniformly a random tape u «° {0, 1}p°'y“) for A

// First execution

Run A" (pk; u) = (mo.0,mo,1)

Let = hnk(mo,p)

Sample a random p; and program H* = H[z — p1]

o N O Ut ok W N

// Second execution

9: Run AH*(pk;u) — (m1,0,m1,1)

10: return (mop,m1p)

Fig. 6. Reduction to CH collision resistance. The random oracle H is lazily maintained
by B. H[z — y] denotes the programming of H so that H(z) = y.

that Pr[fo + g1 not injective] < negl(\). Combining the two properties we finally
lower bound the probability 5 found a collision.
Adv(B) = Prmos # mip A hak(mos) = hnk(map)]
Prmop # mip A Fork]
Pr [Fork] — Pr[Fork A mgp = mq )
[Fork] — Pr [f1 + ¢g1 not injective A mgp = map
[

Y

AVANIY)

Pr
Pr [Fork] — Pr[fy + g1 not injective]

%

éPr [Bad] — negl(\).

Given the claim, if E is IND-CPA, we can provide a reduction B to the IND-
CPA security of E* (the case for IND-CCA is analogous and thus omitted).

Initially B (pk*) samples (hk,td) <% CH.Gen(1*) and ep <+ ELF.Setup(2*)
and runs A" (pk). When A" (pk) — (mg, my) it forwards such values to its chal-
lenger and get c. When A" (c) =V, it return the same bit.

To show that B simulates well A’s game, let ¢/ = E.Enc(pk®,m;). If —Bad,
then ¢ = f+g¢ is an injective function, and in particular ¢(r) has min-entropy .
Hence, calling z1,...,z, the ROM queries performed by A, define Hit the event
¢(r) € {z1,...,x4}. We have that

Pr[Hit|—Bad] = Pr¢(r) € {z1,...,2,}| —Bad]
S0 Prio(r) =z |6(r) ¢ {e1,. . w1}, —Bad]

q 1 q
= Zz‘:1 2A — g = 22 —¢q = negl(A).

In particular, by the claim it holds that Pr[Hit V Bad] < negl()\). Finally, when
both event do not occur, ¢(r) is never queried by A and in particular 7* is

IA
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uniform in {0,1}* and independent from A coins, key, and ROM queries. Thus
¢ = E*.Enc(pk®, my; r*) follows the same distribution of c. We can then conclude
that

Adv(B) > Adv(A) —Pr[HitvBad] = Adv(A) < negl()).

Theorem 2. There exists no stateless anamorphic triplet for the PKE in Fig-
ure[5] that is correct on average, under the assumption that ELF.Gen is a strongly
reqular, robust ELF with group structure (see Section and CH is a secure
Chameleon Hash, in the Random Oracle Model.

Proof. Let toward contradiction (AT.Gen, AT.Enc, AT.Dec) be an anamorphic
triplet for E. In Figure [7] we describe an attacker A breaking the anamorphic
property Let p1(\) a polynomial upper bound on the running time of AT.Gen,
AT.Dec and p2(A) a bound for the hybrids in the proof of Claim 3| (introduced
later). By ELF security, fixing 6 = 8), there exists a polynomial g(A) such that
any p-time adversary (p = p; + p2) cannot distinguish ELF.Gen(2*, ¢(\)) from
an injective function with advantage higher than 1/6.

With these parameters, A first searches for a weak message m so that the
associated ¢ is lossy with image of size < ¢(\). This is done exploiting the
chameleon hash: initially the adversary computes ¢* = g+ f*, where g is uniquely
determined from hnk(f*,s*), for a random message (f*,s*). Next, it finds a
collision s so that hAnk(f — g,8) = hnk(f*, s*) for a lossy f as above. In this way
the g terms is unchanged and eventually ¢ = (f — g) + g = f. Then, as in the
proof of Theorem [I] this message is used to break anamorphism by repeatedly
querying (m,0) and (m, 1).

Before studying the probability that A returns 1 in the two worlds we remark
that with overwhelming probability |K| = R. This true as H is injective over
Im f up to probability R? - 2=*. Moreover, all element in ImH o f are mutually
independent and uniformly distributed. Hence, by IND-CPA, the probability
that a collision E*.Enc(pk™, m;r;) = E*.Enc(pk™, m;r3) occurs for ry, 7o € ImHo f
is negligible. We do not explicit the reduction, and only remark it crucially
relies on the fact that m can be efficiently computed given only pk*. A union
bound yields |K| = [ImH o f| up to probability R? - negl(\) and in particular
Pr[|K| = R] > 1 — negl()).

Real Game. We show Pr [A%=!(apk,ask) — 1] > 1 — negl()). By construction,
A never fails at lines [2[ and Next, assuming |K| = R, we have by strong
regularity of the ELF that ¢; s is statistically close to uniform in K. Hence,

AR
Pr(Ssl < RIIK|=R <Y T[ Prlc#cipl K| =R

\R 1 1 AR R
< - )< N < ReM2.
<YL (1 5g) <r(1-55) <R

The claimed bound is then proved recalling that Pr[|K| < R] < negl()).
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A" (apk, ask):
Parse apk = (pk*, hk,ep) and ask = (sk*, td)

=

2: if (hk,td) is not in the support of CH.Gen(1*): return 0
3: // Part 1: Look for a weak message

4: Sample uniformly a message (f*,s)

5: p+ H(h(f",s%))

6: g+« ELF.Gen(2*,2*;p)

71 f S ELF.Gen(2*,q(N\))  // extremely lossy

8: s+« CH.Adapt(td, f*,s*, f — g)

9: m+< (f—g,8) // weak message

10 : // Part 2: Break the anamorphic game

11: Let R=|Im f|

12: Compute K = {E".Enc(apk,m;H(u)) : v € Im f}
13 : Initialize So < @ and S1 + @
14: forie{l,...,A-R}:

15 : Query ¢;0 + O(m,0) and store Sy < So U {ci0}
16 : Query c¢;1 < O(m, 1) and store S1 < S1 U {ci1}
17: if cio ¢ K or ¢;;1 ¢ K: return 0

18: return (|So| == R) A (|S1] == R)

Fig. 7. Attacker breaking an anamorphic triplet for the PKE in Figure[5] parametrized
by a polynomial g(\).

Anamorphic Game. Assume as before |K| = R. Given apk, ask, since AT.Dec is
stateless and deterministic, let Iy, I the ciphertexts in K decrypting respec-
tively to 0 or 1 anamorphically. Clearly Iy N [} = @ and in particular at least
one of them, say I, is such that |[IHNK| < R/2. Using correctness on average we
can show that each ¢; ¢ lies in Iy up to a small (but non negligible) probability.

Claim 3 Setting c <% AT.Enc(apk,dk,m,0) then Pr[c ¢ Iy] < g5 + negl()).

Proof. We rely on correctness on average. First, we define a sequence of hybrids,
indistinguishable (with small polynomial error) for time p; adversarieﬂ gener-
ating the message m. Initially, m is as the one sampled by A, and eventually is
a random message. Next, we show that checking correctness on m by anamor-
phically encrypting and decrypting (m, 0) is a valid distinguisher. As decryption
error is negligible on random message we derive a bound on the decryption error
in A’s execution.

Ho: Hybrid sampling m as done by A, see Figure
Hi: As Hg, but in line (Figure sample f <% ELF.Gen(2*,2%).

5 Recall, p; is a bound on the joint running time of AT.Enc and AT.Dec.
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Hso: As Hy, but in line |§| (Figure [8) sample s uniformly.

Ho(IA)Z

=

Sample (apk, ask, dk) «* AT.Gen(1*)
Parse apk = (pk*, hk,ep) and ask = (sk*, td)
if (hk,td) is not in the support of CH.Gen(1*):

return |

B W N

Sample a random message (f*, s)

p < H(hn(f, s"))

g + ELF.Gen(2*,2%; p)

Sample f «* ELF.Gen(2*, ¢()\))

Find a collision s «+— CH.Adapt(td, f*,s*, f — g)
10 : return (apk, ask,dk,m) with m = (f — g, s)

ot

© 0w N O

Fig. 8. First hybrid in the proof of Claim

From Hp to Hy. Given A a p;-time distinguisher, we defined B a (p; + p2)-
time adversary for the ELF security with image size ¢(\). B(f), initially simu-
lates Hy sampling apk, ask, dk, f*, s* and computing p, g. Next it computes s as
CH.Adapt(td, f*,s*, f — ¢g) and runs A(apk, dk, ask,m) — b'. Finally it returns
.

By construction B pre-computation takes time ps, so overall it runs in time
bounded by p; + p2. Moreover, when f is lossy with image size ¢(\), B perfectly
simulates Hg, whereas when f is injective it simulates H;. By our choice of
parameters we conclude

1

1
Adva(1Y) = Advp(1Y) < -~ = —.

va(l?) vs(1') = 5 = &5
From Hy to Hy. Follows directly from uniformity in Definition [6] since s* is
distributed uniformly and not leaked. The two games are thus perfectly indis-
tinguishable.

Conclusion. Set A(apk,ask,dk,m) to first compute ¢ < AT.Enc(apk, dk, m,0)
and then return 0 == AT.Dec(ask,dk,c). By construction A is a p;-time ad-
versary and by correctness on average Pr [A(Hz(lk)) — 0] < negl(A). It thus
follows that Pr [A(Ho(1*)) — 0] < gx + negl(\), which concludes the Claim’s
proof.

Given the claim, we can estimate Pr [.Aoa"a"‘(apk, ask) — 1] < 3/4 exactly as
in the proof of Theorem
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Conclusion. Combining both results we can estimate A to have advantage at
least Adv(A) > (1 — negl(A)) — (3/4 + negl(\)) = 1/4 — negl(X).

4 Relationship between ASA on PKE and AE with
extension
In this section we prove that ASA on PKE implies Anamorphic Encryption with

extension and vice-versa. This, among other things, allows to reinterpret in a
positive way our negative results on AE.

4.1 ASA on PKE implies Anamorphic Encryption with extension

AX.Gen(pk) AX.Enc(dk, pk, m, m)
1: dk <% ASA.Gen(pk) 1: ¢ <% ASA.Enc(dk, pk, m,m)
2: return dk 2: return c

AX.Dec(dk, c)

1: m <« ASA.Ext(dk, c)

2: return m

Fig. 9. Anamorphic Encryption with extension built from ASA on PKE.

Theorem 3. Let ASA = (ASA.Gen, ASA.Enc, ASA.Ext) be an ASA on PKE
which satisfies the undetectability and the recoverability properties on E = (E.Init,
E.Gen, E.Enc, E.Dec) with subliminal message space M. Then, E equipped with the
anamorphic extension of Figure [9 is an Anamorphic Encryption with message
space M.

Proof. We have to prove that if ASA satisfies the properties of undetectability
and recoverability then the construction in Figure [J] satisfies the properties of
security and correctness for Anamorphic Encryption with extension.

First of all we prove the security. Suppose that exists an adversary D that dis-
tinguishes between RealGg and AnamorphicGyx with a non-negligible advantage,
we can construct an adversary A against the ASA undetectability game. Pre-
cisely, A has access to an oracle O(-, -) that returns the output of E.Enc(pk, m;r)
if O is Opasareal Or the output of ASA.Enc(pk,skey,m,m;r) if O is Oasasub-
Let ¢ = poly(A) the number of queries made by D. The pseudocode of A
is given in Figure Now we can analyze the D’s view relative to the or-
acle that has been provided to A. The parameters (pp,td) are generated by
E.Init and the key pair (pk,sk) is generated by E.Gen, just like the two games
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RealGg and AnamorphicGpy . If A is in ASARealGg then it is using Oasareal,
so D receives a regular encryption of m ignoring m. Hence we can state that
Pr [RealGg(1*, D) = 1] = Pr [ASARealGg(1*, A) = 1]. Otherwise, if the oracle
O outputs a ciphertext using ASA.Enc, D receives an encryption of m which
allows the extraction of the message m with key dk. So we can state that
Pr [AnamorphicGax (1%, D) = 1] = Pr [ASASubGasa(1*,.4) = 1]. Hence we can
state that the view of D is perfectly simulated by A. So, if D breaks the Anamor-
phic Encryption with extension security game then also A breaks the unde-
tectability security game.

Now, all we have to do is prove the correctness. Suppose that the construction
of Figure [0 not satisfies correctness, this means that

Pr [ﬁz £ i ‘ i < AX.Dec(sk, dk, ¢), ¢ <5 AX.Enc(pk, dk, m, ﬁz)} > negl(\).
but by construction, this means that
Pr [ASA.Ext(skey,C) #im|c? ASA.Enc(pk,dk,m,ﬁl)] > negl(A).
which is against the hypothesis of ASA’s recoverability. So, if ASA satisfies the

property of recoverability then also the Anamorphic extension of Figure [J] is
correct.

A° (pp, td, pk, sk)
1: Run D(pp,td, pk, sk)

2: Whenever D makes a query, Vi € [¢] compute:
3 ¢ % O(m,m)

4: Answer to D with the ciphertext c

5

return D’s output

Fig.10. Adversary A against undetectability from adversary D against Anamorphic
Encryption with extension.

4.2 Anamorphic Encryption with extension implies ASA on PKE

Theorem 4. Let AX = (AX.Gen, AX.Enc, AX.Dec) be an anamorphic extension
which satisfies the correctness and security properties on E = (E.Init, E.Gen,

E.Enc, E.Dec) with anamorphic message space M. Then, the construction of Fig-
ure is an ASA on PKE which satisfies the undetectability and recoverability
properties on E with subliminal message space M.

The proof is analogous to that of Theorem 3] so we omit it. For completeness,
it is given in Appendix, Section [B.2]
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ASA.Gen(pk) ASA.Enc(pk, skey, m, m)

1: skey «+* AX.Gen(pk) 1: ¢ % AX.Enc(pk, skey, m, )

2: return skey 2: return c

ASA.Ext(skey, c)

1: m < AX.Dec(skey, c)

2: return m

Fig. 11. ASA built from Anamorphic Encryption with extension.
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A More on Robust ELF with Group Structure

A.1 Zhandry’s Construction

In this section we recall the elegant ELF construction presented in |Zhal6],
and later show to adapt it to satisfy Definition [9] The construction is based
on the exponential hardness of k-dLin, which implies that distinguishing rank &
matrix from rank m > k in G™" is hard. Formally, let GRP.Gen be a procedure
generating the group parameters, i.e. GRP.Gen(1*) — (G, g,p) with |G| = p and
22 < p < 2-2* Exponential k-dLin is defined as follows:

Definition 15. A cryptographic group GRP.Gen satisfies the exponential deci-
sional k-linear assumption if there exists a polynomial q(-,-) such that for any
time t and probability §, setting A =logq(t,1/9), any t-time adversary A

Adva(1Y) = |[Pr[A(G,g,9™,.... g%, g%, ... g, ¢%) = 1] —

—br [A (Gvgvg‘“,.-.,g“’“,g‘“bl,-~-,9“"b’“7g2?:1b1) - 1” <4

where (G, g,p) < GRP.Gen(1*) and a;, b;, ¢ <-* Z,. The public-coin exponential
k-dLin assumption is defined as above, up to replacing the group description
(G, g) with the random coins used in GRP.Gen(1*) to sample it.
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Given a group satisfying the above assumption, the construction for domain
[M] works as follows. Let us denote v = log M. For every i € {1,...,v} define
the parameters:

i —1 ;
N = [ - —‘, m; = logpi(Mg), ni = 2mi, (Gy,gi,p;) < GRP.Gen(1").

The procedure ELF.Gen(M, M) sets the above parameters and generates the
required groups. It then return an injective-mode function f = h, o L, o h,_1 0
...0 L o hg with

— ho : [M] — Z;* random pair-wise independent hashlﬂ

— hi : G} — Zp'}! random pair-wise independent hash.
— hy, : G — [M?3] random pair-wise independent hash.
— L; : F'" — G} defined by a random matrix g € G]""™ s.t. L;(x) = g™,

The procedure ELF.Gen(M,q) produces all intermediate functions exactly as
above with the exception of L; where i is such that 2¢ < ¢ < 2i+!. More specif-
ically, A; is sampled as a random matrix in Z;>"™# with rank at most k. Note
this implies that the image of L; has size at most |GF| = pF < 2¢ < ¢ since
p; < 2%t < 2/F and in particular [Im f| < q.

A.2 Adapting Zhandry’s Construction

The most direct approach to realize Definition [9] given the construction in
|Zhal6), is to set ep = (G, g4, pi)y— and Fep(M) as the space of function tuples
(ho, ..., hy,L1,...,L,). For this to work we need to first identify an efficiently
computable group structure Fep(M), and second, to show security holds even
when G; are chosen maliciously.

The first point is easily achieved: Given ep = (G, s, p;)%_; then L; are
uniquely defined by the matrix g4 € G}"™' which is a group with entry-
wise operations. Regarding pair-wise independent function we recall that for
any prime p, and integers n, m, the set Z™ of matrix/linear functions from Z?
to Z;" is a family of pair-wise independent hash and a group. Given that we only
require pair-wise hash whose image has size the power of a prime, we can take
h; € H; as described above, with (#;,+) a group. In conclusion

Fep(M) = (Ho x ... x Hy) x (GIV"™ x ... x Gp™ ).

Conversely, achieving security against maliciously chosen group description is
trickier. Possible directions to do so includes assuming GRP.Gen to be determin-
istic (reflecting currently deployed elliptic-curve based groups), or that expo-
nential k-dLin holds even for subverted groups. However, as our construction in
Section [3:2] already requires a random oracle, we can rely on a simpler strategy:
setting ep as a random seed so that p; = H(ep||?) are the random coins used to
generate (G, g;,p;). Note this induces a polynomial security loss.

16° An hash function h drawn from a family of functions with distribution #, for which
for all  # y in the domain of h, then the random variables h(x) and h(y) are iid.
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ELF.Setup(M)

1: Sample s <° {0,1}"°s M

2: returnep =s.

ELF.Gen(ep, M, R)

1: pi < H(epl|i)
2: (Gy,gi,pi) GRP.Gen(l/\i;pi)
3: Sample h; <%, and A; <5 Lyio™

4: if R< M:
5 Let j: 2/ < R < 29+!
6:  Sample A; ¥ Z;7"™ with rk(A;) < k

N}

return f = (ho,..., hy, g™, ..., g%")

Fig. 12. Zhandry’s ELF from k-dLin, adapted to satisfy Deﬁnition@ rk(-) denotes the
matrix rank.

Proposition 3. Under the public-coin exponential k-dLin assumption, (ELF.Setup,
ELF.Gen) in Figure is a Robust EIF with Group Structure.

Proof. The first four properties follow directly by construction. Regarding indis-
tinguishability we reduce security to that of ELF.Gen*, the ELF in |[Zhal6|. For
any polynomially bounded ¢, §, there exists a ¢ such that any M, R > g(log M)
and t-time adversary M for ELF.Gen", its advantage is smaller than 1/(¢ - 5)|E
Let A be a t-time adversary for (ELF.Setup, ELF.Gen). Without loss of generality
A(M) performs at most ¢t RO queries x4, ..., z; before returning ep (we assume
ep is the prefix of one such queries). We build a ¢ time adversary B for ELF.Gen™.
Initially B receives input (M, f*) where f* = ((p;, g™ )"_y, (hi)/—o) with p;
being the (uniformly sampled) random coins used in GRP.Gen, so that (G, g;, p;)
GRP.Gen(1*¢; p;). Next B samples a random i*, and runs A(M). When A queries
x;-, if a previous query share a log(M) bit long prefix with x;« then B aborts.
Otherwise let s € {0,1}1°6M be the prefix of z;-. B then programs H(s||i*) = p;-.

If A later returns ep # s, B aborts. Otherwise B replies to A with f =
(ho, o hy, g™ ,gA"). Finally, when A returns a bit b, so does B.

Since A has no information on ¢*, it follows that up to probability 1/¢, ep is
a prefix of x;«, with ¢* being the smallest such index. In this case B perfectly
simulates the ELF indistinguishability game to A, thus 1/(¢t6) > Adv(B) =
(1/t) - Adv(A), which implies Adv(A) < 1/4.

7 Given t and § for (ELF.Setup, ELF.Gen) we are calibrating ELF.Gen* to be indistin-
guishable against ¢-time adversaries with advantage at most 1/(¢ - ).
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B Postponed proofs

B.1 Public Parameters: Small decryption error

Proof of Claim[1l The argument is proven through a sequence of hybrids, with
the first one returning (pp, m;‘) as A would compute it. These are shown to be
almost indistinguishable for any pl—timﬁ distinguisher. Hence this holds for
D* which on input (pp,m}) computes (apk, ask) 3% AT.Gen(pp), encrypts ¢ «°
AT .Enc(apk,dk,m},0) and returns 1 if AT.Dec(dk,c) = 0. Note by construction
D* is pi-time. Such procedure will be shown to return 0 with high probability
in the last hybrid. The same then holds with (pp,m}) chosen by .A. The hybrids

are defined as follows.

Ho: Initially sample (pp,td) % E.Init(1?), with td = (m})?_,, choose the small-
est j such that 27 > g()), set m = mj and return (pp,m).

Hq: As Hg but set f; «+® ELF.Gen(2",2").

Ha: As H; but hard-code k7 = PRF.Puncture(k1, ¢(m])) in C instead of ;.

Hs: As Hz but compute f; = ELF.Gen(2",2#; PRF.Eval(k1, ¢(m]))).
Hs: As Hs but hard-code k; in C instead of k7.

Hs: As Hy but hard-code z; =1 and f; =1 in C.

Hg: As Hs but return (pp,m) with m <% M.

We show any p;-time distinguisher tells Hy from H; with advantage é,
while the remaining hybrids are computationally indistinguishable. Setting D*
as above, correctness on average implies that in Hg it returns 0 (i.e. ¢ ¢ Ip) with
overwhelming probability. Thus in Ho, Pr[c ¢ Ip] < o + negl(\).

From Hy to Hy. We describe a p-time B, where p = p; + p2, breaking ELF
security for range 27 > ¢()\). Initially B(f) runs E.Init in time =~ p; to generate
(pp,m}), up to setting f; = f. Then it runs D(pp,m}) in time pz and returns
its output. By inspection B perfectly emulates Hy or H; respectively when f is
generated as ELF.Gen(2#,27) or as ELF.Gen(2#,2#). By ELF security, and our
choice of parameters, Adv(D) = Adv(B) < gx.

H; = Hs. Up to negligible probability let us assume ¢ is injective. Then in H;
the obfuscated circuit C' never evaluates k; on input qﬁ(m;) since for any m
either m # mj implies ¢(m) # ¢(m}) or m = m} and in particular F'(m) = z;
by construction. Indistinguishability thus follows from the security of iO.

Hy =~ Hs. We reduce any distinguisher D to B against the punctured PRF
pseudorandomness. Initially B samples ¢ and m} as in Hp, sends ¢(m]*) to its
challenger and obtain kf,r. It then uses r to set f; <— ELF.Gen(2*,2#;r) and
computes the remaining parameters as in Hs to get pp. Finally it returns the same
bit as D(pp, m;‘) When r is random B simulates Hy perfectly. Conversely, when
r = PRF.Eval(ky, ¢(m})), it perfectly simulates Hz. Thus Adv(D) = Adv(B) =
negl(}).

'8 where we defied p1 as a bound on the execution time of (AT.Gen, AT.Enc, AT.Dec).
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Hs ~ H4. Follows from iO security as replacing k7 and k; maintains the circuits
functionally equivalent.

Hy ~ Hs. Setting z; =1, on input mj we have F(m}) # z; and for any
i # j also F(m}) # z; since F' is injective and m; # mj by construction.
Therefore in Hs on input mj the obfuscated circuit evaluates to (f,h) with
f = ELF.Gen(2",2"; PRF.Eval(k1, #(m}))), which equals f; as computed in Hg.
Note moreover that in Hs, the circuit does not depend on f;. Hence the circuits in
the two hybrids are functionally equivalent and indistinguishability follow from
iO security.

Hs =~ Hg. Indistinguishability holds statistically. Indeed in Hs the public param-
eters pp contains no information on m; besides that m} # m;. Thus conditioning
on pp = pp* for any pp* we have that mj is uniform over M \ {m;};.;. In Hg
instead m is uniform over M even conditioning on pp = pp*. As we assumed

M| = 02(2%), it follows that

A((pp,m}), (pp,m)) < (A=1)-[M[~" = negl()).

B.2 Anamorphic Encryption with extension implies ASA on PKE

Proof of Theorem[} We have to prove that if AX satisfies the correctness and
security properties for AE with extension then the ASA construction in Fig-
ure satisfies the undetectability and recoverability properties. Firstly, we
prove the undetectability property. Suppose that exists an adversary D that
distinguishes between ASARealGg(1*,D) and ASASubGasa(1*,D) with a non-
negligible advantage, we can construct an adversary A against the Anamorphic
Extension security. In particular, the adversary A has access to an oracle O(-,-)
that returns the output of E.Enc(pk,m;r) if the oracle is Oy or the output
of AX.Enc(pk,dk, m,m;r) if O is Oznam. Let ¢ = poly(A) the number of oracle
queries made by D. The pseudocode of A is essentially the same as the one pro-
posed in the proof of the Theorem [3] that it is given in Figure [I0] Now we can
analyze the D’s view relative to the oracle that has been provided to A. The
parameters (pp,td) are generated by E.Init and the key pair (pk, sk) is generated
by E.Gen, just like the two games ASARealGg and ASASubGasa. If A is in RealGg
then it is using O\eal, S0 D receives a regular encryption of m ignoring m. Hence
we can state that Pr [ASARealGg(1*,D) = 1] = Pr [RealGg(1*, A) = 1]. Other-
wise, if the oracle O outputs a ciphertext using AX.Enc, D receives an encryption
of m which allows the decryption of the message m with key skey. So we can state
that Pr [ASASubGasa(1*, D) = 1] = Pr [AnamorphicGax(1*,.A) = 1]. Hence we
can state that the view of D is perfectly simulated by A. So, if D breaks the ASA
undetectability game then also A breaks the Anamorphic Extension security.

Now, all we have to do is prove the recoverability. Suppose that the construc-
tion of Figure [T1] not satisfies recoverability, this means that

Pr [ﬁl £m ’ m < ASA.Ext(sk, skey, ¢), ¢ T ASA .Enc(skey, pk,m, m)| > negl()).
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but by construction, this means that
Pr [AX.Dec(skey,c) £ i | ¢ <% AX.Enc(pk, skey, m, )] > negl(\).
which is against the hypothesis of Anamorphic Extension correctness. So, if AX

satisfies the property of correctness then also the ASA construction of Figure [J]
satisfies the recoverability property.
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