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Abstract. In 2011, Lu introduced the impossible boomerang attack at DCC. This
powerful cryptanalysis technique combines the strengths of the impossible differential
and boomerang attacks, thereby inheriting the advantages of both cryptographic
techniques. In this paper, we propose a holistic framework comprising two generic
and effective algorithms and a MILP-based model to search for the optimal impossible
boomerang attack systematically. The first algorithm incorporates any key guessing
strategy, while the second integrates the meet-in-the-middle (MITM) attack into
the key recovery process. Our framework is highly flexible, accommodating any set
of attack parameters and returning the optimal attack complexity. When applying
our framework to Deoxys-BC-256, Deoxys-BC-384, Joltik-BC-128, Joltik-BC-192,
and SKINNYe v2, we achieve several significant improvements. We achieve the first
11-round impossible boomerang attacks on Deoxys-BC-256 and Joltik-BC-128. For
SKINNYe v2, we achieve the first 33-round impossible boomerang attack, then using
the MITM approach in the key recovery attack, the time complexity is significantly
reduced. Additionally, for the 14-round Deoxys-BC-384 and Joltik-BC-192, the time
complexity of the impossible boomerang attack is reduced by factors exceeding 227

and 212, respectively.
Keywords: Impossible boomerang · Guessing strategy · Meet-in-the-Middle ·
Deoxys-BC · Joltik-BC · SKINNYe v2

1 Introduction
Over the past three decades, researchers have devoted considerable effort to developing
methods that efficiently and accurately evaluate the security of block ciphers. In 1990,
Biham and Shamir introduced the differential attack [BS91], a method that tracks the
propagation of differences between input pairs and their corresponding outputs. Since
then, numerous variants and extensions of the differential attack have been proposed.

Finding a long differential trail with high probability has been one of the long-standing
challenges in differential cryptanalysis. To address this, Wagner introduced the boomerang
attack [Wag99], an extension of differential cryptanalysis that combines two shorter
differential trails with high probabilities to construct a longer one. The boomerang attack
relies on adaptive chosen plaintexts or adaptive chosen ciphertexts. Subsequently, Kelsey
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et al. proposed the amplified boomerang attack [KKS00], a chosen-plaintext variant of
the boomerang attack. The following year, Biham et al. further improved the amplified
boomerang attack and introduced the rectangle attack [BDK01]. Since the two differential
trails in a boomerang distinguisher are not independent, specific tools have been developed
to address the dependency in the middle rounds. Including the Boomerang Connectivity
Table (BCT)[HBS21], the Double Boomerang Connectivity Table (DBCT) [HBS21] and
DBCT∗ [WSW+24]. among others.

The impossible differential (ID) attack [BBS99a] is another variant of the differential
attack, focusing on cases where the differential trail is of probability 0. To identify
such trails, Biham et al. introduced the miss-in-the-middle technique [BBS99b]. This
method determines two differentials that propagate through the cipher in forward and
backward directions but conflict when they meet in the middle. This approach, which
identifies contradictions in the middle rounds, has become a crucial technique in impossible
differential cryptanalysis. Subsequently, Kim et al. proposed the U-method [KHS+03],
systematically identifying contradictions by analyzing cipher characteristics to detect
impossible differential trails. With the rise of automated cryptanalysis technology, Mixed-
Integer Linear Programming (MILP) has been used to search distinguishers [MWGP11].
In 2017, Sasaki et al. [ST17] introduced a method to search for the longest ID trail by
identifying INFEASIBLE solutions within a MILP model, offering a computationally efficient
approach to impossible differential trail detection.

Building on the concepts of impossible differential cryptanalysis and the boomerang
attack, Lu introduced the notion of the impossible boomerang (IB) attack [Lu08, Lu11].
Similar to the structure of the boomerang distinguisher, the impossible boomerang dis-
tinguisher employs two (or more) differentials for the upper and lower trails, respectively.
However, these differentials propagate with a probability of 1 toward the middle in opposite
directions. The miss-in-the-middle technique is then used to identify impossible cases,
specifically when the addition of the differences from the two directions does not equal
zero, indicating a contradiction in the propagation.

Research on the IB attack has seen little progress in the past decade. However, in 2024,
Zhang et al. [ZWT24] and Bonnetain et al. [BCL+24] independently proposed new methods
to search for impossible boomerang distinguishers. Specifically, their approaches use BCT
to construct contradictions in the middle of IB distinguisher and model the distinguisher
using Mixed-Integer Quadratic Constrained Programming (MIQCP) and Satisfiability
Modulo Theories (SMT). In addition, they introduced two key recovery algorithms for
IB attacks: the key recovery algorithm with an impossible differential style and the key
recovery algorithm with a boomerang style. Using these new methods, they presented the
novel cryptanalysis of Deoxys-BC, Joltik-BC, SKINNY, SKINNYee, and Simon.

Motivations. To mount a key recovery attack for a given IB distinguisher, the impossible
differential style method does not involve guessing any key bits before generating any
quartets. In contrast, the boomerang-style method requires guessing all the key bits in
the extended backward part prior to constructing the quartets. The research on rectangle
key recovery attack [YSZ+24] has revealed that the key guessing strategy significantly
impacts the time complexity. Moreover, the key guessing strategy that results in the
optimal time complexity can differ depending on specific circumstances. Considering this,
the authors of [YSZ+24] put forward a key recovery algorithm for the rectangle attack,
which is capable of accommodating any possible key guessing strategy. This work has
inspired us to explore a corresponding algorithm for the IB attack.

In 2023, Boura et al. proposed the differential meet-in-the-middle (MITM) at-
tack [BDD+23]. In this attack, the key is recovered using an MITM approach. Subse-
quently, the MITM technique has also demonstrated its efficiency in truncated differential
attacks [AKM+24] and rectangle attacks [SLY+24a] when the target cipher is equipped
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with a relatively long key. Thus, combining the MITM technique with the IB attack is
also a worthwhile work.

The consensus is well-recognized that the optimal attack is not always based on the
best distinguisher. This observation leads to the natural intuition that the distinguisher
and the key recovery attack should be searched simultaneously, which was not considered
in the previous works on the IB attack.

Contributions. In this paper, we conduct an in-depth exploration of the IB attack,
aiming at enhancing the efficiency of key recovery attacks founded on IB distinguishers. We
propose a holistic framework for the IB attack, which consists of the following components.

• Two generic key recovery algorithms.

– Algorithm 1 is a counterpart of the one proposed in [YSZ+24]. This algorithm
allows any possible key guessing strategy. As a result, it encompasses the two
previous key recovery methods and provides new possibilities for improving the
IB key recovery attack. Due to the essential similarity between the IB attack
and the rectangle attack, such a counterpart algorithm is straightforward yet
non-trivial.

– Algorithm 2 recovers the key in an MITM manner, which is very different from
the classical key recovery algorithms.

• A MILP-based model for searching efficient IB attacks. This model treats the IB
distinguisher and the extended parts as a whole, searching for the best IB attack
by finding the most appropriate distinguisher and the key recovery parameters
simultaneously. Particularly, it incorporates the new generic key recovery algo-
rithms. To optimize the attack, the model permits tweakey cancellations and allows
contradictions to be adjusted without compromising consistency.

To demonstrate the efficiency of the new IB framework, we apply it to the block ciphers
Deoxys-BC, Joltik-BC, and SKINNYe v2. The results and the comparison with previous
works are listed in Tab. 1.

• For Deoxys-BC-256 and Joltik-BC-128, we provide improved 10-round IB attacks
by applying Algorithm 1 to an existing IB distinguisher. This application confirms
the advantage of our new key recovery algorithm over previous ones. Further, we
search for better IB attacks using our model and obtain the first 11-round IB attack
on Deoxys-BC-256 and Joltik-BC-128.

• For Deoxys-BC-384 and Joltik-BC-192, we significantly reduce the time complexity
of the 14-round IB attack by a factor of more than 227 and 212, respectively.

• For SKINNYe v2, we achieve an IB attack on 33 rounds, using both key recovery
algorithms. Note that, Algorithm 2 outperforms Algorithm 1 in this case.

The source code of our model is avaliable at: https://github.com/Icsnow/IB_mod
els.

Organization. The rest of the paper is organized as follows. In Sec. 2, we review
the definitions of the boomerang and impossible boomerang attacks and introduce the
notations used throughout this paper; Two key recovery algorithms for the IB attack are
introduced in Sec. 3; In Sec. 4, we describe the model for searching efficient IB attacks;
Sec. 5 presents applications of the new framework to three block ciphers, followed by a
discussion in Sec. 6. We conclude this paper in Sec. 7.

https://github.com/Icsnow/IB_models
https://github.com/Icsnow/IB_models
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Table 1: Summary of the cryptanalytic results in the related-tweakey scenario.
Rect, BA, and MITM represent the rectangle attack, boomerang attack, and
meet-in-the-middle attack, respectively. "K. size" and "T. size" denote the key
and tweak sizes. The unit of time complexity in our attack is expressed as
encryption (memory accesses).

Cipher Att.‡ #R K. size T. size† Time Data Memory Ref.

Deoxys-BC-256

ID 10 > 173 < 83 2173 2135 − [ZDW19]
IB 10 > 186 < 70 2186.66 2132.8 2181.6 [ZWT24]
IB 10 > 154 < 102 2157.9 (2159.8) 2136.2 2232 Sec. 5.1.2
IB 11 > 237 < 19 2237.5 (2237.4) 2133.8 2152 Sec. 5.1.3

Rect 11 > 222 < 34 2222.49 2126.78 2128 [SZY+22]

Deoxys-BC-384

IB 13 = 256 = 128 2243.5 2133.3 2192 [ZWT24]
IB 13 = 256 = 128 2224 (2230.8) 2136.8 2352 Sec. B.1
IB 14 > 368 < 16 2368 2130.9 2320 [ZWT24]
IB 14 > 338 < 46 2340.88 (2342.7) 2135.1 2176 Sec. B.2
BA 14 > 278 < 106 2278.8 2129 2129 [BL23]

Rect 15 > 371 < 13 2371.7 2115.7 2128 [SYC+24]

Joltik-BC-128

ID 10 > 109 < 19 2109.5 271 2104 [ZD19]
IB 10 > 93 < 35 293.8 268.3 292.6 [ZWT24]
IB 10 > 81 < 47 281.18 (283) 271.5 2116 Sec. C.2
IB 11 > 120 < 8 2121.3 (2120.1) 268.5 276 Sec. C.3

Joltik-BC-192

MITM 11 = 128 = 64 2114 253 2123 [LC21]
IB 13 = 128 = 64 2122.1 268.9 296 [ZWT24]
IB 13 = 128 = 64 2109.2 (2111.48) 271.9 2152 Sec. C.4
IB 14 > 183 < 9 2183.65 266.95 296 [ZWT24]
IB 14 > 169 < 23 2171.4 (2173.7) 268.05 288 Sec. C.5

SKINNYe v2

ID 31 > 251 < 5 2251.14 263 2110 [HGSE24]
IBM 33 > 232 < 24 2232 (2233) 270 2232 Sec. 5.2.2
IB 33 > 249 < 7 2249.46 (2228.5) 268.25 2160 Sec. D

Rect 37 > 240 < 26 2240.03 262.8 262.8 [QDW+22]
Rect 38 > 250 < 16 2251.07 265.4 2254.8 [SLY+24b]

† The IB attacks and ID attacks in this table are beyond full-codebook attacks (refer to Sec. 6), which
utilize tweaks to satisfy the required amount of data and have a tighter bound on time complexity.

‡ The number of related tweakey used in ID and MITM attacks is 2, while 4 in other attacks.

2 Preliminary

2.1 Boomerang Attack

The boomerang attack, introduced by Wagner in 1999 [Wag99], partitions the target cipher
into two sub-ciphers, denoted as E = E1 ◦ E0. As an extension of the differential attack,
the boomerang attack connects two shorter differential trails, achieving a higher overall
probability than a single long one. Consequently, it achieves many efficient cryptanalysis
results on block ciphers.

The boomerang attack is illustrated in Fig. 1 (left). Consider two differential trails,
α→ β and γ → δ, existing with probability p and q in sub-ciphers E0 and E1 respectively.
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The overall probability of the boomerang attack is given by:

Pr
[
E−1 (E(x)⊕ δ)⊕ E−1 (E(x⊕ α)⊕ δ) = α

]
= p2q2.

Figure 1: The boomerang attack (left) and the sandwich attack (right)

• Sandwich Attack
To rigorously estimate the probability of a boomerang attack in scenarios where the

two differentials exhibit dependency, Dunkelman et al. [DKS10] introduced the concept
of the sandwich attack. As illustrated in Fig. 1 (right), the block cipher E is treated as
E = E1 ◦ Em ◦ E0, where Em represents the middle part of the cipher. The probability of
the boomerang attack is then estimated as p2q2r, where r is the exact probability for the
middle part.
• Boomerang Connectivity Table

In 2018, Cid et al. proposed an efficient tool known as the boomerang connectivity
table (BCT) [CHP+18] to evaluate r in sandwich attack in an easy-and-understand way.
Using BCT, various properties of the Sbox layer can be detected, including ladder switch,
Sbox switch, and incompatibility. Assuming Em consists of a single Sbox layer, the
probability of the difference propagating through Em is:

Pr
β→γ

= #{x ∈ {0, 1}n|S−1(S(x)⊕ γ)⊕ S−1(S(x⊕ β)⊕ γ) = β}
2n

(1)

2.2 Impossible Boomerang Attack
The impossible boomerang attack combines the principles of the impossible differential
attack and the boomerang attack. First introduced by Lu [Lu08, Lu11], this approach
transforms the traditional boomerang attack into an impossible scenario, leveraging the
incompatibility of differential trails to enhance its effectiveness.

Definition 1. [Lu11] Given a block cipher EK : {0, 1}n × {0, 1}k → {0, 1}n, where K is
the key, its impossible boomerang distinguisher, denoted as (β, β′) ↛ (γ, γ′) holds when
the quartet (β, β′, γ, γ′) satisfies the following condition:

Pr[E−1
K (EK(X)⊕ γ)⊕ E−1

K (EK(X ⊕ β)⊕ γ′) = β′] = 0.

Efficient Construction of IB Distinguishers. In recent years, the impossible boomerang
distinguisher has been constructed using various tables associated with the boomerang
attack, such as the BCT, DBCT and DBCT∗. An incompatibility entry in these tables di-
rectly corresponds to an impossible boomerang distinguisher. In other words, a boomerang
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α′

rb

Eb

α

dimα

Ed

β

dimβ

Ef

β′

rf

kb (|kb| = mb)︸︷︷︸

kf
(

|kf | = mf

)

︸︷︷︸

Figure 2: Outline of the impossible boomerang key recovery attack

distinguisher is transformed as impossible when incompatible cases are identified within
these tables. This paper focuses on identifying impossible boomerang attacks using the
BCT. Specifically, for a given difference, the objective is to detect contradictions where
β ̸→ γ, i.e., Prβ→γ = 0. Furthermore, the methodology proposed in this paper can be
readily adapted to impossible boomerang attacks based on alternative approaches to iden-
tifying contradictions. These include identifying contradictions using the DBCT method
as described in [ZWT24, BL24], the DBCT∗ method in [BCL+24], and generalization
methods in [HFJ+24].

2.3 Notations
Before diving into the core of our work, we first define the necessary notation. These
notations are inherited from previous works [SZY+22, ZWT24, BCL+24] with adaptations
for the impossible boomerang attack. As shown in Fig. 2, we regard the block cipher as
Ef ◦ Ed ◦ Eb. The impossible boomerang distinguisher of Ed takes the differential trail
α ↛ β. The differential propagation in Eb (resp. Ef ) is represented as α′ ← α (resp.
β → β′). We denote the dimension of α and β as dimα and dimβ . Let rb be the space
dimension where α′ traversed, and rf denotes the dimension of the space where β′ spanned.
Thus we define cb and cf be the number of conditions that should be satisfied for α′ → α
and β ← β′, thus cb = rb − dimα, cf = rf − dimβ . Let kb be the subset of subkey bits
employed in Eb that affect the propagation α′ → α. Similarly, let kf be the subset of
subkey bits used in Ef that affect the propagation β′ ← β. Then, let |kb| = mb and
|kf | = mf represent the number of bits in kb and kf .

To clearly describe the framework, the pre-guessed subkeys in Eb and Ef are denoted
as k′

b and k′
f , respectively. Thus, |k′

b| = m′
b and |k′

f | = m′
f . Since the involved subkeys

have already been pre-guessed, the propagation of differentials α′ → α and β ← β′ can be
partially determined. Let c′

b and c′
f represent the conditions that can be determined in Eb

and Ef based on the pre-guessed subkeys.

3 Generic Key Recovery Algorithms
The data complexity of the IB attack determines the average information that can be
extracted for the key and is irrelevant to the procedures the key recovery algorithm will
take. Thus, we first analyze the data complexity and then present the two new key recovery
algorithms.
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Data Complexity. Suppose we collect y ≥ 1 structures of 2rb plaintexts under four
related keys, resulting in a total data collection of Dc = 4 · y · 2rb plaintexts. From these
plaintexts, P = y·22rb pairs can be constructed for a pair of keys andQ = D2·22rb+2rf −2n =
y2 · 24rb · 22(rf −n) quartets can be obtained, where rf −n denotes the determined condition
on the ciphertext side. For a given key, the probability of a quartet satisfying the specified
difference on both the plaintext and ciphertext sides is 2−2(cb+cf ). Let x denote the number
of bits of key information expected to be extracted. The probability of a subkey surviving
is 2−x. Then, we get exp (−x ln 2) = 2−x = (1 − 2−2(cb+cf ))Q ≈ exp

(
−Q · 2−2(cb+cf )).

Thus, the relationship between the number of generated quartets, Q, and the number of
subkey bits requiring exhaustive search, 2K−x, can be explicitly determined. Specifically,
we have:

Q = x ln 2 · 22(cb+cf ).

Let z = log2(x ln 2) for brevity. Then, the number of chosen plaintexts, i.e., the data
complexity of our algorithm, and generated quartets can be expressed as

Dc = 4y · 2rb = 2cb+cf −rb−rf +n+ z
2 +2,

Q = y2 · 24rb · 22(rf −n) = 22(cb+cf )+z.
(2)

When the number of structures used is less than 1, which means a partial structure
is employed, the amount of chosen plaintexts is 4 · D′. Therefore, we can construct
P = D′2 · 2rf −n pairs and generate D′4 · 22(rf −n) quartets. Following the same reason
explained above, we get D′ = 2

cb+cf −rf +n

2 + z
4 +2. Thus the data complexity is

Dc = 4 · D′ = 2
cb+cf −rf +n

2 + z
4 +2. (3)

Formulas (2,3) show that Dc and Q depend on parameters rb, rf and cb, cf , while the
time complexity relies on Q as well as on kb, kf . This means Dc and Q are affected by the
extensions in the outer rounds. However, in the previous IB attacks, the IB distinguisher
was searched first, and then a key recovery attack was mounted. This motivates us to
treat the IB distinguisher and the extension in the outer rounds as a whole in order to
achieve global optimality.

3.1 Algorithm 1: Supporting Any Key Guessing Strategy
This subsection presents a generic and efficient algorithm for the IB key recovery attack
that supports any key guessing strategy. Since the IB attack under the related-key setting
is more relevant to concrete applications, our algorithm is given under such a setting,
assuming the target cipher has a linear key schedule. Note that the algorithm in the
single-key setting is similar.

3.1.1 Description of the Algorithm

Given an IB distinguisher and the number of extended rounds, parameters like rb, rf , kb, kf , cb

and cf can be derived directly. Suppose k′
b, k′

f are guessed before generating quartets
where 0 ≤ |k′

b| ≤ |kb| and 0 ≤ |k′
f | ≤ |kf |. As in rectangle attacks, pairs of messages should

be constructed before generating quartets. Whether plaintext pairs are constructed or
ciphertext pairs are constructed depends on the number of filters that can be used under
k′

b, k′
f so as to discard useless pairs as early as possible. Our algorithm proceeds as follows.

1. Collect y structures of 2rb plaintexts each. Query the corresponding ciphertexts
under four related keys K1, K2, K3 and K4, and store them in list Li, i = 1, 2, 3, 4,
respectively. The data complexity is Dc = 4 · D = 4 · y · 2rb .
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2. Guess (m′
b +m′

f )-bit subkeys k′
b and k′

f of K1. Then (m′
b +m′

f )-bit subkeys of K2, K3
and K4 can be derived according to the key differences of the IB distinguisher.

(a) For (Pi, Ci) ∈ Li, partially encrypt Pi and partially decrypt Ci under guessed key
bits of Ki, i ∈ {1, 2, 3, 4}. Suppose c′

b and c′
f bit conditions of the differential of

the extended part can be determined under the guessed key. Let P ∗
i = E(k′

b
)i

(Pi)
and C∗

i = D(k′
f

)i
(Ci) for i = 1, 2, 3, 4.

(b) Let µ = n− log2(D). If (rb−c′
b) ≤ (rf −c′

f )−µ, this indicates that constructing
pair in Eb is more advantageous. In this case, proceed to step [i] to construct
pairs in Eb. Otherwise, proceed to step [iii] to construct pairs in Ef .
[i] Insert all (P ∗

1 , C∗
1 ) obtained in step (a) into a hash table indexed by the

(rb − c′
b)-bit conditions. Then, use (P ∗

2 , C∗
2 ) to find matches in the hash

table and construct pairs (P ∗
1 , C∗

1 , P ∗
2 , C∗

2 ) and store them in H1 , where P ∗
1

and P ∗
2 have difference only in (rb−c′

b) bits. Repeat the same procedure for
P ∗

3 and P ∗
4 to generate hash table H2, which stores pairs (P ∗

3 , C∗
3 , P ∗

4 , C∗
4 ).

Thus, the number of pairs in both hash tables is:

Pb = D · 2rb−c′
b = y · 22rb−c′

b .

[ii] Sort the constructed pairs in H1 based on the (n−rf +c′
f )-bit conditions of

C∗
1 and C∗

2 each. There are Pb/22(n−rf +c′
f ) items for each of the 22(n−rf +c′

f )

indexes. Then, use C∗
3 and C∗

4 in H2 to find matches that meet the
2(n− rf − c′

f )-bit conditions. Each match corresponds to a quartet that
satisfies the IB distinguisher.

[iii] Insert all (P ∗
1 , C∗

1 ) pairs obtained in step (a) into a hash table indexed by
the (n − rb + c′

b)-bit conditions. Then, use (P ∗
3 , C∗

3 ) to find matches in
the hash table and construct pairs (P ∗

1 , C∗
1 , P ∗

3 , C∗
3 ) and store them in H1,

where P ∗
1 and P ∗

3 have difference only in (n − rb + c′
b) bits. Repeat the

same procedure for P ∗
2 and P ∗

4 to generate hash table H2, which stores
pairs (P ∗

2 , C∗
2 , P ∗

4 , C∗
4 ). Thus in each hash table, the amount of pairs is:

Pf = D2 · 2rf −c′
f −n = y2 · 22rb+rf −c′

f −n

[iv] Sort the constructed pairs in H1 based on the (n− rb + c′
b)-bit conditions

of P ∗
1 and P ∗

3 . There are at most Pf /22(n−rb+c′
b−µ) items for each of the

22(n−rb+c′
b) indexes. Then, use P ∗

2 and P ∗
4 of pairs in H2 to find matches

that meet the 2(n− rb + c′
b)-bit conditions. Each match corresponds to a

quartet.
(⋆) Whatever we proceed steps [i]–[ii] or step [iii]–[iv], the number of quartets is

the same as below.

Q = 2 ·
(

Pb

2
2(n−rf +c′

f
)

2

)
· 22(n−rf +c′

f ) = 2 ·
(

Pf

22(n−rb+c′
b

−µ)

2

)
· 22(n−rb+c′

b−µ)

= y2 · 24rb+2rf −2c′
b−2c′

f −2n = D2
c · 22rb+2rf −2c′

b−2c′
f −2n−2.

(c) If m′
b < mb or m′

f < mf , then process the quartets to extract the remaining
information of kb, kf . Discard these key candidates that lead to the distinguisher.

(d) Exhaustive search for the right master key among the undiscarded keys.

3.1.2 Complexities

The data complexity is given in Eq. (2) and Eq. (3). In the following, we will analyze the
time and memory complexities in detail.
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Time Complexity. In our framework, the time complexity is composed of 5 parts: (1)
data collection, denoted as T0; (2) partial encryption and partial decryption, denoted as
T1; (3) pair construction, denoted as T2; (4) quartets generation and processing, denote as
T 1

3 and T 2
3 , respectively; and (5) exhaustive searching, denote as T4. A detailed analysis

of each component is provided below.

(1) Data collection. To collect data for four related keys, we have:

T0 = Dc = 4 · D. (4)

Since Dc = y ·2rb+2 = 2cb+cf −rb−rf +n+ z
2 , where z can be carefully selected to achieve

the best trade-off for overall time complexity, reducing the data complexity is possible
to some extent.

(2) Partial encryption and partial decryption. The time complexity for partially
encrypting plaintexts using m′

b-bit k′
b and partially decrypting ciphertexts using

m′
f -bit k′

f is given by:
T1 = 2m′

b+m′
f · 4 · D. (5)

(3) Pair construction. With the guessed k′
b and k′

f , pairs can be constructed in Eb or
Ef . The time complexity for this process is:

T2 = 2m′
b+m′

f · D ·min{2rb−c′
b ,D · 2rf −c′

f −n} · 2. (6)

(4) Quartet generation and processing. In this step, we need to generate quartets
and detect subkey bits to be discarded. The time complexity for generating interme-
diate quartets is T 1

3 . Subsequently, we process them and extract all the 2mb+mf +z

cases for kb, kf to be discarded. The corresponding time complexity is denoted as
T 2

3 .
T 1

3 = 2m′
b+m′

f −2c′
b−2c′

f · Q,

T 2
3 = 22cb+2cf +z · 2mb+mf −2cb−2cf · ϵ = 2mb+mf +z · ϵ,

(7)

where ϵ ≥ 1 depends on the concrete situation.
(5) Exhaustive searching. From the surviving candidates of kb, kf and the remaining
K −mb −mf key bits, determine the correct master key.

T4 = 2K−x. (8)

Then the overall time complexity is

Tc = T0 + T1 + T2 + T 1
3 + T 2

3 + T4 (9)

Memory Complexity. The memory is required to store the chosen plaintexts/cipher-
texts, pairs, quartets, and discarded subkeys. Then, the memory complexity is given
by:

Mc = max{4 · D, 2 · D ·min{2rb−c′
b ,D · 2rf −c′

f −n},Q · 2−2(c′
b+c′

f ), 2K−(m′
b+m′

f )}. (10)

Remark. Algorithm 1 allows guessing any number of key bits, as illustrated in Fig. 3.
It covers the two previous algorithms and offers new possibilities for improving the IB
attack. This can be confirmed by the above analysis of complexity. The pre-guessed keys
in the extensions significantly affect the time complexities, and thus, the best key guessing
strategy does not necessarily fall in the previous two cases. To minimize the overall time
complexity, the trade-off for all components of time complexity by selecting an appropriate
key guessing strategy is essential.
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Impossible differential style

Boomerang style

Our algorithm

Figure 3: The number of guessed key bits in different IB key recovery algorithms

3.2 Algorithm 2: Using the MITM Technique
This subsection presents the generic impossible boomerang MITM (IBM) key recovery
algorithm. The setting is the same as before. Namely, an IB distinguisher and the number
of extended rounds around the distinguisher are given. We also target the related-key
setting and assume the block cipher has a linear key schedule.

3.2.1 Description of the Algorithm

Like the rectangle attack that exploits the MITM technique, quartets are generated
separately for the plaintexts and the ciphertexts and then matched. This algorithm takes
the pre-guessed key bits k′

b, k′
f as input. Note that the size of them, m′

b, m′
f , should be

greater than 0. Otherwise, it degrades to Algorihtm 1. The algorithm is given as below.

1. Collect y structures of 2rb plaintexts each. Query the corresponding ciphertexts
under four related keys K1, K2, K3 and K4, and store them in list Li, i = 1, 2, 3, 4,
respectively. The data complexity is Dc = 4 · D = 4 · y · 2rb .

2. Guess m′
b-bit subkeys k′

b of K1. Then m′
b-bit subkeys of K2, K3 and K4 can be

derived according to the key differences of the IB distinguisher.

(a) Partially encrypt Pi to get P ∗
i = E(k′

b
)i

(Pi), where i ∈ {1, 2, 3, 4}. Suppose c′
b

bit conditions of the differential of the extended part can be determined under
the guessed key.

(b) Construct pairs (P ∗
1 , C1, P ∗

2 , C2) using the rb − c′
b fixed difference of P ∗

1 and P ∗
2

via a hash table. The number of pairs that can be generated is D · 2rb−c′
b . Do

the same for plaintexts under L3, L4.
(c) From the two sets of D · 2rb−c′

b plaintext pairs, construct D2 · 22rb−2c′
b quartets

and store them in a hash table H.

3. Guess m′
f -bit subkeys k′

f of K1. Then m′
f -bit subkeys of K2, K3 and K4 can be

derived according to the key differences of the IB distinguisher.

(a) Partially decrypt Ci to get C∗
i = D(k′

f
)i

(Ci), where i ∈ {1, 2, 3, 4}. Suppose c′
f

bit conditions of the differential of the extended part can be determined under
the guessed key.

(b) Construct pairs (P1, C∗
1 , P3, C∗

3 ) using the rf − c′
f fixed difference of C∗

1 and C∗
3

via a hash table. The number of pairs that can be generated is D2 · 2rf −c′
f −n.

Do the same for ciphertexts in L2, L4.
(c) From the two sets of D2 · 2rf −c′

f −n ciphertext pairs, construct D4 · 22rf −2c′
f −2n

quartets.
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4. Match the quartets obtained in Step 3(c) with the quartets in the hash table H and
2m′

b+m′
f −2c′

b−2c′
f · Q quartets will be matched.

5. If m′
b < mb or m′

f < mf , then process the quartets to extract the remaining
information of kb, kf . Discard these key candidates that lead to the distinguisher.

6. Exhaustive search for the right master key among the undiscarded keys.

3.2.2 Compelxities

The data complexity is still Dc = 4 · D and thus the time complexity for collecting
data is still T0 = Dc. The time complexity for partial encryption and decryption is
T1 = (2m′

b + 2m′
f ) · D · 4; it takes T2 = 2m′

b · D · 2rb−c′
b+1 + 2m′

f · D2 · 2rf −c′
f −n+1 times

of memory accesses to generate pairs; generating quartets for on two sides takes T 1
3 =

2m′
b · D2 · 22rb−2c′

b + 2m′
f · D4 · 22rf −2c′

f −2n · y−2 times memory accesses, where y−2 is
the probability of both pairs falling in the same structure; identifying the 2mb+mf +z key
candidates to be discarded takes T 2

3 = 2mb+mf +z ·ϵ, where ϵ depends on concrete situations.
Finally, the time complexity of the exhaustive search is T4 = 2K−x. The overall time
complexity is Tc = T0 + T1 + T2 + T 1

3 + T 2
3 + T4. The memory complexity is given by

Mc = max{4 ·D, min{2m′
b ·D ·2rb−c′

b+1, 2m′
f ·D2 ·2rf −c′

f −n+1}, min{2m′
b ·D2 ·22rb−2c′

b , 2m′
f ·

D4 · 22rf −2c′
f −2n · y−2}, 2K−m′

b−m′
f }. Note that this algorithm is more effective when the

ratio of the key size over the block size is large, which is the inherent limitation of the
differential MITM attack.

4 MILP Model for the Holistic Impossible Boomerang
Attack

This section presents a Mixed-Integer Linear Programming (MILP) model for the holistic
IB attack. The target block cipher is a cascade of five components, denoted as E =
Ef ◦El ◦Em ◦Eu ◦Eb. A detailed explanation of the differential propagation and the guess-
and-determine process within the components Em ◦ Eu ◦ Eb is provided. The components
Ef ◦El◦Em and the transformation is analyzed in the reverse direction. We use Deoxys-BC
as an illustrative example of our model to facilitate understanding.

Unlike classical boomerang and rectangle attack models, our approach eliminates the
need for probability-related variables and constraints. Instead, we unify all variables and
constraints into a single model by considering the interaction between the distinguisher
and the extended part. This intuitively captures the relationship between variables
and overall time complexity, allowing us to define the objective function as the overall
time complexity. With probability-1 differential propagation, non-zero differences are
transformed into unknown differences through Sbox, preventing any cancellation between
subkey and state differences in the extensions. However, cancellations from the tweakey
schedule are permitted throughout the attack, providing greater flexibility for finding the
optimal attack. Besides, our model constructs the contradiction using BCT, which can be
altered when considering more generic contradictions.

4.1 Variables

For each differential state in the distinguisher and the extended part, we declare two
variables, [DVr

i, dvr
i], to represent the three possible difference states, where (V, v) ∈

(X, x), (Y, y), (Z, z), (W, w), r ∈ −1 . . . rE, and i ∈ 0 . . . 15.
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zero difference: [DVr
i, dvr

i] = [0, 0], lables as
fixed difference: [DVr

i, dvr
i] = [1, 0], lables as

arbitrary difference: [DVr
i, dvr

i] = [1, 1], lables as

Naturally, the global constraints are needed to maintain that the state is not out of bounds,
i.e., DV ≥ dv. Due to the linear key schedule, we use a single variable to represent the
difference of subkeys. When the subkey takes a non-zero difference, we represent SKr

i = 1
and label it as .

Therefore, the differential propagation can be denoted as

Eb : [DWr−1
i , dwr−1

i ] AK←−[DXr
i, dxr

i] SC←− [DYr
i, dyr

i] SR←− [DZr
i, dzr

i] MC←− [DWr
i, dwr

i]

Eu : [DWr−1
i , dwr−1

i ] AK−→[DXr
i, dxr

i] SC−→ [DYr
i, dyr

i] SR−→ [DZr
i, dzr

i] MC−→ [DWr
i, dwr

i]

Em : [DWr−1
i , dwr−1

i ] AK−→[DXr
i, dxr

i] ̸↔ [DYr
i, dyr

i] SR←− [DZr
i, dzr

i] MC←− [DWr
i, dwr

i]

To incorporate the key recovery process in our model, we introduce additional variables
to represent the pre-guessed subkeys, determined states, and obtained filters.

pre-guessed subkey: Gskr
i ∈ {0, 1}

determined states: DetVr
i ∈ {0, 1}

obtained filters: FrSCr
i/FrMCr

i ∈ {0, 1}

In a chosen plaintext/ciphertext attack, the plaintext and ciphertext values are fully
determined. Thus, we define the initial constraints as follows: for each i ∈ {0 . . . 15},
DetW−1

i = 1 and DetWrE
i = 1.

4.2 Constraints
In the following, we describe the constraints for probability-1 differential propagation and
the transformation of the determined state induced by the pre-guessed subkey.

4.2.1 Differential Propagation

Unless otherwise specified, r ∈ 0 . . . rEb + rEu and i ∈ {0 . . . 15}. The constraints for the
model will be elaborated for the non-linear primitive Sbox and the linear primitives
ShiftRows and MixColumns.

• Sbox. Given the probability-1 differential propagation, the output of Sbox is arbitrary
when the input difference is non-zero. Then we have

Eb

{
DXr

i = DYr
i

dxr
i = DYr

i
Eu

{
DYr

i = DXr
i

dyr
i = DXr

i

• ShiftRows. Represents straightforward constraints by applying a permutation of
ShiftRows to each state byte.

• MixColumns. To model the transformation of MixColumns using the MDS matrix,
we introduce two auxiliary variables, TCr

c and ACr
c, to indicate whether an arbitrary

difference or an active difference appears in a given column. Here, c ∈ {0 . . . 3}. As
an example, we describe the constraints for the first column before and after the
MixColumns operation, specifically for c = 0 and i ∈ {0, 1, 2, 3}.
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Eb



TCr
0 ≥ dwr

i

TCr
0 ≤

∑3
i=0 dwr

i

TCr
0 ≤ dzr

i

4 · TCr
0 ≥

∑3
i=0 dzr

i

ACr
0 ≥ DWr

i

ACr
0 ≤

∑3
i=0 DWr

i

5 · ACr
0 ≤

∑3
i=0(DZr

i + DWr
i) ≤ 8 · ACr

0

Eu



TCr
0 ≥ dzr

i

TCr
0 ≤

∑3
i=0 dzr

i

TCr
0 ≤ dwr

i

4 · TCr
0 ≥

∑3
i=0 dwi

ACr
0 ≥ DZr

i

ACr
0 ≤

∑3
i=0 DZr

i

5 · ACr
0 ≤

∑3
i=0(DWr

i + DZr
i) ≤ 8 · ACr

0.

• AddRoundKey. An auxiliary variable canr
i is introduced to describe the cancellation

in AddRoundKey. Cancellation is allowed if and only if [DWr−1
i , dwr−1

i ] or [DXr
i, dxr

i]
equals to [1, 0] and SKr

i = 1. It is important to note that cancellation is permitted in
both Eu and Eb. Thus, the constraints for AddRoundKey in Eu and Eb are identical
and are given as follows:

DWr−1
i − dxr

i − canr
i ≥ 0

−DWr−1
i + DXr

i + canr
i ≥ 0

DWr−1
i + SKr

i − DXr
i − 2 · canr

i ≥ 0
−SKr

i + DXr
i + canr

i ≥ 0
dwr−1

i = dxr
i

4.2.2 Contradiction

Our model identifies contradictions using BCT, following the approach described in
[ZWT24, BCL+24]. We impose constraints for a single round of Em to ensure that at least
one fixed-difference byte exists in the same position before and after the Sbox. Importantly,
these contradictions can be modified, provided that the consistency of other parts within
the model is preserved.

15∑
i=0

(DXrEm
i − dxrEm

i ) · (DYrEm
i − dyrEm

i ) ≥ 1.

4.2.3 Guess-and-Determine

When the subkey for a specific encryption round is pre-guessed, determination can propagate
through that round, enabling the corresponding filters to be obtained. Using Eb as an
example, we illustrate the propagation of determination. For convenience, we abbreviate
Det to represent determination propagation and FSB/FMC to denote the filters obtained
from Sbox and MixColumns, respectively. The corresponding constraints are as follows:

▷ Sbox. Through Sbox, the determination will hold. When the value of a byte is
determined, and an arbitrary difference input to Sbox is transformed into a fixed
difference, a 1-byte filter is obtained.

Det : DetYr
i = DetXr

i FSB


DYr

i − dyr
i − FrSBr

i ≥ 0
DetYr

i ≥ FrSBr
i

−DetYr
i − DYr

i + dyr
i + FrSBr

i >= 1

▷ ShiftRows. Represent straightforward constraints again by applying a permutation
of ShiftRows to each state byte.
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▷ MixColumns. To model the constraints describing determination propagation through
MixColumns, we introduce an auxiliary variable DetCr

c, which indicates whether all
values in a column are determined, where c ∈ {0, 1, 2, 3}. If DetCr

c = 1, the determi-
nation of values in that column can propagate through MixColumns. Taking the first
column before and after MixColumns as an example (i.e., c = 0 and i ∈ {0, 1, 2, 3}),
the corresponding constraints are as follows:

Det


DetCr

0 ≤ DetZr
i∑3

i=0 DetZr
i − DetCr

0 ≥ 3
DetCr

0 = DetWr
i

FMC


TCr

0 ≥ FrMCr
i

DetWr
i ≥ FrMCr

i

dwr
i + FrMCr

i ≤ 1

▷ AddRoundKey. The determination can propagate from encryption round r− 1 to
round r if and only if DetW = Gsk = 1.

Det


Gskr

i ≥ DetXr
i

DetWr−1
i ≥ DetXr

i

−DetWr−1 − Gskr
i + DetXr

i ≥ −1

4.2.4 Complexity

The constraints for complexity are defined based on the calculations in Sec. 3.1.2. Accord-
ingly, the corresponding variables are introduced to represent the data, memory, and time
complexities in the model.

4.3 Objective Function
Since our model expresses complexity as constraints, the objective function can be set
to minimize the overall complexity. We denote Dc, Tc, and Mc as the overall data, time,
and memory complexities, respectively. Multiple objective functions can be employed to
simultaneously minimize data and memory complexities while maintaining optimal time
complexity. Other multi-objective functions can be incorporated into the model to refine
complexity in specific exceptional cases. The objective function is defined as follows:

ModelSense = GRB.MINIMIZE

setObjectiveN(Tc, index = 0, priority = 3)
setObjectiveN(Dc, index = 1, priority = 2)
setObjectiveN(Mc, index = 2, priority = 1)

Finally, we can obtain both the optimal complexity and the corresponding attack pa-
rameters by inputting the basic parameters (CipherVersion, rEb, rEu, rEm, rEl, rEf, x, cP)
into our model.

5 Applications
This section applies our new algorithm and framework to Deoxys-BC-256 and SKINNYe v2.
Our findings demonstrate that adjusting the attack parameters in the extended parts
yields better results than previous methods. Moreover, the existing distinguisher does
not necessarily correspond to the optimal attack when holistically considering the IB
attack. Specifically, we implement the new key recovery algorithm 1 on a 10-round
Deoxys-BC-256 based on the existing distinguisher, achieving improved attack results.
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Subsequently, applying the new framework, we extend the attack to an 11-round IB attack
on Deoxys-BC-256. Additionally, we achieve a 33-round IB attack on SKINNYe v2, as
detailed in Sec. D. By applying the new key recovery algorithm 2, we further decrease the
time complexity of the 33-round IB attack on SKINNYe v2.

5.1 Application to Deoxys-BC
5.1.1 Specification of Deoxys-BC

Deoxys-BC, selected as one of the finalists for the CAESAR competition, is an AES-
based tweakable block cipher [JNPS16], based on the tweakey framework [JNP14]. The
Deoxys authenticated encryption scheme uses two cipher versions as its internal primitive:
Deoxys-BC-256 and Deoxys-BC-384. Both versions are ad-hoc 128-bit tweakable block
ciphers which, besides the two standard inputs, a plaintext P (or a ciphertext C) and a key
K, and also incorporate an additional input known as the tweak T . The concatenation of the
key and tweak states is called the tweakey state. For Deoxys-BC-256 and Deoxys-BC-256,
the tweakey size is 256 and 384 bits, respectively.

Deoxys-BC is an AES-like design, i.e., it is an iterative substitution-permutation network
(SPN). The state and the tweakey state of Deoxys is viewed as a 4 × 4 matrix of bytes
, and the initial plaintext will be transformed using the AES round function, illustrated
as Fig. 4, with the main differences with AES being the number of rounds and the round
subkeys that are used every round. Deoxys-BC-256 and Deoxys-BC-384 have 14 and 16
rounds, respectively.

0 4 8 12

1 5 9 13

2 6 10 14

3 7 11 15
AK SB

x
x
x
x

SR

C ← MC× C

x
x

x
x

MC

Wi−1 Xi Yi Zi Wi

Figure 4: Round function of AES (Thanks to https://www.iacr.org/authors/tikz/)

Similarly to the AES, one round of Deoxys-BC applies four specific transformations to
the internal state, following this sequence:

• AddRoundTweakey – XOR the 128-bit round subtweakey to the internal state.
• SubBytes – Apply the 8-bit AES S-box to each of the 16 bytes of the internal state.
• ShiftRows – Rotate the 4-byte i-th row left by ρ[i] positions, where ρ = (0, 1, 2, 3).
• MixColumns – Multiply the internal state by the 4× 4 constant MDS matrix of AES.
After the last round, a final AddRoundTweakey operation is performed to produce the

ciphertext.

Key Schedule. The key schedule of Deoxys follows the TWEAKEY framework. We
denote the concatenation of the key K and the tweak T as KT , i.e., KT = K||T . For
Deoxys-BC-256, the size of KT is 256 bits, and we denote the first and second 128-bit
words of KT by W1 and W2, respectively. While the 384-bit tweakey of Deoxys-BC-384 is
divided into W1, W2, and W3 for the first, second, and third 128-bit words of KT . Finally,
we denote by STKi the 128-bit subtweakey that is added to the state at round i during the
AddRoundTweakey operation. For Deoxys-BC-256 and Deoxys-BC-384, a subtweakey is
defined as STKi = TK1

i ⊕TK2
i ⊕RCi and STKi = TK1

i ⊕TK2
i ⊕TK3

i ⊕RCi, respectively.
The tweakey schedule algorithm is defined as TKi

0 = Wi, and TK1
i+1 = h(TK1

i ), TK2
i+1 =

h(LFSR2(TK2
i )), TK3

i+1 = h(LFSR3(TK3
i )), where the byte permutation h is defined

https://www.iacr.org/authors/tikz/
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Tweakey Schedule (p = 2)

h

h LFSR2

KT

XOR RC0

f

h

h LFSR2

XOR RC1

fP = s0

h

h

. . .

. . .

XOR RC2

. . .

XOR RCr−1

f

h

h LFSR2

XOR RCr

sr = C

Figure 5: The TWEAKEY framework for Deoxys-BC-256

as [1, 6, 11, 12, 5, 10, 15, 0, 9, 14, 3, 4, 13, 2, 7, 8]. The LFSR2 and LFSR3 functions apply
an LFSR to each of the 16 bytes within a 128-bit tweakey word, as detailed in Tab. 2.

For a better understanding of the key schedule of Deoxys, we illustrate the TWEAKEY
framework of Deoxys-BC-256 is shown in Fig. 5.

5.1.2 Related-tweakey IB Attack on 10-round Deoxys-BC-256

We review the related-tweakey IB attack on 10-round Deoxys-BC-256 was proposed by
Zhang et al. in [ZWT24]. As is shown in Fig. 6, the attack parameters are: rb = cb =
16, mb = 16, m′

b = c′
b = 0, rf = cf = 72, mf = 88, m′

f = c′
f = 0, and x = 74, z =

log2(x · ln 2) ≈ 5.68. The key recovery algorithm of impossible differential style was utilized,
i.e., none of the subkey bits involved have been pre-guessed. The overall time complexity
of this attack is 2186.66.

Figure 6: Screenshot of the 10-round related-tweakey IB attack against Deoxys-BC-256
from [ZWT24]

Attack Parameters. We apply our new key recovery algorithm (algorithm 1, detailed
in Sec. 3.1) to improve this attack, the attack parameters are: rb = cb = 16, mb = m′

b =
c′

b = 16, rf = cf = 72, mf = 88, m′
f = c′

f = 8, and x = 106, z = log2(x · ln 2) ≈ 6.2. The
pre-guessed key are STK0[6, 11] and eqSTK10[12].
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For the beyond full-codebook attack, tweaks are utilized to satisfy the required number
of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 2112 structures with 216 plaintext each under 2t = 26.2 tweaks. The amount
of data collected and generated quartets is D = y · 2rb · 2t = 2134.2 and Q = 2182.2,
receptively.

On ϵ. Denote the number of remaining quartets after pre-guessing is Qr.

(1) By guessing STK10[2, 5, 8, 15], the value of X9[8 ∼ 11] can be determined. Through
the MC−1 operation, two 3-byte filters for quartets can be obtained, as there are
3-byte fixed differences in SR(∇eW8[8 ∼ 11]). The time complexity of this step is
232 ·Qr. Consequently, we obtain ϵ0 = 232. After this step, 232 ·Qr · 2−48 = 2−16 ·Qr

quartets remain.
(2) By guessing eSTK9[13], two 1-byte filters in ∇X8 can be obtained. We derive ϵ1 = 1,

and after this step, 28 · 2−16 · Qr · 2−16 = 2−24 · Qr quartets remain.
(3) Similar to Steps (1) and (2), by guessing STK10[1, 4, 11, 14] and eSTK9[4], we can

obtain two 3-byte filters in ∇W8[5, 6, 7] and two 1-byte filters in ∇X8[4], respectively.
Therefore, we derive ϵ2 = 28 and ϵ3 = 2−24.

Consequently, ϵ = (ϵ0 + ϵ1 + ϵ2 + ϵ3) = 232 Sbox look-ups, i.e., ϵ = 232 1
10·16 = 224.68

10-round encryptions.

Complexity Analysis.
• The data complexity is Dc = 4 · D = 2136.2.
• The memory complexity is Mc = 2232.
• The time complexity:

T0 = Dc = 2136.2,

T1 = 2m′
b+m′

f · 4 · D · 2
10 = 2157.9,

T2 = 2m′
b+m′

f · D · 2rb−c′
b · 2 = 2159.2,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 2158.2,

T 2
3 = 2mb+mf +z · ϵ = 2134.88,

T4 = 2K−x = 2150.

The time complexity of our attack is Tc = T0 + T1 + T2 + T 1
3 + T 2

3 + T4 ≈ 2157.9

10-round encryptions and 2159.8 memory accesses.
Our algorithm adopts a more general and efficient approach to manage the relationships

between attack steps. Compared to the previous attack, the time complexity of each step
is a trade-off as much as possible by flexibly selecting the pre-guessed subkeys. As a result,
the overall time complexity is significantly reduced.

5.1.3 Related-tweakey IB Attack on 11-round Deoxys-BC-256

From the 10-round IB attack on Deoxys-BC-256 presented in Sec. 5.1.2, we observe that
T 2

3 is significantly smaller than the overall complexity. This implies that the attack can
potentially be further improved by achieving a better balance in the time complexity
across all steps. Additionally, the best distinguisher may not necessarily correspond to the
optimal key recovery attack. Therefore, we attempt to apply our new IB framework to the
11-round Deoxys-BC-256.

As shown in Fig. 7, our attack is based on the 7-round IB distinguisher. In the
distinguisher, the forward and backward differential trails each span 3 rounds. The middle
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part, Em, is localized in the 5th round, where a contradiction occurs as BCT (0x76, 0xc1) =
0. Building upon the distinguisher, we prepend two rounds backward from the head, i.e.,
Eb spans 2 rounds, and append two rounds forward from the tail, i.e., Ef spans 2 rounds.

Attack Parameters. Using our new IB framework, the best attack parameters are
rb = cb = 80, rf = cf = 72, |kb| = mb = 128, |kf | = mf = 88. The number of pre-guessed
subkey bits are m′

b = 16 and m′
f = 88, which correspond to c′

b = 16 and c′
f = 72.

For the beyond full-codebook attack, tweaks are utilized to satisfy the required number
of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 248 structures with 280 plaintext each under 2t = 23.8 tweaks. The amount of
data collected and generated quartets is D = y · 2rb · 2t = 2131.8 and Q = 2307.8, receptively.
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Figure 7: The related-tweakey IB attack against 11-round Deoxys-BC-256

On ϵ. Denote the quartets remaining after pre-guessing is Qr.

(1) Calculate ∆Z0[0 ∼ 4] using the value of plaintext pairs. There are 224 solutions
of ∆Z0[0 ∼ 4] since the MC−1 operation on W1[0 ∼ 4]. Then, we can deter-
mine X0[0, 5, 10, 15] using the property of AES Sbox. Therefore, STK0[0, 5, 10, 15]
can be determined because of STK0[0, 5, 10, 15] = P [0, 5, 10, 15] ⊕ X0[0, 5, 10, 15].
STK0[0, 5, 10, 15] in differential trail on another side can also be determined, and
we can get an 8-bit filter at ∆W0[2]. Therefore, ϵ1 = 224. After this step, there
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are 224 · Qr · 2−8 = 216 · Qr quartets remaining, and the values of W0[0 ∼ 4] are
determined.

(2) Calculate ∆X1[0] using the value of Z1[0], the is 1 solution of ∆X1[0] according
the property of AES Sbox. Then, we can determine STK1[0] because of STK1[0] =
W0[0]⊕X0[0]. STK1[0] in differential trail on another side can also be determined,
and we can get an 8-bit filter at ∆Z1[0]. Process the same operation to determine
STK0[1], STK0[3] and obtain the filters at ∆Z1[13], ∆Z1[7] separately. Consequently,
ϵ2 = 216, and there are 2−8 · Qr quartets remaining.

(3) Similar to Step (1), obtain 224 solution of ∆Z0[12 ∼ 15] by calculating ∆W0[12 ∼ 15].
Then, determine X0[1, 6, 9, 12], and determine STK0[1, 6, 9, 12] in two differential
trails to get an 8-bit filter at ∆W0[13]. Therefore, ϵ3 = 216 and the number of
remaining quartets is 28 · Qr.

(4) Process the similar operation as Step (2) to determine STK1[12, 14, 15] separately
in two differential trails, and get the corresponding filter at ∆Z1[3, 6, 12] to reduce
the number of quartets respectively. ϵ4 = 28 and 2−16 · Qr quartets remaining.

Finally, ϵ = ϵ1 + ϵ2 + ϵ3 + ϵ4 ≈ 224 Sbox look-ups, i.e., ϵ ≈ 224 · 1
11·16 = 216.5 11-round

encryptions.

Complexity Analysis.
• The data complexity is Dc = 2133.8.
• The memory complexity is Mc = 2152.
• The time complexity:

T0 = Dc = 2133.8,

T1 = 2m′
b+m′

f · 4 · D · 2
11 = 2235.34,

T2 = 2m′
b+m′

f · D · (y · 2rb · 2rf −c′
f −n) · 2 = 2236.8,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 2235.8,

T 2
3 = 2mb+mf +z · ϵ = 2236.3,

T4 = 2K−x = 2236.

The time complexity of our attack is Tc ≈ 2237.5 11-round encryptions and 2237.4

memory accesses.

5.2 Application to SKINNYe v2

5.2.1 Specification of SKINNYe v2

At EUROCRYPT 2020, Naito, Sasaki, and Sugawara introduced an extension of SKINNY
[BJK+16], SKINNYe-64-256 [NSS20a], designed to support TI-friendly AE modes, namely
PFB_Plus and PFBw. Following its proposal, Thomas Peyrin found that the security
claim of SKINNYe-64-256 may not hold due to the number of difference cancellations
during the tweakey schedule, which can be much smaller than the claim. Therefore, the
designers revised the LFSR and proposed a patched version referred to as SKINNYe-64-256
version 2 [NSS20b], abbreviated as SKINNYe v2. The tweakey, block, and cell sizes of
SKINNYe v2 are 256 bits, 64 bits, and 4 bits, respectively. While the round function of
SKINNYe v2 remains identical to that of SKINNY, as illustrated in Fig. 8, it incorporates a
new tweakey schedule.
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Figure 8: Round function of SKINNY

Tweakey Schedule of SKINNYe v2. The key schedule of SKINNYe v2 follows the TWEAKEY
framework [JNP14]. The 256-bit tweakey state consists of four 4×4 square arrays of nibbles
as (TK1, TK2, TK3, TK4). Denote the tweakey arrays of round r as TKr

1 , TKr
2 , TKr

3 , TKr
4 ,

where r ≥ 0. TK0
m = TKm for 1 ≤ m ≤ 4. For r ≥ 1, the tweakey states TKr

m are
updated following two steps.

1. Apply the permutation P = [9, 15, 8, 13, 10, 14, 12, 11, 0, 1, 2, 3, 4, 5, 6, 7] on each nibble
of all tweakey arrays.

2. Every nibble of the first and second rows of TKr
m are individually updated with

LFSRs shown in Tab. 3, where 2 ≤ m ≤ 4.

5.2.2 Related-tweakey IBM Attack on 33-round SKINNYe v2

This subsection applies the generic IBM key recovery attack against 33-round SKINNYe v2.
As shown in Fig. 9, the attack parameters are: rb = cb = rf = cf = 64, the number of
involved key in Eb and Ef is mb = 140, mf = 96. Due to the quartets being generated
in Eb and Ef respectively, the key bridge of SKINNYe v2 (refer sec. D for detail) takes no
influence in pair constructing and quartets generation. However, the involved subkey can
be reduced by 216 in matching quartets thanks to the key bridge, i.e., |kb ∪ kf | = 2220 bits.
Additionally, we select x = 24, which gives 2z = x ln 2 ≈ 24.

For the beyond full-codebook attack, tweaks are utilized to satisfy the required number
of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 1 structures with 264 plaintext each under 2t = 24 tweaks. The amount of
data collected and generated quartets is D = y · 2rb · 2t = 268 and Q = 2260, receptively.

The best guessing parameters are m′
b = 140, m′

f = 96 and r′
b = c′

b = r′
f = c′

f = 64,
which means guessing the all bits of kb and kf . The complexities are as follows.

The data complexity is Dc = 4 · D = 270. The time complexity for collecting data
is T0 = Dc = 270. The time complexity for partial encryption and decryption is T1 =
(2m′

b + 2m′
f ) · D · 4 = 2208. The time complexity for pairs construction is T2 = (2m′

b · D · 2 +
2m′

f · D2 · 2−n+1) = 2209 memory accesses. The time complexity for quartets generation is
T3 = (2m′

b ·(y ·2rb)2 +2m′
f ·(y ·2rb)4 ·2−2n) ·2t +2mb+mf +z = 2|kb+kf |+z = 2272, where y−2 is

omitted since only 1 structure is used. Finally, the time complexity of the exhaustive search
is T4 = 2K−x = 2232. The overall time complexity is Tc = T0 +T1 +T2 +T 1

3 +T 2
3 +T4 = 2272

33-round encryptions and 2231 times of memory accesses. The memory complexity is
Mc = 2228. Unfortunately, this attack is infeasible with these parameters.

Improved Attack by Using the Parallel Partitioning Technique. We use the
parallel partitioning technique proposed in [AKM+24] to get one round added in the input
with 40 bits key-free. Specifically, we reduce the key bits m′

b = 140 to m′
b = 100 and

increase m′
f = 96 to m′

f = 100. We obtain the improved attack with the time complexities
as follows.

The time complexity for collecting data is T0 = Dc = 270. The time complexity for
partial encryption and decryption is T1 = (2m′

b + 2m′
f ) · D · 4 = 2171. The time complexity

for pairs construction is T2 = (2m′
b · D · 2 + 2m′

f · D2 · 2−n+1) = 2171 memory accesses.
The time complexity for quartets generation is T3 = (2m′

b · (y · 2rb)2 + 2m′
f · (y · 2rb)4 ·
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2−2n) · 2t + 2mb+mf +z = 2233. Finally, the time complexity of the exhaustive search is
T4 = 2K−x = 2232.

For our new attack, the data time complexity is Dc = 4 · D = 268. The memory
complexity is Mc = 2232. And the overall time complexity is Tc = T0 + T1 + T2 + T 1

3 +
T 2

3 + T4 = 2232 33-round encryptions and 2233 times of memory accesses.
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Figure 9: The related-tweakey IBM attack against 33-round SKINNYe v2

6 Discussion and Future Works
Beyond Full-Codebook Attacks. Such attacks refer to cryptographic attacks against
block ciphers when the required data is beyond the block size, i.e., Dc ≥ 2n. Concrete
applications can be found in [CHP+17, ZDW19, ZWT24, BCL+24]. For tweakable block
ciphers, which take an n-bit plaintext, a t-bit tweak, and K − t bits key as input, an
attacker can utilize a large amount of data, up to D ≤ 2n+t. Block ciphers following
the TWEAKEY framework, such as Deoxys-BC and SKINNY, enjoy the flexibility of allowing
adjustments to the tweak and key sizes, enabling beyond full-codebook attacks.

To conduct these attacks, parameters are optimized by selecting a larger key size k
and ensuring that the tweak size t is sufficient to meet the data requirements. Suppose
the tweak size is t, tweakey size is K, the number of related keys utilized in the attack
is rk (rk = 4 in most cases), the feasibility of related-tweakey IB attack is subject to
two constraints which have been given in [ZWT24]: (1) the data complexity per related
key D must not exceed 2n+t, and (2) the total data complexity Dc must remain below
2n+t+log2 rk, while the time complexity satisfies Tc < 2K−t−log2 rk. For example, the time
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complexity of the 11-round IB attack on Deoxys-BC-256 described in Sec. 5.1.3 is upper
bounded by 2250.2.

Multiple IB Distinguishers. The multiple related-tweakey IB attack, as proposed
in [BCL+24], is detailed here, even though it was not used in our attack since it does not
directly improve the complexity of our results. Suppose there are 2uk and 2lk differentials
satisfying the impossible boomerang distinguisher in the upper and lower trails, respectively,
with pt (pt ≤ 1) as the probability that the upper and lower trail differences form an IB
distinguisher. Under the use of multiple IB distinguishers, the required data and quartets
are denoted as Dm andQm. Thus, Dm = y·2rb+uk+lk andQm = pt·y2·24rb+2uk+2lk+2rf −2n.
By setting Q = Qm, we derive Dm = y · 2rb ·

√
p−1

t .
The same amount of data can be achieved with fewer tweaks, which increases the

upper bound of the time complexity to Tc < 2K−t ·
√

p−1
t . Alternatively, increasing the

data by utilizing multiple differentials can generate more quartets, which helps eliminate
incorrect keys and reduces the time complexity of exhaustive searching (T4 = 2K−x).
However, in our holistic framework, the input parameters are carefully selected to achieve
an optimal trade-off in time complexity, ensuring that T4 does not dominate the overall
attack complexity.

Probabilistic Extensions. The probabilistic extension, proposed in [SYC+24], improves
the cryptanalysis of Deoxys-BC by enabling probabilistic differential propagation in the
extended part. Recall the data complexity of the related-tweakey IB attack, given as
Dc = 2cb+cf −rb−rf +n+ z

2 +2. Here, cb = rb − dimα, where α represents the input difference
of the distinguisher. We evaluate the parameters influenced by the probabilistic extension,
using the parameters in Eb as an example, which also applies to Ef . Since rb and cb

may remain unchanged or decrease, we denote ∆rb (∆rb ≥ 0) and ∆cb (∆cb ≥ 0) as
the reduction proportion. It follows that ∆cb ≥ ∆rb ≥ 0. When using the probabilistic
extension, suppose the amount of data and quartet required is Dcp and Qcp, respectively,
and the probability of the extended part is PE (PE ≤ 1). We have Dcp = Dc · P −1

E , which
is lower bounded by Dc, and Qcp = Q · P −2

E .
The probabilistic extension is not utilized in our framework due to its significant

limitations to our attack. It leads to a substantial increase in data complexity, which
considerably exceeds the codebook size. Furthermore, the upper bound of the overall time
complexity is decreased to Tc < 2K−t−log2 rk · P −1

E . In future work, we will explore and
refine the scenarios where probabilistic extensions may positively impact our attacks.

The Contradictions. In our framework, we construct the contradiction using BCT
entries with zero values. However, Hu et al. [HFJ+24] demonstrated that this type of
contradiction represents only a subset of all possible contradictions. We observe that using
different input or output activeness patterns for the two pairs of the IB distinguisher as
in [HFJ+24] probably increases the number of involved key bits compared to the case with
equal activeness patterns. In other words, maintaining equal activeness patterns for two
pairs at the input or the output of the IB distinguisher may result in better efficiency
for the key recovery attack, as the time complexity of processing quartets, T 2

3 , directly
depends on the involved key bits. Fortunately, our model can be adapted and is compatible
with other types of conflict settings by adjusting the contradiction part accordingly. In
future work, we aim to apply our model to identify other types of IB distinguishers for
key recovery attacks, provided that the corresponding contradictions can be effectively
quantified.
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7 Conclusion
In this paper, we propose a holistic framework to find the optimal impossible boomerang
attack. This framework comprises two generic and efficient key recovery algorithms and a
MILP-based model. The first algorithm extends the key guessing strategy to a more general-
ized approach, while the second integrates the meet-in-the-middle technique to enhance the
efficiency of the key recovery process. The MILP-based model is both efficient and highly
adaptable, unifying the distinguisher and extended parts to identify the optimal attack
parameters, while also allowing for easy alteration of the contradiction. We achieved several
notable results by applying our framework to Deoxys-BC, Joltik-BC, and SKINNYe v2.
These include the first 11-round impossible boomerang attack on Deoxys-BC-256 and the
first impossible boomerang attack on 33-round attack SKINNYe v2, as well as a significant
improvement in the complexity of the 14-round attack on Deoxys-BC-384. Our results
highlight the importance of a holistic approach that considers both the distinguisher and
the key recovery attack as a unified process. These also demonstrate the potential of the
impossible boomerang attack, which can be further studied in future works.
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B Application to Other Versions of Deoxys

B.1 Related-tweakey IB Attack on 13-round Deoxys-BC-384

Attack Parameters. We apply our new framework to 13-round Deoxys-BC-384. As
shown in Fig. 10, the optimal attack parameters are: rb = cb = 80, mb = 128, m′

b = c′
b = 16,

and rf = cf = 48, mf = 64, m′
f = c′

f = 16. As we set x = 160, then z = log2 x ln 2 ≈ 6.8.
For the beyond full-codebook attack, tweaks are utilized to satisfy the required number

of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 248 structures with 280 plaintext each under 2t = 26.8 tweaks. The amount of
data collected and generated quartets is D = y ·2rb ·2t = 2134.8 and Q = 2262.8, respectively.
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Figure 10: The related-tweakey IB attack against 13-round Deoxys-BC-384

On ϵ. Denote the quartets remaining after pre-guessing is Qr.

(1) Calculate ∆eqX12[0 ∼ 3] using the value of ciphertext pairs. There are 216 solutions of
∆eqX12[0 ∼ 3] since the MC operation on eqZ11[0, 5, 10, 15]. Then, we can determine
eqY12[0 ∼ 3] using the property of AES Sbox. Therefore, eqSTK13[0 ∼ 3] can be
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determined because of eqSTK13[0 ∼ 3] = eqC[0 ∼ 3]⊕eqY12[0 ∼ 3]. eqSTK13[0 ∼ 3]
in differential trail on another side can also be determined, and we can get a 16-bit
filter at ∆eqZ[0, 10]. Therefore, ϵ1 = 216. After this step, there are 216 ·Qr ·2−16 = Qr

quartets remaining, and the values of Y11[5, 15] are determined.
(2) Calculate ∆X11[5] using the value of Y11[5], the is 1 solution of ∆X11[5] accord-

ing the property of AES Sbox. Then, we can determine eqSTK12[5] because of
eqSTK12[5] = Y11[5] ⊕ eqZ11[5]. eqSTK12[5] in differential trail on another side
can also be determined, and we can get an 8-bit filter at ∆X11[5]. Process the
same operation to determine eqSTK12[15] and get filter at ∆X11[15]. Consequently,
ϵ2 = 1, and there are 2−16 · Qr quartets remaining.

(3) Process the similar operation as Step (1) to determine STK0[0, 5, 10, 15] in two
differential trails and obtain filter at ∆W0[1]. We get ϵ3 = 28, and there are Qr

quartets remaining.
(4) Process the similar operation as Step (2) to determine STK1[0, 2, 3] separately

and obtain filters at ∆Z1[0, 7, 10]. We get ϵ4 = 1 and there are 2−24Qr quartets
remaining.

(5) Process the similar operation as Step (1) and (2) to determine STK0[3, 4, 9, 14]
and STK1[4, 5, 7], and obtain the corresponding filters at ∆W0[6] and ∆Z1[1, 4, 11]
respectively. ϵ5 can be omitted since it is much smaller than ϵ1.

Consequently, ϵ ≈ 216 · 1
16·13 ≈ 28.3 13-round encryptions.

Complexity Analysis.
• Data complexity: Dc = 4 · D = 2136.8.

• Memory complexity: Mc = 2352

• Time complexity:

T0 = Dc = 2136.8,

T1 = 2m′
b+m′

f · 4 · D · 2
13 = 2166.1,

T2 = 2m′
b+m′

f · D · (y · 2rb · 2rf −c′
f −n) · 2 = 2199.8,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 2230.8,

T 2
3 = 2mb+mf +z · ϵ = 2207.1,

T4 = 2K−x = 2224.

Tc ≈ 2224 13-round encryptions and 2230.8 memory accesses.

B.2 Related-tweakey IB Attack on 14-round Deoxys-BC-384

Attack Parameters. As shown in Fig. 11, the optimal attack parameters are: rb =
cb = 96, mb = m′

b = 112, c′
b = 96, and rf = cf = 128, mf = 192, m′

f = 96, c′
f = 64. As we

set x = 48, then z = log2 x ln 2 ≈ 5.1.
For the beyond full-codebook attack, tweaks are utilized to satisfy the required number

of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 232 structures with 296 plaintext each under 2t = 25.1 tweaks. The amount of
data collected and generated quartets is D = y ·2rb ·2t = 2133.1 and Q = 2307.8, respectively.

On ϵ. Denote the quartets remaining after pre-guessing is Qr. By guessing eqSTK14[0 ∼
3], we can get the two 2-byte filters for quartets in SR(∆eqZ12[5, 10]) and the value of
the full state of eqZ12 can be determined. Here, ϵ0 = 232, and the number of quartet
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remain is 232 · Qr · 2−32 = Q. The time consumption of the following steps will be far
less than ϵ0. We guess eqSTK13[0, 1] to use the filters in ∆eqX12[0, 1]. ϵ1 = 216 and
216 · Q · 2−32 = 2−16 · Q remain. Finally, guess eqSTK13[12 ∼ 15] and eqSTK12[1, 6] to
use the filter in SR(∆eqZ11[11, 12]) and ∆eqX11[1, 6], respectively. Thus, ϵ2 = 216 and
ϵ3 = 1. Consequently, ϵ = 232 · 1

16·14 ≈ 224.2 14-round encryptions.

Complexity Analysis
• Data complexity: Dc = 4 · D = 2135.1.
• Memory complexity: Mc = 2176,
• Time complexity:

T0 = Dc = 2135.1,

T1 = 2m′
b+m′

f · 4 · D · 3
14 = 2340.88,

T2 = 2m′
b+m′

f · D · 2rb−c′
b · 2 = 2342.1,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 2341.1,

T 2
3 = 2mb+mf +z · ϵ = 2333.3,

T4 = 2K−x = 2336.

Tc ≈ 2340.88 14-round encryptions and 2342.7 memory accesses.

C Related-tweakey IB Attack on Joltik-BC
The improved cryptanalysis on Joltik-BC can also be achieved using our framework.
Although the specification of Joltik-BC is very similar to Deoxys-BC, except for the
smaller block size, the attack parameters and patterns differ from those used in the attacks
on Deoxys-BC.

C.1 Specification of Joltik-BC
Joltik-BC is a 64-bit lightweight tweakable block cipher designed as part of the new
authenticated encryption scheme Joltik [JNP15], a second-round finalist in the CAESAR
competition. Joltik-BC features a 64-bit state tailored for lightweight and IoT-oriented
applications and utilizes an AES-like round function, similar to Deoxys-BC, as illustrated in
Fig. 4. In contrast to Deoxys-BC, Joltik-BC employs a 4-bit Sboxand a highly lightweight
MDS diffusion matrix, which is involutional.

The tweakey schedule and subtweakey update function of Joltik-BC differ slightly
from those of Deoxys-BC, replacing the LFSR with a finite field multiplication. Specifically,
the update function is defined as TKi + 1 = g(h(TKi)), where h is a cell-wise permutation
identical to that in Deoxys-BC, and g is a finite field multiplication on each nibble, applying
coefficients 1, 2, and 4 for TK1

i , TK2
i , and TK3

i , respectively. Joltik-BC includes two
versions: Joltik-BC-128 and Joltik-BC-192, differentiated by their tweakey sizes. The
number of rounds is 24 for Joltik-BC-128 and 32 for Joltik-BC-192. For a more detailed
specification of Joltik-BC, refer to [JNP15].

C.2 Related-tweakey IB Attack on 10-round Joltik-BC-128
Attack Parameters. As shown in Fig. 12, the optimal attack parameters are rb = cb =
8, mb = m′

b = 8, c′
b = 8, and rf = cf = 36, mf = 44, m′

f = c′
f = 4. As we set x = 64,

z ≈ 5.5.
For the beyond full-codebook attack, tweaks are utilized to satisfy the required number

of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
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we collect y = 256 structures with 28 plaintext each under 2t = 25.5 tweaks. The amount of
data collected and generated quartets is D = y · 2rb · 2t = 269.5 and Q = 293.5, respectively.

On ϵ. Denote the quartets remaining after pre-guessing is Qr. We guess eqSTK10[0 ∼ 3]
to determine the value of eqX9[0 ∼ 3]. Via MC−1, we can get two 3-byte filters at
∆eqZ8[0, 5, 10]. We have ϵ0 = 216, and the number of quartet remaining is 2−8 · Qr. The
next steps are guessing eqSTK10[4 ∼ 7] and eqSTK9[4, 15], to get the corresponding filters
in ∆eqZ8[3, 9, 14] and ∆X8[4, 15], respectively. The time consumption of the last two steps
will be far less than ϵ0. Consequently, ϵ ≈ 216 · 1

10·16 = 28.68 10-round encryptions.

Complexity Analysis.
• Data complexity: Dc = 4 · D = 271.5.
• Memory complexity: Mc = 2116

• Time complexity:
T0 = Dc = 268.75,

T1 = 2m′
b+m′

f · 4 · D · 2
10 = 281.18,

T2 = 2m′
b+m′

f · D · 2rb−c′
b · 2 = 282.5,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 281.5,

T 2
3 = 2mb+mf +z · ϵ = 257.5 · ϵ = 266.18,

T4 = 2K−x = 264.

Tc ≈ 281.18 10-round encryptions and 283 memory accesses.

C.3 Related-tweakey IB Attack on 11-round Joltik-BC-128

Attack Parameters. As shown in Fig. 13, the optimal attack parameters are rb = cb =
40, mb = 64, m′

b = c′
b = 8 , and rf = cf = 36, mf = m′

f = 44, c′
f = 36. As we set x = 8,

then z ≈ 2.5.
For the beyond full-codebook attack, tweaks are utilized to satisfy the required number

of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 224 structures with 240 plaintext each under 2t = 22.5 tweaks. The amount of
data collected and generated quartets is D = y · 2rb · 2t = 266.5 and Q = 2154.5, respectively.

On ϵ. Denote the quartets remaining after pre-guessing is Qr. We guess the value of
STK0[0, 5, 10, 15]. There is a two 4-bit filter at ∆W0[2]. We get ϵ0 = 216 and the number
of quartets remain is 28 · Qr. Then, determine STK1[0] in two differential trails first and
obtain filter in ∆Z1[0]. We have ϵ1 = 28, and 24Qr quartets remain. Process the similar
operation to determine STK1[2, 3] separately and obtain filter in ∆Z1[7, 13]. The time
consumption for these two steps is ϵ2 = 24, and the number of quartets remaining is 2−4Qr.
Utilize the same method to determine STK0[2, 8, 13, 15] and STK1[9, 10, 11] respectively
and obtain the corresponding filters. The time consumption of these steps will be far less
than ϵ0. Consequently, ϵ ≈ 216 · 1

10·16 = 28.54 11-round encryptions.

Complexity Analysis.
• Data complexity: Dc = 4 · D = 268.5.
• Memory complexity: Mc = 276
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• Time complexity:

T0 = Dc = 268.5,

T1 = 2m′
b+m′

f · 4 · D · 2
11 = 2118,

T2 = 2m′
b+m′

f · D · (y · 2rb · 2rf −c′
f −n) · 2 = 2119.5,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 2118.5,

T 2
3 = 2mb+mf +z · ϵ = 2110.5 · ϵ = 2119.04,

T4 = 2K−x = 2120.

Tc ≈ 2121.3 11-round encryptions and 2120.1 memory accesses.

C.4 Related-tweakey IB Attack on 13-round Joltik-BC-192

Attack Parameters. As shown in Fig. 14, the optimal attack parameters are rb = cb =
40, mb = 64, m′

b = 8, c′
b = 8, and rf = cf = 24, mf = m′

f = 32, c′
f = 24. As we set x = 86,

then z ≈ 5.9.
For the beyond full-codebook attack, tweaks are utilized to satisfy the required number

of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 224 structures with 240 plaintext each under 2t = 25.9 tweaks. The amount of
data collected and generated quartets is D = y · 2rb · 2t = 269.9 and Q = 2133.9, respectively.

On ϵ. Denote the quartets remaining after pre-guessing is Qr. Use the same approach in
Sec. 5.1.3, we determine the value of STK0[2, 7, 8, 13] and get a 4-bit filter at ∆W0[10].
We have ϵ0 = 212, and the number of quartets remaining is 28 · Qr. Then, determine
STK1[8, 9, 11] separately and get the filter at ∆Z1[5, 8, 15]. We have ϵ1 = 28, and the
number of quartets remaining is 2−4 · Qr. Next, determine STK0[1, 5, 11, 12] and get the
filter at ∆W0[15]. We have ϵ2 = 28, and the number of quartets remaining is 24 ·Qr. Finally,
determine STK1[12, 13, 14] separately and the filters at ∆Z1[6, 9, 12]. We have ϵ3 = 24,
and the number of quartets remaining is 2−8 · Qr. Consequently, ϵ ≈ 212 · 1

13·16 = 24.3

13-round encryptions.

Complexity Analysis.

• Data complexity: Dc = 4 · D = 271.9.

• Memory complexity: Mc = 2152.
• Time complexity:

T0 = Dc = 271.9,

T1 = 2m′
b+m′

f · 4 · D · 2
13 = 2109.2,

T2 = 2m′
b+m′

f · D · (y · 2rb · 2rf −c′
f −n) · 2 = 2110.9,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 2109.9,

T 2
3 = 2mb+mf +z · ϵ = 2101.9 · ϵ = 2106.2,

T4 = 2K−x = 2106.

Tc ≈ 2109.2 13-round encryptions and 2111.48 memory accesses.
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C.5 Related-tweakey IB Attack on 14-round Joltik-BC-192
Attack Parameters. As shown in Fig. 15, the optimal attack parameters are rb = cb =
48, mb = m′

b = 56, c′
b = 48, and rf = cf = 64, mf = 96, m′

f = 48, c′
f = 32. As we set

x = 24, then z ≈ 4.1.
For the beyond full-codebook attack, tweaks are utilized to satisfy the required number

of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 216 structures with 248 plaintext each under 2t = 24.1 tweaks. The amount of
data collected and generated quartets is D = y · 2rb · 2t = 268.1 and Q = 2228.1, respectively.

On ϵ. Denote the quartets remaining after pre-guessing is Qr. The value of ∆eqY12[0 ∼
3, 8 ∼ 15] are determined by the pre-guessing of k′

f . We guess eqSTK13[14, 15] to obtain
the filter at ∆eqX12[14, 15], there are two 8-bit filter at ∆eqX12. We have ϵ0 = 28 and the
number of quartets remaining is 28 ·Qr ·2−16 = 2−8Qr. Then, guess eqSTK14[4 ∼ 7] to use
two 8-bit filters at ∆eqZ12[3, 4]. We have ϵ1 = 28 and the number of quartets remaining is
2−8 · Qr. We guess eqSTK13[4 ∼ 7] to obtain two 8-bit filter at ∆eqZ11[2, 13]. We have
ϵ2 = 28 and the number of quartets remaining is 2−8 · Qr. Finally, guess eqSTK12[7, 8] to
get two 8-bit filters at ∆X11[7, 8]. We have ϵ3 = 1, and the number of quartets remaining
is 2−16 · Qr. Consequently, ϵ = (28 + 28 + 28 + 1) · 1

14·16 = 21.8 14-round encryptions.

Complexity Analysis.
• Data complexity: Dc = 4 · D = 268.05.

• Memory complexity: Mc = 288

• Time complexity:
T0 = Dc = 270.1,

T1 = 2m′
b+m′

f · 4 · D · 2
14 = 2171.3,

T2 = 2m′
b+m′

f · D · 2rb−c′
b · 2 = 2173.1,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 2172.1,

T 2
3 = 2mb+mf +z · ϵ = 2156.1 · ϵ = 2157.9,

T4 = 2K−x = 2168.

Tc ≈ 2171.4 14-round encryptions and 2173.7 memory accesses.

D Related-tweakey IB Attack on 33-round SKINNYe v2
Attack Parameters. As shown in Fig. 16, the attack parameters are: rb = cb = rf =
cf = 64, the total number of involved key in Eb and Ef is 220 bits, m′

b = 0, m′
f = 96 and

c′
b = 0, c′

f = 64. x = 32, which gives 2z = x ln 2 ≈ 24.5.
For the beyond full-codebook attack, tweaks are utilized to satisfy the required number

of quartets. Let the number of tweaks needed be denoted as 2t. For each related tweakey,
we collect y = 21 structures with 264 plaintext each under 2t = 24.5 tweaks. The amount of
data collected and generated quartets is D = y · 2rb · 2t = 268.5 and Q = 2260.5, respectively.

Benefiting from the key bridge of SKINNYe v2, when 4 times the subkey cells in the
different positions of a lane have been guessed, we can obtain all the subkey cells in the
same lane. The subkey cells of kb and kf , which are connected by the same lane of the key
bridge, are as follows:

- LANE1: STK0[1], STK2[0], STK4[2], STK30[7], STK32[1]
- LANE3: STK0[3], STK2[7], STK4[1], STK30[5], STK32[3]
- LANE7: STK0[7], STK2[1], STK4[0], STK30[3], STK32[7]
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- LANE11: STK1[7], STK3[1], STK5[0], STK30[0], STK32[2]

Table 4: Calculation of ϵ, whereQr denotes the number of quartets remain after preguessing,
positions with different colors denote subkeys in different lanes of the key bridge, and the
positions with ∗ denote the subkey can be deduced using the relation of the key bridge.

Guess Determine Xi Filter Quartets remain ϵi

STK0[0, 1, 5, 7], STK1[0, 5]
X1[0, 1, 4, 5, 8, 10, 12, 13],
X2[0, 4, 5, 10, 12],
X3[4, 12]

∆X3[12] 216 · Qr 224

STK0[2, 4], STK1[6]
X1[2, 6, 9, 14],
X2[6, 11, 14],
X3[9]

∆X3[9] 220 · Qr 228

STK0[6], STK1[1]
X1[11],
X2[1, 9, 13],
X3[0, 5, 13]

∆X3[13] 220 · Qr 228

STK0[3], STK1[3, 4]
X1[3, 7, 15],
X2[2, 3, 7, 8, 15],
X3[3, 7, 8, 15]

∆X3[3] 224 · Qr 232

STK1[2, 7] X3[1, 2, 6, 10, 11, 14] ∆X3[2] 224 · Qr 232

STK2[1, 7] X4[5, 10] ∆X4[10] 224 · Qr 232

STK2[0, 5] X4[0, 4, 12] ∆X4[12] 224 · Qr 232

STK2[6] X4[9, 13] ∆X4[9, 13] 212 · Qr 228

STK2[2], STK3[1] X4[1, 6, 14], X5[5] ∆Y4[1] 212 · Qr 220

STK2[3], STK3[7] X4[2, 7, 8], X5[10] ∆X5[10] 212 · Qr 220

STK3[2] X5[6, 14] ∆X5[14] 28 · Qr 216

STK2[4], STK3[6] X4[3, 11, 15], X5[1, 13] ∆X5[3] 28 · Qr 216

STK3[0] X5[4, 9] ∆X5[9] 24 · Qr 212

STK4[2∗] - ∆Y5[6] 2−4 · Qr -
STK3[5], STK4[0∗, 1∗, 5], STK5[0∗] X5[0, 12], X6[0, 4, 5, 12] ∆Y6[0] 2−4 · Qr 24

The calculation of ϵ is detailed in Tab. 4. Therefore, we get ϵ = 234 Sbox look-up, i.e.,
ϵ = 234 · 1

16·33 = 224.96 33-round encryptions.

Complexity Analysis
• Data complexity: Dc = 268.25.

• Memory complexity: Mc = 2160.

• Time complexity:

T0 = Dc = 4 · D = 270.5,

T1 = 2m′
b+m′

f · 4 · D · 6
33 = 2164,

T2 = 2m′
b+m′

f · D · (y · 2rb · 2rf −c′
f −n) · 2 = 2169.5,

T 1
3 = 2m′

b+m′
f −2c′

b−2c′
f · Q = 2228.5,

T 2
3 = 2mb+mf +z · ϵ = 2249.46,

T4 = 2K−x = 2224.

Tc ≈ 2249.46 33-round encryptions and 2228.5 memory accesses.
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Figure 11: The related-tweakey IB attack against 14-round Deoxys-BC-384
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Figure 12: The related-tweakey IB attack against 10-round Joltik-BC-128
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Figure 13: The related-tweakey IB attack against 11-round Joltik-BC-128
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Figure 14: The related-tweakey IB attack against 13-round Joltik-BC-192
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Figure 15: The related-tweakey IB attack against 14-round Joltik-BC-192
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Figure 16: The related-tweakey IB attack against 33-round SKINNYe v2
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