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Abstract

We propose a quantum function secret sharing scheme in which the communication is
exclusively classical. In this primitive, a classical dealer distributes a secret quantum circuit
𝐶 by providing shares to 𝑝 quantum parties. The parties on an input state |𝜓⟩ and a projection
Π, compute values 𝑦𝑖 that they then classically communicate back to the dealer, who can then
compute ‖Π𝐶 |𝜓⟩‖2 using only classical resources. Moreover, the shares do not leak much
information about the secret circuit 𝐶. Our protocol for quantum secret sharing uses the
Cayley path, a tool that has been extensively used to support quantum primacy claims. More
concretely, the shares of 𝐶 correspond to randomized version of 𝐶 which are delegated to the
quantum parties, and the reconstruction can be done by extrapolation. Our scheme has two
limitations, which we prove to be inherent to our techniques: First, our scheme is only secure
against single adversaries, and we show that if two parties collude, then they can break its
security. Second, the evaluation done by the parties requires exponential time in the number
of gates.

1 Introduction and summary of results

Universal blind quantum computing [1] was a breakthrough result in quantum cryptography al-
lowing a client to delegate a quantum circuit of their choice to a quantum server without revealing
the circuit. This is even more impressive when we realize that 1) their result is information-
theoretically secure, and 2) it predates classical protocols for fully-homomorphic encryption [2],
which requires computational assumptions. However, there is a crucial point in the security of
the protocol: the client needs to send random qubit states to the servers, so the client is not fully
classical. This was later shown to be necessary to achieve universal blind quantum computing
with information-theoretical security with a single server [3].

While other results achieve blind quantum computing in the multi-server setting with fully
classical clients [4], the servers must share highly entangled states. It is thus an open question
of whether it is possible to achieve schemes for universal blind quantum computing with multiple
servers and classical clients, where the servers are “stand alone” parties that do not share entangle-
ment. Such a question turns out to be a quantum generalization of what is called function secret
sharing in classical cryptography.

In this work, we define quantum function secret sharing, propose a protocol for it, and discuss
its advantages and limitations. We now summarize our contributions in more details.
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Defining quantum function secret sharing.. Classical secret sharing is a fundamental
cryptographic primitive [5, 6] where a dealer is able to share a secret bitstring 𝑠 among 𝑝 parties,
where only allowed subsets of parties are able to recover the secret. One of the most common
settings for secret sharing is threshold secret sharing. In this setting given a fixed threshold 𝑡, each
party receives a bitstring 𝑠𝑖 from the dealer, and given (𝑠𝑖)𝑖∈𝑇 , the dealer retrieves the original 𝑠
if and only if (iff) |𝑇 | ≥ 𝑡. Such schemes have numerous applications such as in secure multiparty
computation [7, 8, 9], controlling access to servers [10], and generalized oblivious transfer [11, 12]
(see e.g., [13] for further applications).

More recently, different extensions of secret sharing, such as homomorphic secret sharing [14]
or function secret sharing [15, 16], allow the parties not only to share secrets, but also use them to
perform computations in a secure way. In this work, we focus on function secret sharing. In this
setting, one wishes to share a function 𝑓 and allow the parties to compute 𝑓(𝑥) for a chosen input 𝑥
in a distributed and secret way. In this case, the 𝑖-th party is given a share 𝑓𝑖 and a common input
𝑥, from which they can compute the value 𝑦𝑖. The recovering algorithm is then able to reconstruct
𝑓(𝑥) from (𝑦1, · · · , 𝑦𝑝). In order to have a meaningful definition, we require the complexity of the
reconstruction algorithm to be much smaller than the complexity of computing 𝑓 . In the classical
setting, the recovering algorithm is typically additive [15, 16], i.e., 𝑓(𝑥) =

∑︀
𝑖 𝑦𝑖. Function secret

sharing has also found various practical applications such as in multi-server private information
retrieval [17, 18, 19] and secure computation with pre-processing [20].

The notion of secret sharing has also been extended to the quantum setting, which is similarly
defined except with the secret being a quantum state rather than a bitstring [21, 22, 23]. This idea
has been studied extensively in the literature and has found applications in quantum cryptography
such as quantum multi-party computation [24, 25, 26, 27].

The first contribution of our work is to define quantum function secret sharing (QFSS). In this
primitive, the dealer is a classical computer and each of the parties is in possession of a quantum
computer, and the communication between the dealer and the parties is completely classical.

In our setting, we are interested in computing the probability of running a quantum circuit
𝐶 on a chosen input |𝜓⟩, and projecting it onto a chosen projector Π. The dealer computes the
classical shares 𝐶1, ..., 𝐶𝑝 from 𝐶, and sends them to the parties.

The parties use a common input |𝜓⟩, which can either be classically described by the dealer
or more generally an unknown quantum state that comes from a quantum process, and they also
share a target projection Π. Given 𝐶𝑖, copies of |𝜓⟩ and Π, the 𝑖-th party can compute a value 𝑦𝑖,
which is sent back to the dealer (or more generally a third party). The properties that we require
from QFSS are the following (see Fig. 1):

1. Correctness: There is an efficient classical reconstruction algorithm that maps 𝑦1, ..., 𝑦𝑝 to
a value 𝑣 such that 𝑣 is close to ||Π𝐶 |𝜓⟩ ||2.

2. Security (informal): Given 𝐶𝑖, the 𝑖-th party has negligible information about 𝐶.

Implementing QFSS with Cayley paths.. With our definition in hand, we propose a protocol
using the Cayley parametrization of quantum circuits [28, 29]. This technique gives a way of
interpolating between quantum circuits. 1 In particular one can use the Cayley parametrization
to interpolate between a fixed circuit and a completely random circuit with the same architecture:
Given a real parameter 0 ≤ 𝜃 ≤ 1, one defines a family of circuits 𝐶(𝜃) such that

1. 𝐶(0) is the circuit of interest 𝐶
1For a more detailed introduction to the topic, see Section 2.2
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Figure 1: A function 𝑓𝐶 is computed in a distributed way, where 𝑓𝐶(𝜓,Π) := ‖Π𝐶 |𝜓⟩‖2 is the
output of a quantum circuit that the dealer (e.g., client) wants to compute. The dealer may wish to
provide a classical description of 𝜓 but the protocol allows for a pre-agreed state 𝜓 whose 𝑝 copies
are used by the quantum parties as inputs. The latter allows for inputs whose preparation may
require deep quantum circuits. The quantum parties compute 𝑦𝑖 ≈ ‖Π𝐶(𝜃𝑖) |𝜓⟩‖2 and classically
communicate them back to the dealer. The reconstruction by the dealer is performed classically
and efficiently through an extrapolation.

2. 𝐶(1) is a circuit with the same architecture as 𝐶 whose gates instantiate unitaries drawn
independently from the Haar measure. Moreover, it can be shown that the statistical distance
of 𝐶(1− 𝛿) and circuits composed of Haar random gates is Θ(∆), for small |𝛿| ≤ ∆.

A nice feature of the Cayley parametrization is that it tolerates some noise in the reconstruction of
the output probability of interest. For example, given (𝜃1, 𝑦1), ..., (𝜃ℓ, 𝑦ℓ) such that

⃒⃒
𝑦𝑖 − ‖Π𝐶(𝜃𝑖) |𝜓⟩‖2

⃒⃒
≤

𝜖, we can compute a rational function 𝑓 such that⃒⃒
𝑓(0)− ‖Π𝐶 |𝜓⟩‖2

⃒⃒
≤ 𝜂, (1)

where 𝜂 depends on the degree of the extrapolation, 𝜖, and the extrapolation point 𝜃 = 0.
This technique was used for worst-to-average case hardness reductions of computing the output

probabilities in the context of quantum supremacy [28]. In this work, we use it to construct a
quantum function secret sharing scheme. To the best of our knowledge, this is the first time that
such a technique is used in the cryptographic setting.

More concretely, in our scheme we assume that the number of parties 𝑝 = Θ(𝑚) is at least
the number of the gates 𝑚 in the circuit. Each party receives one share 𝐶𝑖 := 𝐶(𝜃𝑖), where
∆ ≥ |1− 𝜃𝑖|. Each party then runs 𝐶𝑖 on the input |𝜓⟩ and measures according to {Π, 𝐼 − Π} to
obtain an estimated value 𝑦𝑖 by running the circuit 𝑂(𝜖−2) times such that with high probability⃒⃒
𝑦𝑖 − ‖Π𝐶𝑖 |𝜓⟩‖2

⃒⃒
≤ 𝜖. Since 𝑓(𝜃) in Equation (1) is a low-degree algebraic function, we can

compute 𝑓(0) from sufficiently many distinct (𝜃𝑖, 𝑦𝑖), where by low-degree we mean that poly(𝑛)
number of points suffices. However, in order to find an interpolation that is good enough to
extrapolate the value ‖Π𝐶 |𝜓⟩‖2, each party has to provide an approximation of ‖Π𝐶𝑖 |𝜓⟩‖2 with
exponential precision, requiring exponential-time evaluation algorithms.

Regarding security, given the statistical distance of 𝐶𝑖 from the Haar measure, we have that
any single party, even with unbounded computational power, cannot distinguish 𝐶𝑖 from a circuit
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composed of Haar random gates except with probability Θ(∆). Therefore, by picking ∆ to be
exponentially small in the security parameter, we can show the security of the QFSS scheme.

Remark 1. In the above we considered a pure state input and output. However our protocol easily
permits a generalization to 𝑦𝑖 := tr(𝜌𝑖Π) where the input state is a general density matrix Ψ, and
the output state of the ith party is 𝜌𝑖 = 𝐶(𝜃𝑖)Ψ𝐶(𝜃𝑖)

†.

Limitations of the techniques. Finally, we prove two limitations for our protocol that are
actually inherent to our extrapolation techniques.

First, in Section 4 we show that in order to achieve correctness and security, we must have an
exponentially-precise in the number of gate approximation of 𝑦𝑖.

Secondly, we show in Section 5 that the protocol is not secure against colluding parties by
proving that having 𝐶𝑖 and 𝐶𝑗, for 𝑖 ̸= 𝑗, suffices to break the security of our scheme with
probability 1 and in an information-theoretic sense.

1.1 Discussion and open problems

In this work, we define the notion of QFSS, propose a protocol for it and prove the limitations of
extending our protocol to a broader set of parameters. This work, to the best of our knowledge, is
the first to apply interpolation techniques in a quantum cryptographic setting. While we focused
on the QFSS primitive, we notice that our protocol implements blind delegation of quantum
computation, and we hope that it serves as a stepping stone towards the fully classical verification
of quantum computation, which was our original aim for this work.

1.1.1 “Quantum-inspired" FSS

We recall that in classical function secrete sharing (CFSS) [15] a dealer distributes the secret
shares 𝑓1, ..., 𝑓𝑝 of a desired circuit 𝑓 ∈ ℱ , which is a classical circuit (made up of ANDs and
NOTs etc) to the parties. Each party computes their circuit functions by running the circuit on
a chosen input 𝑥 to get 𝑦𝑖 and gives back 𝑦𝑖 to the dealer who can then calculate 𝑓(𝑥). While in
standard CFSS schemes, the reconstruction algorithm is additive, one can consider more general
algorithms, in which the parties are not strong enough to compute 𝑓 by themselves (which would
trivialize the definition).

Based on our protocol, we can propose a new family of CFSS schemes for functions that can
be implemented by quantum circuits applied on classically described states. The generation and
recovery algorithms are exactly the same as ours and the only difference is in the evaluation
algorithm: each party uses path-integral ideas to compute the output probabilities of the the
circuit provided by the dealer.

We notice that, currently, we only know general CFSS schemes for general family of functions
that can be implemented by classical circuits under (very strong) computational assumptions [15].
With our work, we can achieve an information-theoretically secure scheme for general quantum
circuits, with the caveats being the exponential evaluation algorithm and the fact that security
only holds against non-colluding adversaries. We compare these two approaches in the following
table with the advantages and disadvantages.
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General FSS from [15] Quantum(-inspired) FSS (this work)
Type of security Computational Information-theoretic

Circuits being shared Classical Quantum
Evaluation time Polynomial Exponential
𝑘−party collusion Arbitrary 𝑘 = 1 (Corollary 3)

1.1.2 Private function evaluation

A similar task to function secret sharing is that of private function evaluation (FPE) [30, 31],
which was extended to the quantum setting in [32]. However, quantum PFE, one wishes to evaluate
a quantum function ℰ on a quantum input shared across multiple parties. Thus, in this setting,
the input is shared. In contrast, in QFSS, each party has copies of the input state and the function
itself is shared.

1.1.3 Open problems

We conclude this section with some open problems.

Alternative techniques for QFSS. In this work, we focused on using the Cayley path for
QFSS. We leave it as an open question to find new techniques, extrapolation-based or not, that
might improve on ours. Related open problem is to show that our no-go result extends to all
extrapolation-based techniques?
Computational QFSS. In this work, we focused on information-theoretical QFSS. A potential
direction to overcome the limitations of our technique, especially the limitation on the threshold
of our QFSS scheme, is to consider computational QFSS. Of course, one can trivially do it with
strong cryptographic primitives such as quantum fully homomorphic encryption (FHE) [33, 34].
We leave as an open question if weaker cryptographic assumptions would enable QFSS (potentially
for subclasses of quantum circuits).
Verifiable QFSS. In standard FSS, the parties receive honest shares from the dealer. There
is an extension to it, called verifiable FSS [16], where the parties are able verify if they receive
valid shares. More concretely, they receive their shares from a potentially malicious user, and
they want the guarantee that the shares are consistent with some function from the valid function
space. This can be important for some applications of FSS. We leave it as an open question if
verifiable QFSS is possible.
Verifiable Universal Quantum Blind Computation. In our scheme, the parties are expected
to run the honest evaluation so that the reconstruction can compute the desired probability. We
ask if our scheme can be extended to check if the parties performed the correct operation, which
would allow us to achieve Verifiable Blind Universal Quantum Computation with unentangled
servers.
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2 Preliminaries

2.1 Notation

Fix the following notation. For any tuple 𝑥 = (𝑥1, . . . , 𝑥𝑚) and set 𝐴 = {𝑖1, . . . , 𝑖|𝐴|} ⊆ [𝑚], then 𝑥𝐴
denotes the tuple (𝑥𝑖1 , . . . , 𝑥𝑖|𝐴|). Similarly, for domains 𝑋1, . . . , 𝑋𝑚, denote 𝑋𝐴 as 𝑋𝑖1×· · ·×𝑋𝑖|𝐴| .
In this way, if 𝑥 = (𝑥1, . . . , 𝑥𝑚) ∈ 𝑋1 × · · · ×𝑋𝑚, then 𝑥𝐴 ∈ 𝑋𝐴.

2.2 Cayley path

The Cayley path is a parameterized path that interpolates between two unitaries [28]. Namely,
let U(𝑁) be the set of 𝑁 × 𝑁 unitary matrices and 𝑈0, 𝑈1 ∈ U(𝑁). Then, the Cayley path is a
parameterized path 𝑈(𝜃) such that 𝑈(𝜃) ∈ U(𝑁) for all 𝜃 ∈ [0, 1] and 𝑈(0) = 𝑈0 and 𝑈(1) = 𝑈1

based on the Cayley function

𝑓(𝑥) =
1 + 𝑖𝑥

1− 𝑖𝑥
, (2)

where we define 𝑓(−∞) = −1. Here, we (informally) discuss the Cayley path for interpolating
between a quantum circuit 𝐶 and a Haar random circuit following the presentation in [28].

Let 𝐶 = 𝒞𝑚 · · · 𝒞1 be a quantum circuit acting on 𝑛 qubits with 𝑚 local unitary gates. Suppose
that 𝒞𝑘 = 𝐶𝑘 ⊗ 𝐼 so that 𝐶𝑘 is a one or two-qubit gate with identity on the rest of the qubits.
Given a local gate 𝐻𝑘, then there exists a unique Hermitian matrix ℎ𝑘 such that 𝐻𝑘 = 𝑓(ℎ𝑘).
Suppose that 𝐻𝑘 is Haar random gate that is the same size as a gate 𝐶𝑘 in the quantum circuit.
Then, the Cayley path for each gate is given by

𝐶𝑘(𝜃) = 𝐶𝑘𝑓(𝜃ℎ𝑘), (3)

where 𝐻𝑘 = 𝑓(ℎ𝑘), thus 𝐶𝑘(0) = 𝐶𝑘 and 𝐶𝑘(1) = 𝐶𝑘𝐻𝑘 is a Haar random gate. The full quantum
circuit has the Cayley path 𝐶(𝜃) = 𝒞𝑚(𝜃) · · · 𝒞1(𝜃), where 𝒞𝑘(𝜃) = 𝐶𝑘(𝜃)⊗ 𝐼.

Crucially, [28] showed that if one runs 𝐶(𝜃𝑖) for different choices of 𝜃𝑖 and estimates a mea-
surement 𝑝(𝜃𝑖) probability for a certain bitstring, then one can recover a function 𝑝(𝜃) that gives
the measurement probability for 𝐶(𝜃) for any choice of 𝜃 as long as the algorithm is given enough
points with the necessary precision. Recall from the construction of the Cayley path [28] that
the probabilities are rational function of type (Θ(𝑚),Θ(𝑚)) with factorizable denominators whose
determination can be reduced to polynomial extrapolation [28]. The recovery can be done via
Lagrange extrapolation as shown in Eq. 13 in [35]. Below we denote by 𝑒(𝜃) the error proba-
bility which is the difference of the exact and estimated probabilities obtained from Lagrange
extrapolation or generalized Berlekamp-Welch [29]

Proposition 1 (Lemma 4 via Eq. 13 in [35]). Suppose 𝑒(𝜃) is a degree 𝑑 polynomial in 𝜃. Assume

𝑒(𝜃𝑖) ≤ 𝜖 where |1− 𝜃𝑖| ∈ [0,∆]. Then |𝑒(0)| ≤ 𝜖
exp[𝑑(1+logΔ−1)]√

2𝜋𝑑
.

Let 𝑝𝐶(1) be the probability distribution over circuits with Haar local unitary gates and 𝑝𝐶(𝜃)

the probability distribution over circuits whose gates are deformed according to Eq. (3) then

Proposition 2 (Lemma 2 in [28]). The total variation distance TVD
(︀
𝑝𝐶(𝜃), 𝑝𝐶(1)

)︀
= 𝑂(𝑚∆), for

|1− 𝜃| ≤ ∆.
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3 Quantum Function Secret Sharing

In Section 3.1, we define the concept of quantum function secret sharing, and then we follow with
our scheme in Section 3.2.

3.1 Definition

Let 𝐶 be an 𝑛-qubit quantum circuit with 𝑚 gates, Π be an 𝑛-qubit projector and |𝜓⟩ be an
𝑛-qubit quantum state. The functions we wish to share are of the form

𝑓𝐶(|𝜓⟩ ,Π) = ||Π𝐶 |𝜓⟩ ||2 (4)

for circuits 𝐶 ∈ 𝒞. In other words, 𝑓 ∈ ℱ is the probability of projecting 𝐶 |𝜓⟩ onto Π.

Definition 1. [(𝑝, 𝑡, ℓ, 𝑇, 𝜂) decisional quantum function secret sharing] Let 𝑝 ∈ N be the number
of parties, 𝒞 be a family of circuits and 𝜂 ∈ ℛ be the desired precision. Let 𝑆1, . . . , 𝑆𝑝 be the
share spaces for each of the 𝑝 parties. A 𝑡-secure 𝑝-party quantum function sharing scheme is a
tuple of functions (Gen,Eval,Rec), where Gen is called the generation algorithm, Eval is called the
evaluation algorithm, and Rec is called the reconstruction algorithm. These satisfy the following
syntax

• Gen(1𝜆, 𝐶): On input the security parameter 1𝜆 and a description of a circuit 𝐶, the gener-
ation algorithm outputs 𝑝 shares (𝐶1, ..., 𝐶𝑝) ∈ 𝑆1 × ...× 𝑆𝑝.

• Eval(𝑖, 𝐶𝑖, |𝜓⟩⊗ℓ ,Π): On input the party index 𝑖 ∈ [𝑝], ℓ copies of an input |𝜓⟩ and the
description of a projector Π, the evaluation algorithm outputs 𝑦𝑖 in time T.

• Rec(𝑦1, . . . , 𝑦𝑝): On inputs 𝑦𝑖 ∈ 𝑆𝑖, the reconstruction algorithm computes 𝑣 ∈ [0, 1] in time
poly(𝜆, 𝑝).

Moreover, Gen,Eval, and Rec satisfy the following properties:

Correctness: The secret function can be recovered from all of the shares, i.e., for all 𝐶, |𝜓⟩ and
Π, if (𝐶1, . . . , 𝐶𝑝)← Gen(1𝜆, 𝐶), then

Pr
[︁⃒⃒⃒
Rec(Eval(1, 𝐶1, |𝜓⟩⊗ℓ ,Π), . . . ,Eval(𝑝, 𝐶𝑝, |𝜓⟩⊗ℓ ,Π))− ||Π𝐶 |𝜓⟩ ||2

⃒⃒⃒
≤ 𝜂
]︁
≥ 1− negl(𝜆).

Security: Let us consider the IndQFSS security game, which is parametrized by some 𝑇 ⊆ [𝑝],
described in Algorithm 1 below.

Algorithm 1: Indistinguishability game for function secret sharing IndQFSS𝑇
Input: Function secret sharing scheme (Gen,Eval,Rec), corrupted parties 𝑇 ⊆ [𝑝]

1 The adversary 𝒜 outputs a pair of circuits 𝐶0, 𝐶1 ∈ 𝒞.
2 The challenger samples 𝑏← {0, 1} uniformly at random and computes

(𝐶𝑏
1, . . . , 𝐶

𝑏
𝑝)← Gen(1𝜆, 𝐶𝑏).

3 The challenger sends (𝐶𝑏
𝑖 )𝑖∈𝑇 to 𝒜.

4 The adversary 𝒜 outputs a guess 𝑏′ ∈ {0, 1}.
5 Output 𝑏⊕ 𝑏′.
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The protocol is statistically secure if for every 𝑇 such that |𝑇 | < 𝑡 and every adversary 𝒜,⃒⃒⃒⃒
Pr(IndQFSS𝑇 (𝒜) = 0)− 1

2

⃒⃒⃒⃒
= negl(𝜆). (5)

The protocol is computationally secure if Equation (5) holds for every QPT adversary 𝒜.

3.2 Quantum secret sharing from Cayley paths

Our function sharing scheme is defined by the algorithms (Gen,Eval,Rec) as given Algorithms 2, 3, 4.
The intuition is that to generate the keys corresponding to shares of the function (Algorithm 2),
we garble the circuit we wish to share for different choices of the parameter 𝜃 in the Cayley
path. The evaluation (Algorithm 3) is just running the randomized circuit on a given input state
many times to estimate the output probability. Finally, reconstruction (Algorithm 4) works by
using techniques from [28] such as the generalized BW algorithm (Proposition 1) or Lagrange
interpolation.

Algorithm 2: Generation algorithm Gen

Input: Security parameter 𝜆, description of 𝑛-qubit 𝑚-gate circuit 𝐶 ∈ 𝒞, number of
parties 𝑝 ≥ 𝑚

Output: Circuits (𝐶1, . . . , 𝐶𝑝)
1 Construct the Cayley path 𝐶(𝜃).
2 Compute 𝐶𝑖 = 𝐶(1− 𝑖∆(𝜆)), for some negligible function ∆.
3 Output (𝐶1, ..., 𝐶𝑝).

Algorithm 3: Evaluation algorithm Eval

Input: Index 𝑖 ∈ [𝑝], circuit 𝐶𝑖, ℓ copies of 𝑛-qubit input quantum state |𝜓⟩, and the
description of a projector Π.

Output: 𝑦𝑖 ∈ [0, 1].
1 for 𝑗 ∈ {1, ..., ℓ} do
2 Run 𝐶𝑖 on a copy of |𝜓⟩ and measure according to {Π, 𝐼 − Π} with outcome 𝑏𝑗.

3 Output 𝑦𝑖 = 1
ℓ

∑︀𝑖
𝑗=1 𝑏𝑗.

Algorithm 4: Reconstruction algorithm Rec

Input: (𝑦1, . . . , 𝑦𝑝) ∈ [0, 1]𝑝

Output: 𝑦
1 Use (1− 𝑖∆(𝜆), 𝑦𝑖) as samples for Lagrange interpolation to obtain 𝐹 (𝜃).
2 Output 𝑦 = 𝐹 (0).

We will show the following theorem.

Theorem 1. Let 𝒞 be the a family of circuits on 𝑛 qubits and 𝑚 gates where the architecture is
fixed but the the gates could take an arbitrary value. For any 𝑝 ≥ 𝑚 and for security parameter 𝜆,

8



(Gen,Eval,Rec), defined in Algorithms 2, 3, 4, is a (𝑝, 1, ℓ, |𝐶|ℓ, 𝜂) quantum function secret sharing,

where ℓ = 𝜔(log 𝜆)

(︃(︂
exp[𝑑(1+logΔ−1]

𝜂
√
2𝜋𝑑

)︂2
)︃

.

We will split the proof of Theorem 1 in two parts. In Lemma 1, we prove the correctness of
the scheme and in Lemma 2, we prove its security.

Lemma 1. For all 𝐶, |𝜓⟩ and Π, if (𝐶1, . . . , 𝐶𝑝)← Gen(1𝜆, 𝐶), then

Pr
[︁⃒⃒⃒
Rec(Eval(1, 𝐶1, |𝜓⟩⊗ℓ ,Π), . . . ,Eval(𝑝, 𝐶𝑝, |𝜓⟩⊗ℓ ,Π))− ||Π𝐶 |𝜓⟩ ||2

⃒⃒⃒
≤ 𝜂
]︁
≥ 1− negl(𝜆). (6)

Proof. Let 𝑦𝑖 be the output of the Eval procedure on (𝑖, 𝐶𝑖, |𝜓⟩⊗ℓ ,Π). We have that by Hoeffding’s
bound,

Pr
[︀
|𝑦𝑖 − ||Π𝐶𝑖 |𝜓⟩ ||2| ≥ 𝜖

]︀
≤ 2𝑒−ℓ𝜖

2

. (7)

In this case, by the union bound, with probability at least 1− 𝑝2𝑒−ℓ𝜖2 , for all 𝑖 ∈ {1, ..., 𝑝}, we
have that

|𝑦𝑖 − ||Π𝐶𝑖 |𝜓⟩ ||2| ≤ 𝜖. (8)

Using that ℓ = 𝜔(log 𝜆)

(︃(︂
exp[𝑑(1+logΔ−1]

𝜂
√
2𝜋𝑑

)︂2
)︃

and setting 𝜖 = 𝜂
√
2𝜋𝑑

exp[𝑑(1+logΔ−1)]
, it follows by

Proposition 1 that with probability 1− negl(𝜆), Lagrange used in Rec outputs a value 𝑦 such that

|𝑦 − ||Π𝐶 |𝜓⟩ ||2| ≤ 𝜂.

where 𝜂 = 𝜖
exp[𝑑(1+logΔ−1)]√

2𝜋𝑑
.

Lemma 2. For any 𝑖 and any QPT adversary 𝒜,

AdvIndQFSS{𝑖}(𝒜) ≤ negl(𝜆), (9)

where IndQFSS is the game described in Algorithm 1.

Proof. Let us consider two circuits 𝐶0 and 𝐶1 from the same architecture, and their respective
Cayley paths 𝐶0(𝜃) and 𝐶1(𝜃), constructed as described in Section 2.2.

We notice that from Proposition 2, the statistical distance between 𝐶𝑏(1) and 𝐶𝑏(𝜃) is at most
𝑝∆(𝜆) for all 𝜃 ≥ 1 − 𝑝∆(𝜆). Moreover, the statistical distance between 𝐶0(1) and 𝐶1(1) is 0,
since both of them are constructed by picking Haar random gates. Using the triangle inequality,
the statistical distance between 𝐶0(𝜃) and 𝐶1(𝜃) is at most 2𝑝∆(𝜆) for all 𝜃 ≥ 1 − 𝑝∆(𝜆). Since
∆ = negl(𝜆), the result follows.

4 Super-polynomial precision is required

The goal of this section is to prove that exponential precision is required for negligible security in
our scheme. In order to prove this, we first show in Section 4.1 that our scheme achieves QFSS with
negligible security only if we pick ∆ = negl(𝜆). Then, we show in Section 4.2 that if ∆ = negl(𝜆),
then exponential precision is required for the reconstruction.

9



4.1 Lower bound on the information extracted

We prove a lower-bound on total variation distance (TVD) between close to Haar randomized
circuits that provides a distinguishability result and hence a no-go theorem (Theorem 2 below).
We first establish a lower-bound on the TVD between two ∆−close to Haar randomized gates of
finite size and then in Theorem 2 establish a lower-bound on the TVD for two ∆−close to Haar
randomized circuits.

The Haar measure for unitary matrices is the unique invariant measure 𝑑𝜇(𝑈) that is uniform
for all 𝑈 ∈ U(𝑁) where U(𝑁) is the unitary group of size 𝑁 . Recall the Cayley parametrization

𝑓(𝜃ℎ) =
1 + 𝑖 𝜃ℎ

1− 𝑖 𝜃ℎ
, ℎ = ℎ†.

We choose ℎ and ℎ′ such that 𝑓(ℎ) and 𝑓(ℎ′) are independent instances of Haar measure unitaries.
We wish to lower-bound the TVD between 𝐺1𝑓(𝜃ℎ) and 𝐺2𝑓(𝜃ℎ

′) for |1 − 𝜃| ≤ ∆ ≪ 1 where at
𝜃 = 1 both 𝐺1𝑓(ℎ) and 𝐺2𝑓(ℎ

′) are Haar distributed by the translation invariance of the Haar
measure. By unitary invariance of norms it is sufficient to find the TVD between 𝑓(𝜃ℎ) and
𝐺𝑓(𝜃ℎ′) where 𝐺 = 𝐺†1𝐺2.

Let us define two random variables 𝑋(𝜃) := 𝑓(𝜃ℎ) and 𝑋̃(𝜃) = 𝐺𝑓(𝜃ℎ′) whose respective
probability densities we denote by 𝑝𝑋(𝜃) and 𝑝𝑋̃(𝜃). Since Pr[𝐺𝑓(𝜃ℎ′) = 𝑈 ] = Pr[𝐺𝑓(𝜃ℎ) = 𝑈 ], it
is easy to see that

𝑝𝑋̃(𝜃)(𝑈) = Pr[𝐺𝑋(𝜃) = 𝑈 ] = Pr[𝑋(𝜃) = 𝐺†𝑈 ]

and we conclude that for all 𝜃
𝑝𝑋̃(𝜃)(𝑈) = 𝑝𝑋(𝜃)(𝐺

†𝑈).

The TVD between the two distributions is defined by

TVD(𝑝𝑋̃(𝜃) , 𝑝𝑋(𝜃)) :=
1

2

∫︁
U

⃒⃒⃒
𝑝𝑋̃(𝜃)(𝑈)− 𝑝𝑋(𝜃)(𝑈)

⃒⃒⃒
𝑑𝑈

=
1

2

∫︁
U

⃒⃒
𝑝𝑋(𝜃)(𝐺

†𝑈)− 𝑝𝑋(𝜃)(𝑈)
⃒⃒
𝑑𝑈 (10)

4.1.1 Haar measure and induced measures under Cayley transformation

Here we derive the probability density 𝑝𝑋(𝜃). Let 𝑈 = 1+𝑖ℎ
1−𝑖ℎ be the Cayley transform with ℎ = ℎ†,

the Haar measure 𝑑𝜇(𝑈) induces a measure over ℎ = 𝑓−1(𝑈) = 𝑖1−𝑈
1+𝑈

that after ignoring an
unimportant constant pre-factor writes [36]

𝑑𝑈 =
𝑑ℎ

[det (𝐼 + ℎ2)]𝑁

We are interested in the induced distribution over unitaries under the transformation 𝑌 := 𝜃ℎ.
We write 𝑈(𝑦) = 𝑓(ℎ(𝑦)) where ℎ(𝑦) = 𝑦/𝜃. The matrices form a vector space in 𝑁2 dimensional
space. The composite map has a determinant that is the product of the determinants of each map.
By the chain rule of matrix Jacobians we have 𝑑𝑈 = |𝑓 ′ (ℎ(𝑦))ℎ′(𝑦)| 𝑑𝑦. Since ℎ′(𝑦) = 1/𝜃, using
Toyama’s result we have 𝑑𝑈 = 𝑝𝑌 (𝑦)𝑑𝑦 where

𝑝𝑌 (𝑦)𝑑𝑦 = 𝜃−𝑁
2 𝑑𝑦

[det (1 + (𝑦/𝜃)2)]𝑁
.

= 𝜃𝑁
2 𝑑𝑦

[det (𝜃2 + 𝑦2)]𝑁
(11)

10



To make use of Eq. (10) we invoke the inverse function theorem to obtain the density over the
(no longer uniform) unitaries 𝑥 := 𝑋(𝜃) = 𝑓(𝑦). Since 𝑦 = 𝑓−1(𝑥) = 𝑖(𝐼 − 𝑥)(𝐼 + 𝑥)−1 we
have 𝑑𝑦 = 𝑖𝑑[1 − 𝑥] (𝐼 + 𝑥)−1 + 𝑖(𝐼 − 𝑥)𝑑[(1 + 𝑥)−1]. By an application of chain rule on 𝑑𝐼 =
𝑑[(1 + 𝑥)−1(1 + 𝑥)] = 0 we obtain 𝑑[(1 + 𝑥)−1] = −(1 + 𝑥)−1𝑑𝑥(1 + 𝑥)−1. Hence we arrive at

𝑑𝑦 = −2𝑖 (1 + 𝑥)−1𝑑𝑥(1 + 𝑥)−1

We now make a substitution in Eq. (11) and write

𝑝𝑋(𝜃)(𝑥)𝑑𝑥 = 𝜃𝑁
2 |𝑑𝑦[𝑥, 𝑑𝑥]|[︁
det
(︁
𝜃2 −

(︀
1−𝑥
1+𝑥

)︀2)︁]︁𝑁 .
We apply the determinant of products to calculate the Jacobian and write

𝑝𝑋(𝜃)(𝑥)𝑑𝑥 ∝ (2𝜃)𝑁
2 𝑑𝑥

|det (𝜃2(1 + 𝑥)2 − (1− 𝑥)2)|𝑁
. (12)

Recall from Eq. (10) that 𝑝𝑋̃(𝜃)(𝑥)𝑑𝑥 = 𝑝𝑋(𝜃)(𝐺
†𝑥)𝑑𝑥, and we have

𝑝𝑋̃(𝜃)(𝑥)𝑑𝑥 ∝ (2𝜃)𝑁
2 𝑑𝑥

|det (𝜃2(1 +𝐺†𝑥)2 − (1−𝐺†𝑥)2)|𝑁
. (13)

4.1.2 Total variation distance

We are now in a position to compute TVD(𝑝𝑋̃(𝜃) , 𝑝𝑋(𝜃)) in Eq. (10) by using the aforementioned
expressions in Eqs. (12) and (13). We are interested in |1− 𝜃| < ∆ = 1/poly(𝑛). We let 𝜃 = 1− 𝛿
where |𝛿| ≤ ∆≪ 1 and ignoring terms of 𝑂(𝛿2) we write

det
⃒⃒(︀
(1− 𝛿)2(1 + 𝑥)2 − (1− 𝑥)2

)︀⃒⃒−𝑁
= | det(4𝑥)|

⃒⃒⃒⃒
det

(︂
1− 𝛿

2

(︀
𝑥1/2 + 𝑥−1/2

)︀2)︂⃒⃒⃒⃒−𝑁
= 4𝑁

[︂
1 +𝑁

𝛿

2
Tr
[︁(︀
𝑥1/2 + 𝑥−1/2

)︀2]︁]︂
,

where we used det(1 + 𝜖𝐴) ≈ 1 + 𝜖Tr(𝐴) for small 𝜖. Similarly we derive

det
⃒⃒(︀
(1− 𝛿)2(1 +𝐺†𝑥)2 − (1−𝐺†𝑥)2

)︀⃒⃒−𝑁
= 4𝑁

[︂
1 +𝑁

𝛿

2
Tr
[︁(︀
(𝐺†𝑥)1/2 + (𝐺†𝑥)−1/2

)︀2]︁]︂
.

Therefore

𝑝𝑋(𝜃)(𝑥)− 𝑝𝑋̃(𝜃)(𝑥) := 𝛿
𝑁

2
4𝑁Tr

[︁(︀
𝑥1/2 + 𝑥−1/2

)︀2 − (︀(𝐺†𝑥)1/2 + (𝐺†𝑥)−1/2
)︀2]︁

= 𝛿
𝑁

2
4𝑁Tr

[︀
(𝐼 −𝐺†)𝑥+ 𝑥−1(𝐼 −𝐺)

]︀
We use these to calculate the TVD

TVD(𝑝𝑋̃(𝜃) , 𝑝𝑋(𝜃)) := 𝛿 𝑁4𝑁−1
∫︁
U

⃒⃒
Tr
[︀
(𝑥+ 𝑥†)− (𝐺†𝑥+ 𝑥†𝐺)

]︀⃒⃒
𝑑𝑥

11



By the invariance of Haar measure under 𝑥 ↦→ 𝐺1/2𝑥 we write

TVD(𝑝𝑋̃(𝜃) , 𝑝𝑋(𝜃)) := 𝛿
𝑁

2
4𝑁
∫︁
U

⃒⃒
Tr
[︀
(𝐺1/2 −𝐺−1/2)𝑥− 𝑥−1(𝐺1/2 −𝐺−1/2)

]︀⃒⃒
𝑑𝑥

= 𝛿𝑁4𝑁
∫︁
U

⃒⃒⃒⃒
Tr
[︂
𝑉𝐺 sin

(︂
Λ𝐺
2

)︂
𝑉 †𝐺 𝑥− 𝑥

† 𝑉𝐺 sin

(︂
Λ𝐺
2

)︂
𝑉 †𝐺

]︂⃒⃒⃒⃒
𝑑𝑥

where 𝐺 = 𝑉𝐺 exp(𝑖Λ𝐺)𝑉
†
𝐺 and Λ𝐺 = diag(𝜆1, . . . , 𝜆𝑁) with 0 < 𝜆𝑗 ≤ 2𝜋. By the cyclic property of

trace we have, and the invariance of Haar measure under right and left multiplication by unitaries
we have under 𝑥 ↦→ 𝑉𝐺𝑥𝑉

†
𝐺, we have

TVD(𝑝𝑋̃(𝜃) , 𝑝𝑋(𝜃)) := 𝛿𝑁4𝑁
∫︁
U

⃒⃒⃒⃒
Tr
[︂
sin

(︂
Λ𝐺
2

)︂(︀
𝑥− 𝑥†

)︀]︂⃒⃒⃒⃒
𝑑𝑥

Since Λ𝐺 is diagonal Tr[𝑥 sin
(︀
Λ𝐺

2

)︀
] =

∑︀𝑁
𝑖=1 𝑥𝑖𝑖 sin

(︀
𝜆𝑖
2

)︀
and we have

TVD(𝑝𝑋̃(𝜃) , 𝑝𝑋(𝜃)) := 𝛿𝑁4𝑁
∫︁
U

⃒⃒⃒⃒
⃒
𝑁∑︁
𝑖=1

(𝑥𝑖𝑖 − 𝑥𝑖𝑖) sin(𝜆𝑖/2)

⃒⃒⃒⃒
⃒ 𝑑𝑥

= 𝛿𝑁2 · 4𝑁
∫︁
U

⃒⃒⃒⃒
⃒
𝑁∑︁
𝑖=1

Im(𝑥𝑖𝑖) sin(𝜆𝑖/2)

⃒⃒⃒⃒
⃒ 𝑑𝑥

Because 𝐺 is fixed, sin(Λ𝐺/2) is fixed. In order to lower-bound this quantity we are free to choose
𝐺1 and 𝐺2 to induce 𝑂(1) eigenvalues away from one. We can more generally state that for (non-
trivial)𝐺 ̸= 𝐼 that is sufficiently far from identity, the set of solutions for

∑︀𝑁
𝑖=1 Im(𝑥𝑖𝑖) sin(𝜆𝑖/2) = 0

is a low dimensional hyperplane. The integral involves a fixed 𝐺 ̸= 𝐼, a finite 𝑁 ∈ {2, 4} , and the
Haar measure. Since the integrand does not vanish with probability one (over the full measure
set), the integral must evaluate to a positive constant. This establishes that TVD(𝑝𝑋̃(𝜃) , 𝑝𝑋(𝜃)) =
Θ(𝛿) ≤ Θ(∆). QED

Remark 2. The above proof holds because of the nice properties of the Cayley parametrization,
and such a lower-bound does not hold in general for other parametrizations. We numerically
investigated the above by sampling 107 unitaries from the Haar measure and find E|Tr(𝑥+ 𝑥†)| ≈
2.16. Further, for a fixed 𝐺 drawn randomly from Haar unitary measure we find

E
[︀⃒⃒

Tr
[︀
(𝑥+ 𝑥†)− (𝐺†𝑥+ 𝑥†𝐺)

]︀⃒⃒]︀
≈ 3.07

which fluctuates with the choice of 𝐺.

Proving Ω(∆) statistical distance between 𝐶(𝜃) and 𝐵(𝜃) immediately follows from the results
of this section because of the fact that the statistical distance can only increase if we have more
gates. Below we prove a better lower-bound.

Theorem 2. The total variation distance between the probability distribution over circuits 𝐶(𝜃)
and 𝐵(𝜃) is Θ(𝑚∆) where 𝑚 is the number of gates.

Proof. The upper-bound follows from previous work [28]. The lower-bound on a single gate was
derived above in Section 4, where 𝐺1 and 𝐺2 are seen as corresponding gates of 𝐶(𝜃) and 𝐵(𝜃). By
the independence of the gates, the measure over each circuit is product, i.e., 𝑝𝑋1(𝜃),𝑋2(𝜃),...,𝑋𝑚(𝜃) =
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∏︀𝑚
𝑖=1 𝑝𝑋𝑖(𝜃) and similarly 𝑝𝑋̃1(𝜃),𝑋̃2(𝜃),...,𝑋̃𝑚(𝜃) =

∏︀𝑚
𝑖=1 𝑝𝑋̃𝑖(𝜃)

. Total variation distance is the maximum
possible difference between two distributions hence the minimum overlap is

1− TVD(𝑝𝑋1(𝜃),...,𝑋𝑚(𝜃), 𝑝𝑋̃1(𝜃),...,𝑋̃𝑚(𝜃)) ≤ (1−Θ(∆))𝑚 ∆ = 𝑂(𝑚−1).

We conclude that TVD(𝑝𝑋1(𝜃),...,𝑋𝑚(𝜃), 𝑝𝑋̃1(𝜃),...,𝑋̃𝑚(𝜃)) ≥ Ω(𝑚∆).

This theorem can be directly used to construct an attack to our scheme if we pick ∆ = 1
poly(𝜆)

.

Corollary 1. The triple (Gen,Eval,Rec), defined in Algorithms 2, 3, 4, is not a (𝑝, 1, ℓ, |𝐶|ℓ, 𝜂)
QFSS scheme if ∆ = 1

poly(𝜆)
.

4.2 Exponential precision

This section shows that in our scheme, we need superpolynomial ℓ in order to achieve negligible
security. In order to show that, we will prove that if ℓ = poly(𝜆) and ∆ = negl(𝜆), then there
exists a circuit 𝐶* for which Rec will fail with constant probability.

Lemma 3. For any ℓ = poly(𝜆) and ∆ = negl(𝜆), there exists a circuit 𝐶 such that

Pr
[︁⃒⃒
Rec(𝑦1, ..., 𝑦𝑝)− ‖Π𝐶𝑖 |𝜓⟩‖2

⃒⃒
= 1

⃒⃒⃒
(𝐶1,...,𝐶𝑝)←Gen(1𝜆,𝐶*)
𝑦𝑖=Evalℓ(𝑖,𝐶

*
𝑖 |𝜓⟩,Π)

]︁
= 1− negl(𝜆). (14)

Proof. Let us fix |𝜓⟩ = |0𝑛⟩, Π = |0𝑛⟩⟨0𝑛|, and 𝐶 to be a circuit composed of one layer of one-qubit
identities. Notice that

‖Π𝐶 |𝜓⟩‖2 = 1. (15)

Let (𝐶1, . . . , 𝐶𝑝) ← Gen(1𝜆, 𝐶) and 𝒞𝑖 be the distribution of the circuit 𝐶𝑖. Let ℋ be the
distribution where we have one layer of one-qubit Haar random gates. We have from Theorem 2
that TVD(𝒞𝑖,ℋ) = 𝑂(𝑚∆(𝜆)). Since E𝐷∼ℋ[‖Π𝐷 |𝜓⟩‖2] = 1

2𝑛
and Var𝐷∼ℋ[‖Π𝐷 |𝜓⟩‖2] = 1

22𝑛
, we

have that for every polynomial 𝑝,

Pr
𝐶𝑖∼𝒞𝑖

[︂
‖Π𝐶𝑖 |𝜓⟩‖2 ≥

1

𝑝(𝜆)

]︂
= negl(𝜆),

In this case, except with negligible probability, for all 𝑖 ∈ [𝑝], Eval(𝑖, 𝐶𝑖, |𝜓⟩⊗ℓ ,Π) = 0, since
ℓ = poly(𝜆). It follows that with probability 1− negl(𝜆)

Rec
(︁
Eval

(︁
1, 𝐶1, |𝜓⟩⊗ℓ ,Π

)︁
, · · · ,Eval

(︁
𝑝, 𝐶𝑝, |𝜓⟩⊗ℓ ,Π

)︁)︁
= Rec(0, · · · , 0) = 0. (16)

Equation (14) follows from Equations (15) and (16).

This shows that we cannot pick ℓ = poly(𝜆) in our scheme since we do not have its correctness.

Corollary 2. The triple (Gen,Eval,Rec), defined in Algorithms 2, 3, 4, is not a (𝑝, 1, ℓ, |𝐶|ℓ, 𝜂)
QFSS scheme for ℓ = poly(𝜆).
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Δ

ℋ

𝐶(0)

𝐵(0)

𝐶(𝜃!)
𝐶(𝜃")

𝐵(𝜃!)
𝐵(𝜃")

Figure 2: The center of the ball denotes the Haar measure ℋ and the circuits 𝐵(𝜃𝑖) and 𝐶(𝜃𝑗)
are instances of small pullbacks of the Haar measure towards the fixed circuits 𝐵 := 𝐵(0) and
𝐶 := 𝐶(0).

5 Impossibility beyond one-party secret sharing

In this section, we prove that if two malicious parties collude, they can break our QFSS scheme.
Let 𝐵1, . . . , 𝐵𝑚 and 𝐶1, . . . , 𝐶𝑚 be the fixed set of gates corresponding to the circuits 𝐵 and 𝐶

respectively, which have the same architecture. Let 𝐻1, . . . , 𝐻𝑚 and 𝐻 ′1, . . . , 𝐻 ′𝑚 be local unitaries
drawn from the Haar measure according to the circuit architecture of 𝐵 and 𝐶. Recall that we
can always find hermitian matrices ℎ𝑘, ℎ′𝑘 such that ℎ𝑘 = 𝑓−1(𝐻𝑘) and ℎ′𝑘 = 𝑓−1(𝐻 ′𝑘). We define
the corresponding Cayley paths

𝐵𝑘(𝜃) := 𝐵𝑘𝑓(𝜃ℎ𝑘) and 𝐶𝑘(𝜃) := 𝐶𝑘𝑓(𝜃ℎ
′
𝑘).

For a given 𝜃, we can instantiate the following circuits using the Cayley of the gates:

𝐵(𝜃) :=
𝑚∏︁
𝑘=1

𝐵𝑘(𝜃), and 𝐶(𝜃) :=
𝑚∏︁
𝑘=1

𝐶𝑘(𝜃) . (17)

The distribution over a circuit with Haar gates is denote by ℋ𝒜 where 𝒜 denotes the architec-
ture that the circuit respects. The distribution over a circuit 𝐵(𝜃) with architecture 𝒜 is denoted
by ℋ𝒜,𝜃 which is the pullback by 𝜃 by the Cayley path of the Haar measure where |1− 𝜃| ≤ ∆.

Let 𝐵(𝜃1) ∼ ℋ𝒜,𝐵,𝜃 and 𝐶(𝜃1) ∼ ℋ𝒜,𝐶,𝜃 with probability densities 𝜌𝐵(𝑈 ; 𝜃1) and 𝜌𝐶(𝑈 ; 𝜃1)
where 𝑈 denotes the unitary dependence of the random matrix distributions on the vector 𝑈 .
From [28] and Theorem 2, we have that the total variation distance between this distributions is

TVD (𝜌𝐵, 𝜌𝐶) = Θ(𝑚∆),

which is used in the security of our protocol against a single malicious party.
Let 𝐽𝐵,𝜃1,𝜃2 be the joint distribution on circuits (𝐵(𝜃1), 𝐵(𝜃2)) and similarly define 𝐽𝐶,𝜃1,𝜃2 to be

the joint distribution on circuits (𝐶(𝜃1), 𝐶(𝜃2)). We now show that the distance between 𝐽𝐵,𝜃1,𝜃2
and 𝐽𝐶,𝜃1,𝜃2 is 1, which shows that our protocol is not secure if we have two or more colluding
parties.

To prove that, we first show this auxiliary lemma.
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Lemma 4. Let 𝐵(𝜃) be the Cayley path for a circuit 𝐵. There exists a function 𝑔𝐵 such that
𝑔𝐵(𝐵(𝜃1), 𝜃1, 𝜃2) = 𝐵(𝜃2). Moreover, for 𝐵 ̸= 𝐶, 𝑔𝐶(𝐵(𝜃1), 𝜃1, 𝜃2) ̸= 𝐵(𝜃2).

Proof. Let 𝑔𝐵(𝑈, 𝜃1, 𝜃2) = 𝐵𝑓( 𝜃2
𝜃1
𝑓−1(𝐵†𝑈)). We have that

𝑔𝐵(𝐵(𝜃1), 𝜃1, 𝜃2) = 𝐵𝑓( 𝜃2
𝜃1
𝑓−1(𝐵†𝐵(𝜃1))) = 𝐵𝑓( 𝜃2

𝜃1
𝑓−1(𝐵†𝐵𝑓(𝜃1ℎ𝑘))) = 𝐵𝑓( 𝜃2

𝜃1
𝜃1ℎ𝑘)) = 𝐵(𝜃2).

Moreover, since 𝑓 and 𝑓−1 are bijections if 𝐵 ̸= 𝐶, we have that

𝑔𝐶(𝐵(𝜃1), 𝜃1, 𝜃2) = 𝐶𝑓( 𝜃2
𝜃1
𝑓−1(𝐶†𝐵(𝜃1))) = 𝐶𝑓( 𝜃2

𝜃1
𝑓−1(𝐶†𝐵𝑓(𝜃1ℎ𝑘))) ̸= 𝐵(𝜃2).

We now prove the main lemma of this section.

Lemma 5. TVD (𝐽𝐵,𝜃1,...,𝜃𝑘 , 𝐽𝐶,𝜃1,...,𝜃𝑘) = 1, for 𝑘 ≥ 2.

Proof. We show 𝑘 = 2 which is sufficient for general 𝑘 as the statistical distance does not decrease
with growing 𝑘. First of all, let us define 𝐽𝐵,𝜃1,𝜃2(𝑈1, 𝑈2) = Pr[𝐵(𝜃1) = 𝑈1, 𝐵(𝜃2) = 𝑈2]. The TVD
between 𝐽𝐵,𝜃1,𝜃2 and 𝐽𝐶,𝜃1,𝜃2 is defined given by

TVD (𝐽𝐵,𝜃1,𝜃2 , 𝐽𝐶,𝜃1,𝜃2) =
1

2

∫︁
|𝐽𝐵,𝜃1,𝜃2(𝑈1, 𝑈2)− 𝐽𝐶,𝜃1,𝜃2(𝑈1, 𝑈2)| 𝑑𝑈1𝑑𝑈2

=
1

2

∫︁
|𝑝𝐵(𝑈1)𝛿(𝑈2 − 𝑔𝐵(𝑈1))− 𝑝𝐶(𝑈1)𝛿(𝑈2 − 𝑔𝐶(𝑈1))| 𝑑𝑈1𝑑𝑈2

where by 𝑔𝐵 and 𝑔𝐶 are the functions from Lemma 4. From Lemma 4, these delta functions have
disjoint supports for 𝐶 ̸= 𝐵, and it follows that

TVD (𝐽𝐵,𝜃1,𝜃2 , 𝐽𝐶,𝜃1,𝜃2) =
1

2

(︂∫︁
𝑝𝐵(𝑈1)𝑑𝑈1 +

∫︁
𝑝𝐶(𝑈1)𝑑𝑈1

)︂
= 1.

Corollary 3. The triple (Gen,Eval,Rec), defined in Algorithms 2, 3, 4, is not a (𝑝, 2, ℓ, |𝐶|ℓ, 𝜂)
QFSS scheme.

Proof. The attacker chooses two distinct circuits 𝐶0 and 𝐶1. Given two share 𝐶𝑏
𝑖 and 𝐶𝑏

𝑗 , one can
perfectly distinguish if 𝑏 = 0 or 𝑏 = 1, since the total variation distance of the two distibutions is
1 from Lemma 5.
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