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Abstract

Witness encryption (WE) (Garg et al, STOC’13) is a powerful cryptographic primitive that
is closely related to the notion of indistinguishability obfuscation (Barak et, JACM’12, Garg et
al, FOCS’13). For a given NP-language L, WE for L enables encrypting a message m using
an instance x as the public-key, while ensuring that efficient decryption is possible by anyone
possessing a witness for x ∈ L, and if x ̸∈ L, then the encryption is hiding.

We show that this seemingly sophisticated primitive is equivalent to a communication-efficient
version of one of the most classic cryptographic primitives—namely that of a zero-knowledge
argument (Goldwasser et al, SIAM’89, Brassard et al, JCSS’88): for any NP-language L, the
following are equivalent:

• There exists a witness encryption for L;

• There exists a laconic (i.e., the prover communication is bounded by O(log n)) special-honest
verifier zero-knowledge (SHVZK) argument for L.

Our approach is inspired by an elegant (one-sided) connection between (laconic) zero-knowledge
arguments and public-key encryption established by Berman et al (CRYPTO’17) and Cramer-
Shoup (EuroCrypt’02), and the equivalence between a notion of so-called “predictable arguments”
and witness encryption by Faonio, Nielsen, and Venturi (PKC’17).
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1 Introduction

Witness encryption (WE) is a fascinating cryptographic primitive introduced by Garg, Gentry, Sahai
andWaters [GGSW13]. Roughly speaking, a WE for an NP-language L, enables encrypting a message
m with an instance x as the “public key”, such that (a) if x ∈ L, then that anyone having a witness
w ∈ RL(x) for x can recover m from the ciphertext c, yet (b) if x /∈ L, then the ciphertext c hides
m (in the standard sense of semantic security).

On top of being intriguing in its own right, WE for NP together with standard cryptographic hard-
ness assumption yields other more advanced “trustless” encryption schemes (e.g., flexible broadcast
encryption and more) [FWW23]. Furthermore, as already shown in the original work of [GGSW13],
WE for NP and just the assumption of one-way functions, yields public-key encryption. The as-
sumption of one-way functions can be further relaxed to just assuming that NP ̸⊆ P/poly [KMN+14,
HN23, LMP24]. In fact, for these results, it further suffices to assume the existence of WE even
just for specific NP languages such as MCSP [KC00], or MKtP [Kol68, Ko86] (see [LMP24] for more
details).

For what languages does WE exists? If NP = P, then WE for every language in NP trivially
exists: simply decide the instance and if it is true send m in the clear and otherwise nothing. But if
NP ̸= P, then establishing WE for NP has proven harder, and WE is generally viewed as being closely
related to the powerful notion of indistinguishability obfuscation (iO) [BGI+12, GGH+13]. Indeed,
as shown by [GGH+13], the existence of iO implies WE for all of NP and thus, all constructions of
iO (such as, the recent constructions of Jain, Lin, and Sahai [JLS21, JLS22] which can be based on
well-founded assumptions) can be used to get secure WE. Furthermore, up until recently, all known
construction of WE for NP either passed through the route of iO, or were a stepping-stone/inspiration
for achieving iO. More recently, however, direct WE constructions were proposed in [VWW22, Tsa22]
based on a type of knowledge-based LWE assumption (referred to as evasive LWE) from which iO
constructions are not known, highlighting that WE may perhaps be a weaker primitive than iO (and
indeed so-called black-box separations between the primitives are known [GMM17]).

When focusing on WE for specific languages (as opposed to for all of NP), as noted already in
[GGSW13] and further formalized in [ABP15], every language L having a so-called smooth projective
hash function (a.k.a a hash proof system) [CS02] unconditionally has a WE (but the converse is
not known); these include various number-theoretic languages. However, as noted in [GGSW13],
all such languages are in SZK and this approach is thus unlikely to extend to all of NP (unless the
Polynomial-Hierarchy collapses [AH91]).

The current state of the art thus leaves open the following basic question:

For what languages does WE exist, and under what hardness assumptions?

In this work, rather than directly providing an answer to the above question, and instead of
trying to build WE based on concrete hardness assumptions, or for concrete languages, we show
that, perhaps surprisingly, the above question is equivalent to a corresponding question regarding
a seemingly much simpler and long-studied cryptographic primitive, namely so-called laconic ZK
arguments. Before diving in, we highlight that we are not the first to establish a connection between
WE and interactive arguments of some form; indeed, as we will discuss in more detail in Section
1.1, Faonio, Nielsen, and Venturi [FNV17] show an equivalence between a notion of a so-called “pre-
dictable argument” and WE, and several other works [BC20, Kiy24, BISW18, BIOW20] show that
more restricted/non-standard forms of laconic or ZK arguments imply their notion of predictability.
(In essence, as we discuss in more detail later on, all such arguments essentially require a determin-
istic Prover.) In contrast to those works, we here focus on just standard notions of laconicity and
ZK (which most notably allow for probabilistic Provers.)
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Laconic Special-HVZK Zero-knowledge interactive proofs/arguments [GMR89, BCC88] are one
of the central cryptographic protocols; they are interactive protocols whereby a Prover, P , can
convince a Verifier, V , that some instance x ∈ L, but with the additional (seemingly) paradoxical
zero-knowledge (ZK) guarantee that the Verifier does not “learn anything new” except for the fact
that x ∈ L. In our treatment (and as is typically the case for cryptographic applications), we will be
restricting to ZK proofs/argument where the the Prover P can be implemented in polynomial time
given access to any witness w ∈ RL(x) (a.k.a. efficient-prover ZK protocols).

We will be focusing on so-called honest-verifier ZK protocols (HVZK), where the zero-knowledge
property only needs to hold with respect to the honest verifier V ; this property is formalized by
requiring the existence of a polynomial-time simulator S that can simulate the view of V in a random
interaction with the Prover in a computationally indistinguishable way (given just the instance x
as input). In many applications of HVZK protocols, it is often convenient to consider a slight
strengthening of this notion, referred to as special-HVZK (SHVZK) [CDS94, Dam02], where the
simulator receives not only the instance x, but also a randomly-sampled random-tape r and is
required to simulate the view of Vr(x) (i.e., the honest verifier with random tape fixed to r) in an
interaction with P (x,w). (SHVZK is not only easier to use in applications (see e.g., [CDS94]), but
as far as we know, all natural interactive HVZK protocol also satisfy this property.1)

We will be consider SHVZK proofs/arguments satisfying an additional communication-efficient
property: We say that a proof system is ℓ-laconic if the total length of the prover messages is bounded
by ℓ(|x|), and we simply refer to the proof system as being laconic if it is O(log n)-laconic.

The study of laconic proof systems was introduced by Goldreich and H̊astad [GH98] and fur-
ther expanded in the work of Goldreich, Vadhan and Wigderson [GVW02]. More recently, Berman,
Degwekar, Rothblum and Vasudevan [BDRV18] demonstrated an intriguing (one-sided) connection
between laconic HVZK protocols (satisfying a certain quantitative form of laconicity) and public key
encryption (PKE ; in more detail, they show that the existence of an r-round statistical HVZK argu-
ment for a language L that is O(r−2/3 log1/3 n)-laconic, together with the assumption that L satisfies
a certain notion of “cryptographic hardness”2), implies the existence of public-key encryption.3

1.1 Our results

The above-mentioned result of [BDRV18] will be the starting point for our work. In essence, we
will show that once we consider SHVZK (instead of just HVZK), then not only we can deal with an
arbitrary level of laconicity (i.e., any O(log n) prover communication complexity), but we can also
construct WE instead of just public-key encryption (and also without needed to make any hardness
assumption on L). Our main result is the following theorem.

Theorem 1.1 (Characterizing WE). For any language L ∈ NP, the following are equivalent:

• There exists a WE (resp. a statistically-secure WE) for L.

• There exists an efficient-prover laconic SHVZK argument (resp. proof) for L.

1But it is easy to come up with examples separating the notions. In particular, NIZK constructions such as [FLS90]
are trivially HVZK but the simulator is required to “program” the Common Random String (e.g., by setting the
randomness to be the output of a PRG) to be able to perform the simulator. Such protocols are not SHVZK (as
simulation can only be performed when the Verifier randomness is in the range of the PRG.

2Namely that there exist a PPT machine to sample YES-instances together with their witness, and a PPT machine
to sample NO-instances that are computationally indistinguishable from the YES-instances.

3The also show a weak converse of this theorem, that public-key encryption also implies a relaxed type of “average-
case laconic HVZK arguments of weak knowledge”.
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We emphasize that our characterization considers WE protocols satisfying correctness with over-
whelming probability (as opposed to probability 1)—that is, we do not characterize WE with perfect
correctness.

As a consequence of Theorem 1.1 (combined with [HN23, LMP24]), we get that laconic SHVZK
arguments for NP, or even just for specific languages such as MCSP, or MKtP, together with the
assumption that NP ̸⊆ P/poly yields the existence WE and OWFs, which by [GGSW13] yields
the existence of PKE. (Or alternatively, simply that laconic SHVZK arguments for some language
satisfying cryptographic hardness implies PKE.4)

On WE and Predictable Arguments The elegant work of Faonio, Nielsen, and Venturi intro-
duced the notion of predictable arguments [FNV17] and showed deep connections between those and
witness encryption. An argument is said to be “predictable” if given the Verifier’s (private) random-
ness, only a single prover response can lead the Verifier to accept, and this response is required to be
efficiently computable (with the Verifier randomness). They showed that for any language L ∈ NP,
the existence of a predictable argument for L is equivalent to the existence of a WE for L.

Subsequently, there have been a number of works that have established sufficient conditions for
constructing predictable arguments (and thus also WE) based on various proof systems with certain
laconicity or zero-knowledge properties:

• Bitansky and Choudhuri [BC20] obtained a predictable argument from any deterministic-prover
(malicious-verifier) zero-knowledge with bounded-auxiliary input (where the bounded-auxiliary
input property is employed to overcome the impossibility result of [GO94] 5.

• Kiyoshima [Kiy24] showed that any arguments with a strong (non-standard) form of a witness
indistinguishability (WI) property [FS90] yields a predictable argument.6 This WI property
is implied by a notion of “resettable statistical witness indistinguishability”, and as such, his
results show that resettable statistical zero-knowledge implies predictable arguments.

• Boneh, Ishai, Sahai, and Wu show 1-bit laconic arguments (together with an extra average-
case hardness assumptions) imply predictable arguments [BISW18]; furthermore, Barta, Ishai,
Ostrovsky, and Wu extend this also to 1-group-element laconic arguments where the Verifier
only performs generic group operations [BIOW20].

We note that any predictable argument directly implies a deterministic-prover SHVZK argument:
the SHVZK simulator simply outputs the “predicted” prover messages (which are the same as what
the deterministic prover would send). Indeed, the “warm-up” case of our proof (which deals with
deterministic SHVZK) can be viewed as a generalization of the proof of [FNV17]. We highlight that
the core technical contribution in this work is dealing with probabilistic provers, once we add the
laconicity property. Indeed, as a corollary of Theorem 1.1, we thus get that any laconic SHVZK
(potentially with a probabilistic prover) can be turned into a 2-round deterministic prover SHVZK,
and thus a 2-round predictable argument.

We additionally note that once we add the laconicity property, the prover messages are “1/poly-
predictable”, and as such any laconic argument is “1/poly-weakly predictable argument” in the

4Even this result is incomparable to [BDRV18] since we can handle arbitrary O(logn) laconic provers; on the other
hand, we require the proof system to satisfy the stronger notion of SHVZK, as opposed to HVZK.

5Goldreich and Oren showed that standard deterministic-prover ZK arguments cannot exist for languages outside
of BPP.

6Roughly speaking, this strong WI property requires that the transcript only depends on the randomness of the
Prover and the Verifier (and is independent of the witness the Prover uses).
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terminology of [BIOW20]. Such weak predictability was proven useful in building full-fledged pre-
dictable arguments in [BIOW20] for the case of 1-element arguments in the generic group model
(when the soundness error is negligible), but it is unknown how to amplify weak predictability more
generally. Indeed, we here take a different approach.

1.2 Proof Outline: Earlier Work and the Key Idea

We here provide an outline of the proof of Theorem 1.1. We provide the construction of a WE for an
NP language L given any laconic SHVZK argument for L. The converse direction (i.e., that WE for
L implies laconic SHVZK) directly follows from a construction in [KMN+14].7 Towards this goal,
let us first explain the approach of [BDRV18], which originates already in [CS02].

1.2.1 Earlier Work: PKE from Laconic ZK

Cramer and Shoup’s [CS02] notion of an Smooth Projective Hash function (a.k.a a Hash Proof
System) can be viewed as a 2-message HVZK proof system with a deterministic prover for a cryp-
tographically hard language L. [CS02] show that such a proof system can be turned into an PKE
by letting the public key be a randomly sampled YES-instance x (that is indistinguishable from
a randomly sampled NO-instance), and letting the secret key be the witness for x. To encrypt a
message, generate a simulated transcript (π1, π2)

8, send π1 and m hidden using π2 (e.g., one-time
pad encrypted using randomness extracted from π2 through some reconstructive extractor such as
the Goldreich-Levin hard-core function [GL89]). Since the prover for the HVZK is deterministic,
anyone having the secret key (i.e., the witness for x) can given π1 recover π2 (by simply running the
honest prover strategy on x,w) and thus decrypt m. Secrecy, on the other hand, follows from the
cryptographic hardness of L and the soundness of the proof system: in particular: (1) any attacker
to the secrecy of the PKE can recover the prover message π2 given a randomly sampled π1 (according
to the simulator strategy) leading to an accepting execution; (2) by the cryptographic hardness of L,
the attacker will still do so when switching to randomly sampled false statements, which contradicts
the soundness of the HVZK proof.

[BDRV18] extend this method to work also when the prover is randomized as long as the total
prover communication is small—more precisely, they require it to be of length O(log1/3 n)/r2/3 where
r is the number of rounds of the protocol. Let us focus on the case of just 2-round protocols. Their
key insight is that if the length of the prover message π2 is short, then we can effectively make
the prover deterministic following the approach of Valiant and Vazirani [VV86]: let the encryption
include a hash, h(π2) of the message π2 sampled by the encryptor, where h is an appropriate pairwise
independent hash function. The decryptor can next continuously sample the honest prover to find a
prover message that matches the hash. The tricky part here consists of showing that by appropriately
selecting the length of the output of h, we can simultaneously guarantee that (a) the message π2 is
uniquely determined, yet (b) the hash h(π2) does not computationally reveal too much about π2 to
break the soundness of the protocol. Proving this is quite nontrivial.

1.2.2 Our Approach in a Nutshell

Our first observation is that the above approaches already satisfy the functionality of witness encryp-
tion: instead of sampling a random YES instances, simply use any YES-instance, and any receiver
knowing a witness can decrypt. The problem is how to argue security. Indeed, the above approach

7Technically, there is was only argued that the construction satisfies HVZK, but the construction trivially also
satisfies the SHVZK property—indeed, essentially all standard HVZK protocols also satisfy the SHVZK property.

8Since it is a 2-message protocol, it must be the case that π1 is the verifier message and π2 is the prover message.
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strongly relies on the fact that we can sample a random NO-instance that is indistinguishable from
YES instances which no longer is the case when considering witness encryption. We here provide a
very high-level explanation of how we deal with this issue, focusing on just 2-round protocols.

Warm-up (following [GGSW13, ABP15, FNV17] ): Dealing with Deterministic Provers
We first show that for the case of 2-round protocols with a deterministic prover, if the protocol
satisfies the special HVZK property, then the above approach can be extended to work even if the
protocol is just an argument!

As mentioned above, it was already observed that the approach of Cramer-Shoup extends to
yield witness encryption [GGSW13, ABP15] but that approach instead relied on a different insight
and in particular the unconditional soundness conditions of Hash Proof Systems). Alternatively, as
discussed above, Faonio, Nielsen, and Venturi [FNV17] show that the above approach directly work
if the proof systems satisfies a predictability property.

To deal with just deterministic-prover SHVZK (which as noted above is implied by predictability),
we generalize the approach of [FNV17] and modify the protocol as follows: To encrypt, first run the
simulator (on randomly sampled random tape for the verifier) and check that the simulator outputs
views that lead to the verifier accepting. If not, simply output ⊥, and if yes, proceed just as before.9

Correctness follows just as before (due to the SHVZK property, the additional extra step can only
disrupt things with negligible probability). Let us now turn to secrecy. If the simulator does not
output accepting views, then secrecy trivially holds. Now, the key point is that due to the SHVZK
property, if the simulator does output accepting views with high probability, then the verifier message
is statistically close to an honest verifier message (since we are simply running the honest verifier
on a fresh random tape).10 As a consequence, it follows that if some attacker is able to predict the
prover response π2 for a verifier message π1 sampled by the SHVZK simulator, then this response
π2 would also convince an honest verifier, which contracts the soundness of the protocol, and from
which we have that secrecy holds.

Dealing with Laconic Provers The above reasoning, however, does not apply to the protocol of
[BDRV18]. Instead, to deal with the case of probabilistic, but laconic, provers, we take a different
(and arguably simpler) approach. Another advantage is that this approach also works when the
laconicity is O(log n) (as opposed to just O(log1/3 n)). The key insight here is that due to the
SHVZK and the laconic prover property, the encryptor can estimate the distribution of the prover
message π2 given a fixed verifier message π1 as sampled by the simulator (with a fixed random tape r
for the verifier so that the message π1 remains fixed). The decryptor, on the other hand, can estimate
the distribution of the honest prover response. Due to the HVZK property (and standard Chernoff
bounds), these estimates should be close. We then complete the protocol by having the encryptor
and decryptor engaging in a correlated sampling procedure to jointly sample π2 and complete the
rest of the protocol as before (and again including the simulator checking stage).

More Details on the Correlated Sampling Roughly speaking, the correlated sampling consist
of having both entities computing a discretized (bucketed) version of the probability distribution
(where the size of the bucket for each message π2 is proportional to its probability mass) and letting
the encryptor “throw a ball into a random bucket” to sample its message π2 by picking a value
v ∈ [0, 1] and including v as part of the ciphertext. The important part to note here is that v is
chosen independently of the distribution, so including it in the ciphertext does not leak anything

9This modification is not needed for [FNV17] as their “predictor” always finds accepting prover messages.
10We note that this property may not hold if the protocol only satisfies the HVZK, as opposed to SHVZK, property.
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that would make it easier to find an accepting prover message.11 The decryptor performs the same
discretization and samples a random message using the same “ball” v. We can now show that when
x ∈ L, then by the SHVZK property, the encryptor and the decryptor will agree with high probability.
On the other hand, when x /∈ L, if some attacker is able to (given v) predict the message π2, then
effectively it must be able to sample π2 from the simulator distribution, which (as previously argued)
would also convince an honest verifier, contradicting the soundness.

We warn the reader that the above outline is brushing over many important details that are
nontrivial to deal with—we provide a more detailed proof overview in the next section that explain
them.

1.3 Detailed Proof Overview

We proceed to a more detailed proof overview of how we build a WE for L given a laconic SHVZK
argument for L.

1.3.1 The Protocol

To formalize the above approach, it will be convinient to first define and construct a weak form of
WE that next can be amplified into a “full-fledged” WE.

Weak Witness Encryption We start by introducing the weak form of WE, which we simply
refer to as weak witness encryption (weak WE)). Roughly speaking, we think of weak WE as a
WE that for random message, and the secrecy property is weakened to only require the message
to be hard to compute (as opposed to it being fully hidden). In more detail, a weak WE for an
NP language L consists of two PPT algorithms Enc,Dec where Enc(x) with a statement x ∈ {0, 1}n
samples a ciphertext c together with a “message”m. The correctness condition requires that if x ∈ L,
Dec(x,w) where w ∈ RL(x) recoversm with probability 1−α (for some inverse polynomial α = α(n)).
The secrecy/soundness condition—referred to as soundness security in analogy with the standard
definition of WE— requires that if x ̸∈ L, no attacker can compute m given c with probability
more than 1 − n · α. Note, weak WE weaken the standard WE definition in two ways: (1) by only
requiring m to be (weakly) hard to compute, and (2) correctness only holds w.r.t. random messages.
However, as we show, any weak WE implies a full-fledged WE (for the same language); this can
be shown by appealing to the hardness amplification theorem for weakly verifiable puzzles [CHS05],
the Goldreich-Levin theorem [GL89], and a standard “majority” trick to enable WE correctness
amplification (see Section 4 for more details). We emphasize that the final WE we thus obtain may
have an exponentially small correctness error (i.e. we do not get a WE with perfect correctness).

The Weak WE Construction We proceed to show how to construct a weak WE scheme for
any NP-language L given any ℓ-laconic efficient-prover SHVZK argument (P, V ) with simulator S
where ℓ(n) = O(log n). For the ease of presentation, we assume that (P, V ) has completeness 2/3
and soundness error 1/3.12 The reader is referred to Section 5 for a detailed description of our weak
WE scheme.

The encryption algorithm Enc(x), x ∈ {0, 1}n, proceeds as follows.
11This is a major difference with the approach of [BDRV18] where a lot of care had to be taken to ensure that the

additional hash provided does not leak too much.
12We remark that we are able to handle much more general parameters where the gap between completeness and

soundness error is only inverse polynomial.
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1. Test whether S generates accepting views13 (with probability 1/2) on x and uniformly
sampled verifier random-tape r. If not, output c = ⊥, m← {0, 1}n. Fix a random r.

2. Sample a random round i (in which P speaks) and sample a random transcript (prefix)
π′ of the first i− 1 rounds from S(x, r).

3. Draw a “historgram” of the (simulated) next-message distribution given π′ (by repeatedly
sampling from S(x, r)).14 Let pσ denote the estimated probability mass for message σ.

4. Perform correlated sampling by thinking of each σ occupying an interval (i.e., a “bucket”)
in [0, 1] of length pσ, sampling random v ← [0, 1]15 (that acts as shared randomness), and
σ∗ is defined to be the element whose interval covers v (i.e., whose bucket contains the
“ball” v). Output c = (x, π′, v) and m = σ∗.

The decryption algorithm Dec(c, w) proceeds as follows.

1. Interpret c as c = (x, π′, v).

2. Draw a “historgram” of the (real) next-message distribution given π′ (by repeatedly sam-
pling from (P (x,w), V (x))).

3. Perform correlated sampling by sampling from the histogram as in Enc with the shared
randomness v. Output the outcome of the sampling, denoted by τ∗.

1.3.2 Some Useful Notations and Observations

Before analyzing our schemes, it is instructive to remark here that it is without loss of generality to
assume that for every statement x, the simulator S will generate views in which (a) the transcript
satisfies laconicity and (b) the verifier messages are honestly generated, due to the SHVZK property.16

It will also be useful to introduce some notations and makes some simple claims about them.

Good Histograms and Heavy π′ We will consider “good” histograms and “heavy” partial tran-
script π′, where a histogram is said to be good if it is “ε-close” to the actual distribution (i.e., the
estimated probability mass is within ε of the real probability mass for each element in the support),
and π′ is said to be heavy (or θ-heavy) (in the underlying distribution) if it is sampled (in the dis-
tribution) with probability ≥ θ. We pick both ε = ε(n) and θ = θ(n) to be some sufficiently small
(but a-priori boundned) inverse polynomials in n. We rely on the following three claims on good
histograms and heavy π′:

Claim 1: Heavy π′ lead to good histograms: We first remark that any heavy π′ leads to good
histograms. Since in order to generate the histogram, we will sample from the distribution
for an a-priori boundned sufficiently large (≥ poly(n)/(θε)2) number of times, by a standard
Chernoff-type argument (and a Union bound over every element in the support), we have
that with overwhelming probability, we will generate a good histogram given a heavy partial
transcript π′.

13Recall that a view (of V in an interaction with P ) contains a verifier random-tape r and a transcript, where a
transcript consists of all messages exchanged by P and V . A view is accepting if the verifier accepts in the end.

14We sample for a sufficiently large (but a-priori polynomially bounded) number of times. We will elaborate more
on this later.

15For simplicity, we can let v be a real number. We can always “discretize” the interval, paying an exponentially
small sampling error.

16For any S, we can consider another simulator S′(x, r) which truncates the prover messages to ℓ bits, and replaces
the verifier messages by the ones that are consistent with r and x (by running Vr(x) over the truncated transcript).
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Claim 2: Good histograms approximate the prover’s next message: We next observe that
good histograms are statistically close to the distribution of the prover’s next-message. This
follows from the fact that (P, V ) is ℓ-laconic, so the next-message distribution has support size
at most 2ℓ. Thus, the statistical distance between a good histogram and the actual distribution
is at most ε · 2ℓ = ε · poly(n).17

Claim 3: Random prefixes π′ are heavy: Finally, we mention that with very high probability,
a random π′ will be heavy (in Enc(x)). Again, due to laconicity, we can show that the support
size of the distribution of π′ is at most 2ℓ. By a Union bound over every element in the support,
π′ is not heavy with probability at most θ · 2ℓ = θ · poly(n).

We are now ready to argue correctness and security of the scheme.

1.3.3 Correctness Analysis Overview

We proceed to show that σ∗ will equal τ∗ with very high probability18 (≥ 1 − α) when x ∈ L is a
YES instance and w ∈ RL(x) is a witness of x. For any verifier random-tape r, let Πsim(r) denote
the simulated transcript distribution in S(x, r), and let Πreal(r) denote the real transcript distribu-
tion in an interaction between P (x,w) and Vr(x). The SHVZK property of (P, V ) guarantees that
{R,Πsim(R)} is computationally indistinguishable from {R,Πreal(R)} (against non-uniform attack-
ers), where R denotes the uniform random distribution (over verifier random-tapes). To make the
correctness proof modular, it will be convenient to pass through an (a-priori) stronger notion of
SHVZK, which we refer to as almost-every-randomness SHVZK ; this notion of SHVZK will require
indistinguishability to for an overwhelming fraction of random tapes r for the verifier (when fixing
the verifier’s random tape to r).19 This notion can be viewed as a relaxed form of the notion of a
semi-malicious verifier [BGJ+13] (which, roughly speaking, requires simulation to succeed w.r.t. all
random tapes for the honest verifier). Our proof proceeds in the following three steps.

Step 1: Dealing with a deterministic V : Let us start by assuming that V is deterministic;
alternatively, we can consider the case that V uses a single fixed random-tape r = 0∗. Since (P, V )
is laconic, it follows that {r,Πreal(r)} is a distribution over only polynomially many elements. In this
case, (non-uniformly secure) computational indistinguishability directly implies statistical indistin-
guishability (since we can hardcode the transcript that distinguishes between the two distributions
the best).

Now, given that Πsim(r) and Πreal(r) are statistically close20, we first observe that the test in
step 1 will be passed with overwhelming probability (since the real transcripts are accepted with
probability ≥ 2/3). Next, we can focus our attention to the partial transcripts π′ that are heavy
in Enc(x) (since by Claim 3 this happens with very high probability). Notice that if π′ is heavy
in Enc(x) (where the underlying distribution is Πsim(r)), it must be also heavy in Dec (where the
underlying distribution is Πreal(r)), due to the SHVZK property. Thus, we have that

• The next-message distribution given π′ in Πsim(r) is statistically close to the next-message
distribution given π′ in Πreal(r) (due to SHVZK);

17In this proof overview, we just consider the distance to be “sufficiently small” (and often ignore it) since we can
make ε as much small as we want.

18We say that something happens with very high probability if it happens with probability 1 − 1/p(n) and we can
make the polynomial p arbitrarily large.

19We remark that almost-every-randomness SHVZK trivially implies SHVZK; in the third step of our analysis below,
we show that the converse actually also holds.

20In the formal proof, we instead rely on the notion of max distance, but the proof proceeds roughly in the same
way.
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• And the two histograms generated in Enc and Dec will be good (by Claim 1).

Combining the above two facts (and also Claim 2), we have that the two histograms will be statisti-
cally close to each other. Since our correlated sampling procedure with the same shared randomness
(from the statistically close histograms) will produce the same outcome with very high probability,
we conclude that σ∗ = τ∗ with very high probability.

Step 2: Randomized V and breaking almost-every-randomness SHVZK: We turn to
considering the case where the verifier random-tape is uniformly distributed (rather than a fixed
string). We assume for contradiction that σ∗ ̸= τ∗ happens with probability > α. By a standard
averaging argument, there exists at least an O(α) fraction of r, such that σ∗ and τ∗ disagree with
probability O(α) when the verifier random-tape is fixed to be r. As argued above, for each such r,
there exists a non-uniform distinguisher Dr that distinguishes between {r,Πsim(r)} and {r,Πreal(r)}
with advantage poly(α, 1/n). The (first) caveat is that the non-uniform advice used in Dr depends
on r. This can be fixed by relying on the laconicity. Recall that the advice needed in Dr is just a
transcript, which given r can be fully determined by the prover messages.21 Since (P, V ) is ℓ-laconic,
the advice needed in Dr is just ℓ bits. Using probabilistic arguments, we can show that there is a
(single) non-uniform attacker D that, for at least an O(α/2ℓ) fraction of r, distinguishes between
{r,Πsim(r)} and {r,Πreal(r)} with advantage poly(α, 1/n). This concludes that (P, V ) cannot satisfy
almost-every-randomness SHVZK.

Step 3: From SHVZK to almost-every-randomness SHVZK: In the final step, we show
that any attacker to almost-every-randomness SHVZK can be turned (with some additional non-
uniformity) into an attacker to SHVZK for any protocol (P, V ) with an efficient prover P , which
yields the desired contradiction (and thus σ∗ = τ∗ must hold with probability > α).

At first, let us explain why an attacker breaking almost-every-randomness SHVZK does not
necessarily break SHVZK: The reason for this is that distinguishing advantage is not linear (due
to the absolute sign), and thus averaging arguments will not work. To overcome this issue, the
key observation is that Πsim(r) is efficiently samplable given r (which is included in the view), and
Πreal(r) is efficiently samplable given r and the witness w (due to the efficient prover). Given an
almost-every-randomness SHVZK attacker D, we can additionally add w as non-uniform advice in
D. For each r, D can now compute whether the absolute sign in the distinguishing advantage shall
be “flipped” and flip it when needed (by estimating the probabilities that D outputs 1 on (r,Πsim(r))
and on (r,Πreal(r)) up to inverse polynomial precision (in our case, poly(α, 1/n)), and flipping the
output of D if, for example, D outputs 1 and the former is smaller than the later).

1.3.4 Security Analysis Overview

We prove that if x ̸∈ L, over random (c,m) ← Enc(x), no non-uniform polynomial-time attacker
A can compute m given c with probability ≥ 1 − β, where β = O( 1

2ℓγ
) and γ denotes the number

of rounds in (P, V ). To do so, we rely on the soundness of (P, V ) with respect to the NO instance
x. (As we shall see very soon, our reduction is fully black-box, and thus if (P, V ) is statistically
sound (i.e., a proof system), then the weak WE we obtain will have statistical security.) We start by
assuming for contradiction that there exists an attacker A that computes m given c with probability
≥ 1− β. Our goal is to use A to build a cheater prover P ∗ that breaks the soundness of (P, V ).

21As we shall argue, we can also instead use the witness w as non-uniform advice (since what we need is the “best”
prover messages, which can be computed from w (again, relying on laconicity)).
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The Malicious Prover P ∗: We will construct a “malicious” prover P ∗ that has access to A when
interacting with V . The malicious prover P ∗,A, during the interaction, proceeds as follows.

In each round i ∈ [γ], if V speaks in this round, P ∗,A just receives the message. If P speaks in
this round, let π[i−1] denote the transcript of the previous i−1 rounds. P ∗,A simply samples random
v ← [0, 1], and sends across to V the output of A(c) where c = (x, π[i−1], v).

Analyzing the success probability of P ∗: We proceed to arguing that P ∗,A convinces V . We
consider any x /∈ L and such that the simulator passes the “simulator test” (since otherwise, A can
only success with negligible probability as m is uniformly random n-bit string.)

We may further assume w.l.o.g that the simulator outputs accepting views with probability at
least 5/12—by a Chernoff bound, the simulator can only pass the test with negligible probability
otherwise.

Note that under these restriction, any attacker for the WE is able to sample the prover’s next
message for simulated views given just the partial transcript. The problem, however, is that while
we can show that the transcript generated is correctly distributed, it does not mean that the external
verifier will be accepting these transcript. Of course, the simulator is generating accepting views,
but the reason for this could potentially be that its simulated prover messages are correlated with
the verifier’s random tape. We show that this cannot happen if A succeeds with high probability—
intuitively, this follows since A’s view is independent of the verifier randomness r (conditioned on
the partial transcript it gets), so if A succeeds in predicting simulated next messages, then these
messages also cannot depend on r.

To formalize this argument, we proceed by considering any fixed verifier randomness r; we say
that r is good if A(c) computes m with probability ≥ 1− O(β) given that the verifier random-tape
used in Enc is fixed to r (denoted by Encr). It follows that r is good with probability at least 1−0.01.
Fix some good verifier-tape r. Let Πadv denote the distribution of the real transcripts between P ∗,A

and Vr, and let Πsim denote the transcript distribution in S(x, r).
We aim to show that the statistical distance between Πadv and Πsim is at most 0.01. If so,

combining this with the fact that S(x, r) generates accepting transcripts with probability 5/12, and
that r is good with probability 1− 0.01, we conclude that P ∗,A convinces V with probability

5

12
− 0.01− 0.01 >

1

3
.

We move on to proving that Πadv and Πsim is statistically close, and this is proved in a round-
by-round fashion.22 For any round i ∈ [γ], let Πadv,[i] (resp Πsim,[i]) denote the distribution over the
first i round messages in Πadv (resp in Πsim). Let di denote the statistical distance between Πadv,[i]

and Πsim,[i]. Consider any round i ∈ [γ]. Suppose that V speaks in this round, then we have that
di will not increase (from di−1). On the other hand, suppose P speaks in round i, we can focus
our attention on partial transcripts π[i−1] that is O(2−ℓ/γ)-heavy in Πsim,[i−1] (which happens with

probability ≥ 1− 2ℓ ·O(2−ℓ/γ) ≥ 1−O(1/γ) by Claim 3). Since π[i] is O(2−ℓ/γ)-heavy in Πsim, we
have that (i) the histogram (generated in Encr(x) when π′ = π[i−1]) is good (by Claim 1) and (ii)
A(c) = m holds with probability at least

1−O(β · 2ℓγ) ≥ 1−O(
1

γ
)

over (c,m) ← Encr given that π′ = π[i−1]. Notice that m is distributed according to the histogram,
which approximates the distribution Πsim,i given Πsim,[i−1] = π[i−1] (if the histogram is good, by

22In the formal proof, as mentioned before, we instead rely on the notion of max distance, but the proof proceeds
roughly in the same way.
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Claim 2). In addition, A(c) is distributed the same as Πadv,i given Πadv,[i−1] = π[i−1]. Taking into
account the probability that π[i−1] is not heavy, it follows that the statistical distance between Πadv,[i]

and Πsim,[i] will increase by at most

O(1/γ) +O(
1

γ
) ≤ 0.01

1

γ

from di−1 (by choosing the constants in O(·) carefully). Combining this with the fact that (i) there
are γ rounds and (ii) when i = 0, the statistical distance is 0, we conclude that Πadv and Πsim is at
most

0.01
1

γ
· γ ≤ 0.01.

2 Preliminaries

For an array of γ variables, π = (π1, . . . , πγ), we let π[i] = (π1, . . . , πi) denote the (array of the) first
i variables.

2.1 Interactive Protocol and Zero-Knowledge

We start by introducing the notions of interactive proofs [GMR88] and arguments [BCC88].

Interactive Proofs and Arguments Roughly speaking, for a language L ∈ NP, an interactive
proof for L consists of two (interactive) PPT machines, a Prover P and, a Verifier V such that if
x ∈ L, given any witness w, when P (w) and V interact (on the common input x), V will accept.
In addition, the, so-called, soundness condition requires that if x ̸∈ L, then no computationally
unbounded (malicious) Prover P ∗ can make the Verifier V to accept. We say that (P, V ) is an
interactive argument for L if it satisfies the same condition except that the soundness condition only
hold w.r.t. computationally efficient malicious provers P ∗ (that can be implemented in non-uniform
polynomial time).

We proceed to a formal definition. Given two interactive Turing machines, P, V , let ⟨P, V ⟩(x)
denote the output of V in an interaction between P and V on the common input x. When P
receives some additional auxiliary input a, we denote it as ⟨P (a), V ⟩(x). Let ViewV (⟨P, V ⟩(x))
denote the view of V in the interaction, which includes the common input x, all the messages V
sends and receives, and the internal randomness of V . We refer to all the messages exchanged in the
interaction as transcript. We let Vr denote the machine V with its internal randomness fixed to be
r.

Definition 2.1 (Interactive Proofs/Arguments). A pair of (interactive) PPT machines (P, V ) is
said to be an interactive proof with completeness c(·) and soundness error s(·) for a language L with
witness relation RL if the following are satisfied.

• Completeness: For any x ∈ L, n = |x|, any witness w ∈ RL(x),

Pr[⟨P (w), V ⟩(x) = 1] ≥ c(n)

• Soundness: For any x ̸∈ L, n = |x|, any (computationally unbounded) machines P ∗,

Pr[⟨P ∗, V ⟩(x) = 1] ≤ s(n)
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In addition, we say that (P, V ) is an interactive argument for L if the soundness condition only holds
for all non-uniform polynomial time P ∗ and all sufficiently long x.

We will be focusing on interactive proofs/arguments where the prover communication complexity
is limited; such proof system are referred to as laconic proofs/arguments [GH98, GVW02].

Definition 2.2 (Laconic Proofs/Argument). An interactive proof/argument (P, V ) is referred to as
being ℓ-laconic if the total length of messages from P to V given a common input x ∈ {0, 1}n is
upper bounded by ℓ(n). We say that (P, V ) is simply laconic if it is ℓ-laconic for ℓ(n) = O(log n).

Zero-Knowledge In this work, we focus on the notion of special honest verifier zero-knowledge
(SHVZK) [GMR89, CDS94]. An interactive protocol (P, V ) is said to be special honest verifier zero-
knowledge if there exists a PPT simulator S such that for any x ∈ L, the distribution S(x, r) over a
uniform random r is computationally indistinguishable to the view of V in a real interaction.

Definition 2.3 (Special honest verifier zero-knowledge zero-knowledge (SHVZK)). We say that an
interactive protocol (P, V ) for a language L with witness relation RL) is special honest verifier zero-
knowledge (SHVZK) if there exists a PPT simulator S such that for every non-uniform polynomial-
time machine D, there exists a negligible function ν such that for all x ∈ L, n = |x|, every w ∈ RL(x),
it holds that

|Pr[D(ViewV (P (w), V )(x)) = 1]− Pr[r ← Uq(n) : D(S(x, r)) = 1]| ≤ ν(n)

where q(·) is a polynomial such that V uses at most q(|x|) random coins on input x for all x.

2.2 Witness Encryption

We proceed to formalizing the notion of witness encryption (WE) [GGSW13].

Definition 2.4. A witness encryption (WE) scheme for an NP language L consists of two PPT
algorithms, Enc and Dec, such that the following are satisfied:

• Correctness: For all x ∈ L, n = |x|, all witnesses w of x, any b ∈ {0, 1}:

Pr[Dec(Enc(x, b), w) = b] ≥ 1− 2−n

• Soundness Security: For every non-uniform polynomial-time machine D, there exists a
negligible function ν such that for all x ̸∈ L, n = |x|,

|Pr[D(Enc(x, 0)) = 1]− Pr[D(Enc(x, 1)) = 1]| ≤ ν(n)

We say that (Enc,Dec) is statistically secure if the two distributions in the soundness security guaran-
tee are statistically indistinguishable. We say that (Enc,Dec) is a witness encryption with correctness
c(·) if the probability in the correctness condition is at least c(n) all input lengths n.

2.3 Computational Indistinguishability

We recall the definition of (computational) indistinguishability [GM84].

Definition 2.5. Two ensembles {An,x}n∈N,x∈Sn and {Bn,x}n∈N,x∈Sn are said to be computational
µ(·)-indistinguishable, if for every non-uniform machine D (the “distinguisher”), there exists a neg-
ligible function µ(·), such that for every n ∈ N, x ∈ Sn,

|Pr[D(1n, x, An,x) = 1]− Pr[D(1n, x,Bn,x) = 1]| < µ(n)
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3 Main Theorem and Some Corollaries

Our main theorem shows the equivalence between WE for an NP-language L and the existence of a
laconic SHVZK argument for L. In fact, the theorem is a bit stronger.

Theorem 3.1 (Characterizing WE). For any language L ∈ NP, the following are equivalent:

• There exists a WE (resp. a statistically-secure WE) for L.

• There exists an efficient-prover ℓ-laconic SHVZK argument (resp. proof) for L with complete-
ness c and soundness error s, such that c(n) − s(n) ≥ 1/δ(n) for some polynomial δ(n) and
ℓ(n) = O(log n).

• For every (efficiently computable) ℓ(n) ≥ 1, there exists an (deterministic)-efficient prover ℓ-
laconic two-round statistical SHVZK argument (resp. proof) for L with completeness 1 − 2−n

and soundness error 2−ℓ(n) + negl(n).

Proof: We show in Corollary 5.2 (stated and proven in Section 5) that the second item implies the
first item. In Theorem 6.1 (stated and proven in Section 6), we show that the first item implies the
last item. Finally, the last item trivially implies the second item.

Note that as a direct consequence of Theorem 3.1, we get the following results of independent
interest regarding laconic SHVZK proofs:

Round-collapse: As shown by Babai-Moran [BM88], all constant-round interactive proof for a lan-
guage L can be collapsed into 2-round proofs for L. But this transformation does not preserve
zero-knowledge, or the efficient-prover property (and also does not apply to arguments), and
there are important barriers indicating that this may be inherent [Wee06, Vad00]. As a conse-
quence of Theorem 3.1, we get that if the protocol is laconic, then round collapse preserving
both SHVZK and the efficient-prover property is possible.

Optimal soundness error: The standard method for amplifying soundness of an interactive pro-
tocols is through parallel repetition [GMR88, BM88, BIN97, PV07, HPWP10, Hai13], but this
blows up the communication complexity. As an additional consequence of Theorem 3.1, we
directly get that any language having a laconic SHVZK also has one where the soundness error
is 2−ℓ + negl(n). This is optimal up to the negl(n) term as HVZK for non-trivial languages
cannot have soundness error 0 [GO94], and thus if a cheating proof exists, it can always be
guessed with probability 2−ℓ.

4 From Weak to (Strong) Witness Encryption

In this section, we define a weaker notion of witness encryption (weak WE) that will be useful
for our purposes, and next demonstrate how any weak WE can be turned into a (standard) WE;
subsequently, we will show how to build a weak WE.

Definition 4.1. A weak witness encryption scheme (with correctness c(·) and hardness ω(·)) for an
NP language L consists of two PPT algorithms, Enc and Dec, such that the following are satisfied:

• (Syntax) Enc takes input x and outputs two strings (CT, y). Dec takes input CT , and outputs
a string z.

• Correctness: For all x ∈ L, n = |x|, all witnesses w of x:

Pr[(CT, y)← Enc(x) : Dec(CT,w) = y] ≥ c(n)
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• Soundness Security: For any non-uniform polynomial-time attacker A, for all sufficiently
large n ∈ N, all x ̸∈ L, |x| = n,

Pr[(CT, y)← Enc(x) : A(CT ) ̸= y] ≥ ω(n)

We say that (Enc,Dec) is statistically secure if the security requirement holds with respect to any
time-unbounded attacker A.

We say that (Enc,Dec) is (overwhelmingly) hard if the security condition holds for ω(n) = 1− 1
p(n)

for every polynomial p. We say that (Enc,Dec) is correct if the correctness condition holds for
c(n) = 1 − 2−n. We say that (Enc,Dec) is just a weak witness encryption if it is both correct and
overwhelmingly hard.

Proposition 4.2. Assume that there exists a weak witness encryption with correctness 1 − 1
α(n)

and hardness 1
β(n) for two polynomials α, β such that α(n) ≥ 4nβ. Then, there exists a witness

encryption.
Moreover, the above statement preserves the statistical security between the schemes.

Proof: This proposition follows from Lemma 4.3, 4.5, and 4.6.

Lemma 4.3. Assume that there exists a weak witness encryption with correctness 1 − 1
α(n) and

hardness 1
β(n) for two polynomials α, β such that α(n) ≥ 4nβ. Then, there exists a weak witness

encryption with correctness 3
4 that is overwhelmingly hard.

Moreover, the above statement preserves the statistical security.

Proof: Consider any weak witness encryption (Enc,Dec) with correctness 1 − 1
α(n) and hardness

1
β(n) , α(n) ≥ 4nβ. Consider a new scheme defined as running (Enc,Dec) in parallel for nβ(n) times.
The correctness of the new scheme follows from a Union bound. To argue the hardness, we rely on
the notion of weakly verifiable puzzles, defined in [CHS05]. Informally, a weakly verifiable puzzle is
a cryptographic puzzle where the verifier also gets the randomness of puzzle maker.23 Observe that
given that (CT, y)← Enc(x), we can make a weakly verifier puzzle such that breaking the puzzle is
equivalent to computing y given CT . (Simply let Enc be the puzzle maker, and the verifier can check
if the attacker computes y using Enc’s internal randomness.) Also notice that the proof in [CHS05]
is black box, so their result still holds if the puzzle generator and the verifier share the statement x,
x ∈ {0, 1}n (as opposed just 1n). Thus, the hardness of the new scheme follows from [CHS05].

Lemma 4.4 (Goldreich-Levin [GL89, Yao82] (c.f. [MP23])). There exist an oracle probabilistic
polynomial-time algorithm R such that for all n ∈ N, any distribution Q over {0, 1}n × {0, 1}∗,
any ε > 0, any (probabilistic) functions f : {0, 1}n → {0, 1} satisfying

Pr
(x,z)←Q,r←{0,1}n

[D(z, r, x · r) = 1]− Pr
(x,z)←Q,r←{0,1}n,b←{0,1}

[D(z, r, b) = 1] ≥ ε

where x · r denote the inner product over F2, then

Pr[(x, z)← Q : RD(1ε
−1
, z) = x] ≥ ε3

8n
23Formally, a weakly verifier puzzle consists of a puzzle generator G and a verifier V . G will output a puzzle p and

some “check information” c (where G’s internal randomness could fit in). V accepts if an answer a is correct with p
and c. The hardness of the puzzle requires that no efficient attacker can find an answer a given only the puzzle p.
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Lemma 4.5. If there exists a (overwhelmingly hard) weak witness encryption with correctness 3
4 ,

then there exists a witness encryption with correctness 3
4 .

Moreover, the above statement preserves the statistical security.

Proof: Let (Enc′,Dec′) be the weak witness encryption scheme with correctness 3
4 . Consider the

following (Enc,Dec):

• Enc(x, b) runs (CT ′, y)← Enc′(x), samples r ← {0, 1}|y|, and simply outputs CT = (CT ′, r, (y ·
r)⊕ b) (where y · r denotes the inner product over F2).

• Dec(CT,w) receives CT = (CT ′, r, b′), computes z = Dec′(CT ′, w), and outputs (r · z)⊕ b′.

The correctness of (Enc,Dec) follows from the correctness of (Enc′,Dec′) (and the fact that when
y = z, (r · z) ⊕ b′ = b). We turn to arguing security. We will consider information-theoretic
adversaries (resp non-uniform polynomial time adversaries) if (Enc′,Dec′) is statistically hard (resp
computationally hard). Since (Enc′,Dec′) is overwhelmingly hard, it follows that for all sufficiently
large n, on any x ̸∈ L, it is hard to find y given CT ′. By the Goldreich-Levin Theorem [GL89] (c.f.
the (contra-position of) Lemma 4.4), it follows that the following two ensembles are indistinguishable:

{Enc(x, 0)}n∈N,x ̸∈L,|x|=n and {Enc(x, b) : b← {0, 1}}n∈N,x ̸∈L,|x|=n

And thus the security of Enc follows from a standard hybrid argument.

Lemma 4.6. If there exists a witness encryption with correctness 3
4 (and negligible security error),

then there exists a witness encryption.
Moreover, the above statement preserves the statistical security.

Proof: Given a witness encryption with correctness 3/4, we can simply encrypt the same bit (using
independent randomness) for O(n) times and output ciphertexts we obtain as encryption. To decrypt,
we can decrypt each ciphertext and output the majority of the decrypted bits. The security follows
from a standard hybrid argument. And the correctness follows from a Chernoff-type argument.

5 Weak Witness Encryption from Laconic ZK

We here show how to construct a weak WE from any laconic SHVZK argument.

Theorem 5.1. Assume that ℓ-laconic SHVZK argument with completeness c and soundness error s
for an NP language L exists, such that c(n) − s(n) ≥ 1/δ(n) for some polynomial δ(n) and ℓ(n) =
O(log n). Then, there exists a weak witness encryption for L with correctness 1− 1

α(n) and hardness
1

β(n) , where α, β are polynomials such that α(n) ≥ 4nβ(n).
Moreover, if the ℓ-laconic SHVZK protocol is a proof system, then the weak witness encryption

scheme satisfies statistical security.

Using Proposition 4.2, we get the following corollary.

Corollary 5.2. Assume that ℓ-laconic SHVZK protocol with completeness c and soundness error s
for an NP language L exists, such that c(n) − s(n) ≥ 1/δ(n) for some polynomial δ(n) and ℓ(n) =
O(log n). Then, there exists a witness encryption for L.

Moreover, if the ℓ-laconic SHVZK protocol is a proof system (resp argument system), then the
weak witness encryption scheme has statistical security (resp computational security).

Proof: Immediate from Theorem 5.1 and Proposition 4.2.

The rest of this section is dedicate to proving Theorem 5.1.
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5.1 The Protocol

We proceed to describing the protocol.

Ingredients: An ℓ-laconic special honest verifier zero-knowledge protocol (P, V, S) with com-
pleteness c and soundness error s for L, c(n) − s(n) ≥ 1/δ(n) for some polynomial δ(n),
ℓ(n) = O(log n).

We can assume without loss of generality that S generates views where (i) the “prover” is
ℓ-laconic and (ii) the verifier messages are consistent with V and the verifier’s random tape in
the view. (See Remark 5.4.)

Parameters β(n) = 8 · 22ℓ · (16δℓ)3, α(n) = 16nβ, T (n) = (128 · 23ℓα2)2 · nℓ where δ = δ(n),
ℓ = ℓ(n).

Encryption: Enc(x), x ∈ {0, 1}n, proceeds as the follows.

1. Test whether S generates accepting transcript. Test whether the simulator S generates
transcripts which the verifier V will accept. (See Figure 2.) If not, simply sample y ←
{0, 1}n, output (CT = ⊥, y), and halt.

2. Sample a random prefix. Sample a random string r ∈ {0, 1}q(n) (that serves as V ’s random
tape) and sample a view of the verifier from S(x, r). Let π = (π1, . . . , πγ) denote the tran-
script. Sample random i ∈ [γ] such that πi is a prover message. Let NextMsgS(i, π[i−1], r)
denote the distribution of the i-th round message in the transcript sampled by S(x, r)
conditioned on the first i− 1 messages being π[i−1].

3. Estimate the next-message distribution. Repeat sampling from S(x, r) (for T (n) times) to
estimate the probability mass for each element in the distribution NextMsgS(i, π[i−1], r).
(See Figure 1 for the detailed algorithm.) Let D′S denote the estimated distribution (a
histogram).

4. Use a correlated sampling strategy. Sample v ∈ {0, 1}n (which acts as the shared random-
ness). Use the canonical sampling algorithm Samp (defined in Figure 3) to sample from
D′S with randomness v. Let σ∗ = Samp(D′S , v).

5. Output CT = (x, i, π[i−1], v) and y = σ∗.

Decryption: Dec(CT,w), proceeds as the follows.

1. Interpret CT = (x, i, π[i−1], v). Let n = |x|. Consider π[i−1] as a partial transcript.

2. Run P on the partial transcript. Consider the following experiment: Let P (x,w) interact,
for i rounds, with an imaginary verifier V ′ where, in each round j, V ′ will simply send πj
as its message. Let NextMsgP (i, π[i−1], w) denote the distribution of the i-th message in
the experiment conditioned on the first i− 1 messages being π[i−1].

3. Estimate the next-message distribution. Repeat the above experiment (for T (n) times) to
estimate the probability mass for each element in the distribution NextMsgP (i, π[i−1], w).
(See Figure 1 for the detailed algorithm.) Let D′P denote the estimated distribution (a
histogram).

4. Sample using the shared randomness. Use the canonical sampling algorithm Samp (defined
in Figure 3) to sample from D′P with randomness v. Let τ∗ = Samp(D′P , τ).

5. Finally, output z = τ∗.
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Estimating a Conditional Distribution

• Given access to a (joint) distribution Π = (Π1, . . . ,Πγ), an index i ∈ [γ], a prefix π[i−1],
and a parameter T , the goal is to empirically estimate the distribution of Πi conditioned on
Π[i−1] = π[i−1].

• Sample π′ from Π for T times. Count the number of times where π′
[i−1] = π[i−1] (denoted by

cnt). Let S be the set of σ that appears as π′
i in some π′ such that π′

[i−1] = π[i−1]. For each

σ ∈ S, count the number of times where π′
[i−1] = π[i−1] and π′

i = σ (denoted by cntσ).

• Return a distribution (or a “histogram”) over S where each σ ∈ S has probability cntσ/cnt.

Figure 1: The distribution estimating algorithm (that generates a histogram)

Testing the Simulator S

• Given input x ∈ {0, 1}n, a simulator S, a verifier V , and parameters c(n), s(n), δ(n) such that
c(n) ≥ s(n) + 1/δ(n), the goal is to test whether S generates transcripts which V will accept
with probability close to c(n).

• Sample a random string r ∈ {0, 1}q(n) and a transcript π from S(x, r). Repeat the sampling
procedure for 10nδ(n)2 times. For each sampled randomness r and transcript π, simulate the
verifier V (x) with random tape r as follows:

For each round i, if πi is a prover message, we feed πi to V ; if πi is a verifier message, we ignore
it. Finally, we check whether V accepts in the end. We refer to (r, π) as being “accepted” if V
accepts in the end.

• If the fraction of accepted (r, π) is more than s(n)+1/(2δ(n)), then our algorithm returns YES.
Otherwise, return NO.

Figure 2: The simulated transcripts testing algorithm

The Canonical Sampling Algorithm Samp

• Given the description of a distribution D over (σ1, . . . , σm) with probabilities (p1, . . . , pm), and
a string v ∈ {0, 1}n (that acts as the randomness), Samp(D, v) sorts ((σ1, p1), . . . , (σm, pm)) in
lexicographic order. Then, Samp(D, v) finds the largest index j ∈ [m] such that

∑
i≤j pi ≤ v/2n,

and returns σj .

Figure 3: The canonical sampling algorithm

5.2 Analyzing the Construction

Lemma 5.3. Assume that (P, V, S) is a ℓ-laconic SHVZK protocol with completeness c and soundness
error s for an NP language L, c(n)−s(n) ≥ 1/δ(n) for some polynomial δ(n), ℓ(n) = O(log n). Then,
(Enc,Dec) is a weak witness encryption for L with correctness 1 − 2

α(n) and hardness 1
2β(n) , where

α, β are polynomials (defined in the protocol) such that α(n) ≥ 16nβ(n).
Moreover, if (P, V, S) is a proof system (resp argument system), then (Enc,Dec) has statistical

security (resp computational security).
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The proof of Theorem 5.1 immediately follows by Lemma 5.3.
Proof: [of Theorem 5.1] Immediate by Lemma 5.3.

Remark 5.4. We will focus our attention to simulator S that only generates views in which (i) the
prover is ℓ-laconic and (ii) the verifer messages are consistent with V and the random tape. (Notice
that if the transcript and the random tape are fixed, the verifier messages are determined.) We can
assume without loss of generality that the simulator S satisfies these: If the prover is not laconic, we
can simply remove all the prover messages after ℓ(n) bits. If verifier messages are not consistent,
we can replace all verifier messages with the correct ones. Since (P, V, S) is zero-knowledge, both
actions will only affect a negligible fraction of simulated transcripts (when running the protocol on a
YES instance), and thus the simulator remains valid.

We define several algorithms (or notions) that will be useful in our proof. Define Enc′ to be the
algorithm Enc with the first step skipped (i.e., it does not perform the test). Let Enc′r denote the
algorithm Enc′ with the verifier’s random tape fixed to be r (as opposed to sampling from random).

For any fixed n ∈ N, any instance x ∈ {0, 1}n, any verifier’s random tape r ∈ {0, 1}q(n), let Πsim(r)
denote the distribution of simulated transcripts generated by S(x, r). (We will simply denote it by
Πsim (and omit (r)) when r is fixed and clear from the context.) Let γ = γ(n) denote the number of
rounds in (P, V, S). For any i ∈ [γ], and transcript π, we say that a partial transcript π[i] is θ-heavy
(in Πsim,[i](r)) for some θ > 0 if the probability weight of π[i] in the distribution Πsim,[i] is at least θ.

For any two distributions D1, D2, we define the max distance between D1 and D2, ∆max(D1, D2),
as maxω∈D1∪D2{|Pr[D1 = ω]− Pr[D2 = ω]|}.
Lemma 5.5. If a partial transcript π[i−1] is θ-heavy in Πsim,[i−1](r), and NextMsgS(i, π[i−1], r) has

support size ≤ 2ℓ(n), then with probability at least 1− 2−n (over internal randomness of Enc′r),

∆max(NextMsgS(i, π[i−1], r), D
′
S) ≤

1

32 · 22ℓ(n)α(n)

where θ is picked to be 1
4·2ℓ(n)α(n)

.

Proof: Let ε = 1
32·22ℓ(n)α(n)

. Let p denote the probability of π[i−1] in Πsim,[i−1](r) (and notice that

p ≥ θ). Consider any σ in the support of NextMsgS(i, π[i−1], r), and let q denote the probability of
σ in NextMsgS(i, π[i−1], r). By a standard Chernoff-type argument, it holds that with probability

≥ 1−2−n−ℓ(n) in the algorithm in Figure 1, it holds that (i) | cntT −p| ≤ θε/4; and (ii) | cntσT −p·q| ≤ θε/4.
It follows that ∣∣∣cntσ

cnt
− q

∣∣∣ = ∣∣∣∣cntσ/Tcnt/T
− q

∣∣∣∣
≤ max

{
pq + θε/4

p− θε/4
− q, q − pq − θε/4

p+ θε/4

}
= max

{
θε/4 + qθε/4

p− θε/4
,
qθε/4 + θε/4

p+ θε/4

}
≤ θε/2

θ(1− ε/4)

≤ ε.

where the second inequality follows from p ≥ θ, and the last two inequalities follow from q ≤ 1,
ε ≤ 1. By taking a Union bound, the probability that this holds for all σ is at least

1− 2−n−ℓ(n) · 2ℓ(n) ≥ 1− 2−n
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5.2.1 Security Analysis

Lemma 5.6. Assume that S generates ℓ-laconic-prover transcripts, ℓ(n) = O(log n). Then, there
exists a PPT algorithm R such that the following holds. For any attacker A, any x, n = |x|, such
that

Pr[(CT, y)← Enc(x) : A(CT ) = y | CT ̸= ⊥] ≥ 1− 1

β(n)

Then,

Pr[⟨RA, V ⟩(x) = 1] ≥ d(n)− 1

8δ(n)

where d(n) is defined as

d(n)
def
= Pr[r ← {0, 1}q(n), (x, r, π)← S(x, r) : (r, π) is accepted ]

(according to the notion of being accepted defined in Figure 2)

Proof: Consider a prover RA that proceeds as follows. On input x, x ∈ {0, 1}n, it interacts with a
verifier V . For each round i, let π[i−1] = (π1, . . . , π[i−1]) denote the current transcript. If the prover

speaks in this round, RA samples a random v ← {0, 1}n. Next, RA runs A on input (x, i, π[i−1], v),

and sends the output of A to the verifier. (If the verifier speaks in this round, RA simply receives
the message.)

We move on to arguing that when RA interacts with V on x, it will make V accept with good
enough probability. Recall that Enc′ is defined as the algorithm Enc with its first step skipped, and
Enc′r is defined as the algorithm Enc′ with its verifier’s random tape fixed to be r. Notice that the
algorithm Enc′ behaves exactly the same as the algorithm Enc conditioned on CT ̸= ⊥. Thus, we
have that

Pr[(CT, y)← Enc′(x) : A(CT ) = y] ≥ 1− 1

β(n)

Let G be the set of V ’s random tapes such that

G = {r ∈ {0, 1}q(n) : Pr[(CT, y)← Enc′r(x) : A(CT ) = y] ≥ 1− 16δ(n))

β(n)
}

By a standard averaging argument, it follows that, over a random r ∈ {0, 1}q(n), r ∈ G with
probability at least 1− 1

16δ(n) .

Consider a random run of the interaction between RA and V , with V ’s randomness fixed to be
r, r ∈ G. Let Πadv = Πadv(r) denote the distribution of “real” transcript of the interaction between
RA (which does not know r) and Vr. Recall that Πsim = Πsim(r) is defined to be the distribution
of simulated transcript generated by S(x, r). We are going to show that the max distance between
Πadv and Πsim is at most

1

16 · 2ℓ(n)δ(n)

If this holds, since the support of S(x, r) is of size at most 2ℓ(n), we conclude that the statistical
distance between Πadv and Πsim is at most 1

16δ(n) . Combining with the fact that r ∈ G with probability

1− 1
16δ(n) (and that (R,Πsim(R)) will be accepted with probability d(n) (where R denote the uniform

random distribution over {0, 1}q(n))), by taking a Union bound, we conclude that ⟨RA, V ⟩(x) will
accept with probability

d(n)− 1

16δ(n)
− 1

16δ(n)
= d(n)− 1

8δ(n)
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which will conclude the Lemma.
Finally, we show that Πadv and Πsim are close in maximal distance. Let γ denote the number of

rounds in the interaction, and note that γ ≤ 3ℓ(n). Pick

ε = ε(n)
def
=

1

16 · 2ℓ(n)δ(n)
· 1
γ

We claim that in each round i, the max distance between Πadv,[i] and Πsim,[i] is at most i ·ε. Plugging
in i = γ, we have that ∆max(Πadv,Πsim) ≤ εγ. We proceed to proving our claim in a round-by-round
fashion. We start with that in round 0, the max distance is 0.

Next, for any i ∈ [γ], assume that ∆max(Πadv,[i−1],Πsim,[i−1]) ≤ ε · (i−1). In round i, if the verifier
speaks in this round, then the message is completely determined by the previous messages in both
Πadv and Πsim, and therefore ∆max(Πadv,[i],Πsim,[i]) ≤ ε · (i − 1). (See Remark 5.4.) If the prover
speaks in this round, then consider any partial transcript π[i−1] of the i− 1 messages. We only need
to consider π[i−1] whose probability weights in either Πadv,[i] or Πsim,[i] is at least ε · i (since otherwise
it will never influence the max distance upper bound ε · i for round i). Then, we can argue that such
π[i−1] has probability mass at least ε in both Πadv,[i−1] and Πsim,[i−1], since otherwise the difference
in the probability mass will be larger than ε · (i − 1). Given any such π[i−1], consider the following
four distributions:

1. D1 is defined to be A((x, i, π[i−1], v)) where v ← {0, 1}n. Notice that this is exactly the
distribution of Πadv,i conditioned on Πadv,[i−1] = π[i−1].

2. D2 is the distribution Samp(D′S , v) where v ← {0, 1}n, where D′S is an empirical estimation of
NextMsgS(i, π[i−1], r). (We will specify our choice of D′S later in the proof.)

3. D3 is the distribution Samp(NextMsgS(i, π[i−1], r), v) where v ← {0, 1}n.

4. D4 is defined to be just NextMsgS(i, π[i−1], r). Notice that this distribution is identical to Πsim,i

conditioned on Πsim,[i−1] = π[i−1].

We will prove that the ∆max(D1, D4) ≤ ε in the remaining of this proof. Notice that if ∆max(D1, D4) ≤
ε, it implies that for any πi, the difference in the probability mass of (π[i−1], πi) in the distribution
Πadv,[i] and Πsim,[i] is at most

|Pr[Πadv,[i] = (π[i−1], πi)]− Pr[Πsim,[i] = (π[i−1], πi)]|
=
∣∣Pr[Πadv,[i−1] = π[i−1]] · Pr[Πadv,i = πi | Πadv,[i−1] = π[i−1]]

− Pr[Πsim,[i−1] = π[i−1]] · Pr[Πsim,i = πi | Πsim,[i−1] = π[i−1]]
∣∣

≤|1− (1− (i− 1)ε) · (1− ε)|
≤ε · i

By considering every π[i−1] and πi, we can conclude that ∆max(Πadv,[i],Πsim,[i]) ≤ ε · i.
Since the probability weight of π[i−1] in the distribution Πsim,[i−1] is at least ε, it follows that

Enc′r will sample π[i−1] in CT with probability at least ε
γ (since it will hit π[i−1] with probability ε

and i with probability 1
γ ). Recall that r ∈ G, and thus we have that A computes y with probability

≥ 1− 16δ(n)
β(n) over Enc′r. Notice that in Enc′r, y equals to Samp(D′S , v) for a random v ← {0, 1}n. By

a standard averaging argument, it follows that with probability at least

1− 16δ(n)

β(n)
· γ
ε
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over random v ← {0, 1}n and the internal randomness (for obtaining D′S from NextMsgS(i, π[i−1], r)),
we have that

A((x, i, π[i−1], v)) = Samp(D′S , v)

Let E denote the event where ∆max(D
′
S ,NextMsg(i, π[i−1], r)) ≤ ε/8. Recall that the probability

weight of π[i−1] in Πsim,[i−1] is at least ε, and therefore π[i−1] is ε-heavy in Πsim,[i−1]. Observe that

ε ≥ 1

4 · 2ℓ(n)α(n)
,

1

32 · 22ℓ(n)α(n)
≤ ε/8

By Lemma 5.5, the event E happens with probability≥ 1−2−n. Relying on the standard probabilistic
argument (and a Union bound), there exists D∗S ∈ E such that with probability at least

1− 16δ(n) · γ/ε
β(n)

− 2−n

over v ← {0, 1}n, it holds that

A((x, i, π[i−1], v)) = Samp(D∗S , v)

Fix D′S in the definition of D2 to be D∗S . It follows from the definition of Samp (and a Union bound),
we have that

∆max(D1, D2) ≤
16δ(n) · γ/ε

β(n)
+ 2−n ≤ (16δ(n)ℓ(n))22ℓ(n)

β(n)
+ 2−n ≤ ε/8 + ε/8 = ε/4

(since ε is inverse polynomial in n and 2−n ≤ ε/8)
Since D∗S ∈ E, it holds that ∆max(D

∗
S ,NextMsg(i, π[i−1], r)) ≤ ε/8. It follows from the definition

of the canonical sampling algorithm Samp that

∆max(D2, D3) ≤ ∆max(D
∗
S ,NextMsg(i, π[i−1], r)) + 2 · 2−n ≤ ε/2

and

∆max(D3, D4) ≤ ∆max(NextMsg(i, π[i−1], r),NextMsg(i, π[i−1], r)) + 2−n = 2−n ≤ ε/8

Finally, we conclude that

∆max(D1, D4) ≤ ∆max(D1, D2) + ∆max(D2, D3) + ∆max(D3, D4) ≤ ε

5.2.2 Correctness Analysis

Consider any sufficiently large n ∈ N, any x ∈ {0, 1}n, x ∈ L, any w ∈ RL(x), and any verifier’s
random tape r ∈ {0, 1}q(n).

We define Πreal = Πreal(r, w) as the distribution of transcripts in a real interaction ⟨P (w), Vr⟩(x)
between the prover P (w) and the verifier Vr on the common input x. (And, we omit (r, w) when they
are fixed and clear from the context.) Recall that γ denotes the number of rounds. For each i ∈ [γ],
any transcript π, we can define the partial transcript π[i] as being heavy in Πreal,[i] in a similar way:
We say that a partial transcript π[i] is θ-heavy in Πreal,[i], for some θ > 0, if the probability weight of
π[i] in Πreal,[i] is at least θ.
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Lemma 5.7. If a partial transcript π[i−1] is θ-heavy in Πreal,[i−1](r, w), and NextMsgP (i, π[i−1], w)

has support size ≤ 2ℓ(n), then with probability at least 1− 2−n (over internal randomness of Dec),

∆max(NextMsgP (i, π[i−1], w), D
′
P ) ≤

1

32 · 22ℓ(n)α(n)

where θ is picked to be 1
4·2ℓ(n)α(n)

Proof: This Lemma essentially follows from the proof of Lemma 5.5 (by replacing Πsim with Πreal,
NextMsgS(i, π[i−1], r) with NextMsgP (i, π[i−1], w), and D′S with D′P ).

We rely on the following Lemma to show the correctness of our correlated sampling strategy.

Lemma 5.8. For any two distributions D1, D2 with the union of support containing m elements and
max distance at most ε, it holds that

Pr[v ← {0, 1}n : Samp(D1, v) = Samp(D2, v)] ≥ 1−m2ε−m2−n

Proof: Let (σ1, . . . , σm) denote the elements in the (union of the) support of the two distributions
(in lexicographic order). Let (p1, . . . , pm) denote their probabilities in D1, and (q1, . . . , qm) denote
their probabilities in D2. Since D1 and D2 are ε-close to each other in max distance, |pi − qi| ≤ ε
for every i ∈ [m].

For any i ∈ [m], let I1 denote the interval [
∑

j<i pj ,
∑

j≤i pj) and I2 denote the interval [
∑

j<i qj ,
∑

j≤i qj).
Notice that if v/2n is inside both intervals, Samp(D1, v) and Samp(D2, v) will simultaneously output
σi. Also observe that I2 is at most ε shorter than I1, and can only be “shifted away” from I1 by
(i− 1) · ε. Thus,

|I1 ∩ I2| ≥ pi − ε− 2(i− 1)ε

In addition, v/2n ∈ I1 ∩ I2 with probability at least pi − ε− 2(i− 1)ε− 2−n.
Finally, the Lemma is concluded by taking summation over all i ∈ [m].

Next, we show that the SHVZK property implies that Πsim(r) and Πreal(r, w) is close in max
distance for (any w and) a large fraction of r.

Lemma 5.9. Assume that (P, V, S) is an ℓ-laconic SHVZK protocol for an NP language L (with
witness set RL(·)), ℓ(n) = O(log n). For any polynomial p1(·) and p2(·), for any sufficiently large
n ∈ N, |x| = n, any w ∈ RL(x), with probability ≥ 1− 1

p1(n)
over r ∈ {0, 1}q(n), we have that

∆max(Πreal(r, w),Πsim(r)) ≤
1

p2(n)

Proof: For any transcript π, let σ denote all prover messages in π (referred to as prover response).
We notice that a real transcript is determined by the prover response together with the verifier
random tape. We can assume this is true also for simulated transcripts (see Remark 5.4). Thus,
for any verifier random tape r and prover response σ, let f(σ, r) denote the transcript uniquely
determined by σ, r.

We next claim that for any sufficiently large n ∈ N, any x ∈ L, |x| = n, any w ∈ RL(x), any
prover response σ ∈ {0, 1}ℓ(n), it holds that with probability ≥ 1− 1

2ℓ(n)p1(n)
over r ← {0, 1}q(n),

|Pr[π ← Πreal(r, w) : π = f(σ, r)]− Pr[π ← Πsim(r) : π = f(σ, r)]| ≤ 1

p2(n)

If the claim holds, by a Union bound over all prover response σ ∈ {0, 1}ℓ(n), the Lemma will be
proved.
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We proceed to proving the above claim. Suppose for contradiction that there exist infinitely
many n ∈ N, x ∈ L, w ∈ RL(x), prover response σ, such that with probability ≥ 1

2ℓ(n)p1(n)
over

r ← {0, 1}q(n),

|Pr[π ← Πreal(r, w) : π = f(σ, r)]− Pr[π ← Πsim(r) : π = f(σ, r)]| > 1

p2(n)

We will construct a non-uniform polynomial-time attacker A that breaks the indistinguishibility
between ViewV (P (w), VR)(x) and S(x,R) (where R denotes the random variable over r). Consider
any such n, x,w, σ (that the above holds), and let A hardcode all of them. In addition, notice that
either (1) with probability ≥ 1

2·2ℓ(n)p1(n)
, the above inequality holds and the value inside the absolute

sign is positive; or (2) with probability 1
2·2ℓ(n)p1(n)

, the inequality holds and the value is negative.

Let b be a bit where b = 0 if the former is the case (and b = 1 if the latter is the case). Let A also
hardcode the bit b. Pick ε = ε(n) = 1

4·2ℓ(n)p1(n)p2(n)
.

Our distinguisher A proceeds as follows. On input a (real or simulated) view which contains x, a
verifier random tape r, and a transcript π, check if x is the statement it hardcodes. (If not, it simply
outputs ⊥.) Then, it samples from Πreal(r, w) (by running ViewV (P (w), Vr)(x)) for L(n) = 64nε−2

times, and computes the empirical estimation of the probability that a real interaction produces a
transcript that matches the prover response σ (and denote the estimation by s1). In addition, it
samples from Πsim(r) (by running S(x, r)) for L(n) times, and computes the empirical estimation of
the probability that a simulated transcript matches σ (and denote the estimation by s2). Finally, it
checks whether π matches the prover response σ. If not, it simply outputs 0. If so, A outputs b⊕ 1
if s1 ≥ s2 (or b otherwise).

We next present the proof for b = 0 (which can be easily adapted to a proof for b = 1). Let
preal,r(π) (resp psim,r(π)) denote the probability of π for π ← Πreal(r, w) (resp Πsim(r)). Let E
denote the set of r ∈ {0, 1}q(n) for which |preal,r(f(σ, r)) − psim,r(f(σ, r))| ≥ ε. It follows that the
distinguishing advantage of A between ViewV (P (w), Vr)(x) and S(x, r) is at least∣∣Pr[r ← Uq(n), π ← Πreal(r, w) : A(x, r, π) = 1]− Pr[r ← Uq(n), π ← Πsim(r) : A(x, r, π) = 1]

∣∣
=
∣∣∣Er←Uq(n),π=f(σ,r) [preal,r(π) · Pr[A(x, r, π) = 1]]− Er←Uq(n),π=f(σ,r) [psim,r(π) · Pr[A(x, r, π) = 1]]

∣∣∣
≥
∣∣∣Pr[E] · Er←Uq(n)|E,π=f(σ,r) [(preal,r(π)− psim,r(π)) · Pr[A(x, r, π) = 1]]

∣∣∣
− Pr[¬E] · Er←Uq(n)|¬E,π=f(σ,r) [|preal,r(π)− psim,r(π)| · Pr[A(x, r, π) = 1]]

≥
∣∣∣Pr[E] · Er←Uq(n)|E,π=f(σ,r) [(preal,r(π)− psim,r(π)) · Pr[A(x, r, π) = 1]]

∣∣∣− ε

≥
∣∣∣Pr[E] · Er←Uq(n)|E,π=f(σ,r)

[
(preal,r(π)− psim,r(π)) · I[preal(π)>psim(π)]

]∣∣∣− 2−n − ε

≥ Pr
r←Uq(n),π=f(σ,r)

[
preal,r(π)− psim,r(π) >

1

p2(n)

]
· 1

p2(n)
− 2−n − ε

≥ 1

2 · 2ℓ(n)p1(n)
· 1

p2(n)
− 2−n − ε ≥ ε/2.

where the first equation follows from the fact that A will only output 1 when π = f(σ, r); and the first
inequality follows from the triangle inequality of the absolute sign; the second inequality holds since
for all r ̸∈ E, |preal,r(f(σ, r))−psim,r(f(σ, r))| < ε; the third inequality follows from the fact that when
|preal,r(π)− psim,r(π)| ≥ ε, A(x, r, π) = 1 if and only if preal(π) > psim(π) except with probability 2−2n

(which follows from a standard Chernoff-type argument) (where I denotes the indicator function);
the fourth inequality is trivially true; the second last one follows from b = 0; and the last one holds
due to our choice of parameters.
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Finally, notice that A breaks the zero-knowledge propert of (P, V, S) for infinitely many n, which
is a contradiction.

Finally, we are ready to show the correctness of our scheme.

Lemma 5.10. Assume that P is ℓ-laconic, ℓ(n) = O(log n). Then, for all n ∈ N, any x ∈ {0, 1}n,
x ∈ L, w ∈ RL(x), if with probability ≥ 1− 1

α(n) over r ← {0, 1}q(n),

∆max(Πreal(r, w),Πsim(r)) ≤
1

128 · 23ℓ(n)α(n)2
(1)

then, we have that

Pr[(CT, y)← Enc(x) : Dec(CT,w) = y | CT ̸= ⊥] ≥ 1− 2

α(n)

Proof: Recall that the algorithm Enc′ is defined as Enc with the first step skipped, and thus the
distribution of (CT, y) ← Enc′(x) is identical to (CT, y) ← Enc(x) given that CT ̸= ⊥. This allows
us to focus our attention on Enc′ and we will show that the probability that Dec(CT,w) = y is at
most 1− 1

α(n) for (CT, y)← Enc′(x).

Consider any n, any instance x ∈ L, any w ∈ RL(x). We say that a verifier random tape
r ∈ {0, 1}q(n) is good if Inequality 1 holds with respect to r. It follows that a random r is good with
probability ≥ 1 − 1

α(n) . Next, consider a good random tape r ∈ {0, 1}q(n), and a random sample

((x, i, π[i−1], v), y) from Enc′r(x). Notice that in Enc′r, π[i−1] is sampled from Πsim,[i](r). Let E denote
the event that π[i−1] is θ-heave in Πsim,[i](r) where θ is picked to be

θ =
1

2 · 2ℓ(n)α(n)

Since S only generates transcripts in which the prove is ℓ-laconic (see Remark 5.4) and V ’s random
tape is fixed in Πsim(r), it follows that the support size of Πsim,[i](r) is at most 2ℓ(n). By a Union
bound, we conclude that the probability that E happens is at least

1− 2ℓ(n) · θ ≥ 1− 2ℓ(n) · 1

2 · 2ℓ(n)α(n)
≥ 1− 1

2α(n)

We will show that conditioned on the event π[i−1] ∈ E and r is good, with probability at least

1− 1
2α(n) over (CT, y)← Enc′r(x), z ← Dec(CT,w), it holds that

y = z

If this is the case, combining with that E happens with high probability (≥ 1− 1
2α(n)) and r is good

with probability ≥ 1− 1
α(n) , by taking a Union bound, we have that y = Dec(CT,w) with probability

1− 2 · 1

2α(n)
− 1

α(n)
≥ 1− 2

α(n)

which will conclude the Lemma. We move on to proving the above claim. Consider any fixed r that
is good. Fix Πsim = Πsim(r) and Πreal = Πreal(r, w). the following 4 distributions.

1. D1 is defined to be D′S (where D′S is as in Enc′r(x)). (D′S is a random variable over “his-
tograms” and we view histograms also as distributions they define.) Notice that y is identically
distributed as Samp(D′S , v) for v ← {0, 1}n.
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2. D2 is the distribution NextMsgS(i, π[i−1], r).

3. D3 is the distribution NextMsgP (i, π[i−1], w).

4. D4 is defined to be D′P (where D′P is as in Dec). (D′P is a random variable over “histograms”.)
Notice that z is identically distributed as Samp(D′P , v) for v ← {0, 1}n.

We rely on the following claims on the max distance between the distributions. Before stating and
proving the claims, we here make a useful observation (referred to as the support size observation)
that all of D1, . . . , D4 are of support size at most 2ℓ(n). D2 = NextMsgS(i, π[i−1], r) has support

size ≤ 2ℓ(n) since S only generate transcripts in which the prover is ℓ-laconic (see Remark 5.4).
D3 = NextMsgP (i, π[i−1], w) has support size ≤ 2ℓ(n) since P is ℓ-laconic. D1, D4 all have small
support size since they are estimated version of D2, D3. Pick

ε =
1

32 · 22ℓ(n)α(n)

Claim 1. With probability at least 1− 2−n, ∆max(D1, D2) ≤ ε.

Proof: Since the event E holds, we know that π[i−1] is θ-heavy in Πsim,[i−1], θ ≥ 1
4·2ℓ(n)α(n)

. The

claim follows from Lemma 5.5 (together with the support size observation).

Claim 2. With probability at least 1− 2−n, ∆max(D3, D4) ≤ ε.

Proof: Since the event E holds, we know that π[i−1] is θ-heavy in Πsim,[i−1]. In addition, the random
tape r we are using is also good, it follows that ∆max(Πsim,Πreal) is at most

1

128 · 23ℓ(n)α(n)2
≤ θ/2

Thus, π[i−1] is also (θ/2)-heavy in Πreal,[i−1].
Given that π[i−1] is also (θ/2)-heavy in Πreal,[i−1], the claim follows from Lemma 5.7 (together

with the support size observation).

Claim 3. ∆max(D2, D3) ≤ ε.

Proof: Let p denote the probability of π[i−1] in Πsim,[i−1], and let q denote the probability of π[i−1]
in Πreal,[i−1]. Since the event E holds, p ≥ θ. In addition, the random tape r we are using is also
good, it follows that ∆max(Πsim,Πreal) is at most

1

128 · 23ℓ(n)α(n)2
= θε/2

We have that |p− q| < θε/2.
Notice that the distribution D2 is the same as Πsim,i given Πsim,[i−1] = π[i−1]. And the distribution

D3 is identical to Πreal,i given Πreal,[i−1] = π[i−1]. Suppose for contradiction that there exists an
message σ such that |Pr[D2 = σ]− Pr[D3 = σ]| > ε. Assume that a = Pr[D2 = σ], b = Pr[D3 = σ].
Then, the probability weight of (πi−1, σ) in Πsim,[i] differs from that in Πreal,[i] by at least

|p · a− q · b| > (θ − θε/2) · 1− θ · (1− ε) ≥ θε/2

(since p ≥ θ, q ≥ θ− θε/2, |a− b| > ε), which contradicts to the fact that the max distance between
Πsim and Πreal is at most θε/2.
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Combining the above three claims, we have that with probability at least 1− 2 · 2−n,

∆max(D1, D4) ≤ 3ε ≤ 1

8 · 22ℓ(n)α(n)

If this holds, together with the support size observation, we apply Lemma 5.8 to conclude that

Pr[v ← {0, 1}n : Samp(D′S , v) = Samp(D′P , v)] ≥ 1− 22ℓ(n)

8 · 22ℓ(n)α(n)
− 2ℓ(n) · 2−n ≥ 1− 1

4α(n)

(since α is polynomial in n). Taking a Union bound (to deal with the fact that the above three
claims hold with probability 1− 2 · 2−n), we conclude that conditioned on E and r being good, given
(CT, y)← Enc′r(x), z ← Dec(CT,w), y = z holds with probability at least

1− 1

4α(n)
− 2 · 2−n ≥ 1− 1

2α(n)

which completes our proof.

5.2.3 Concluding the Proof of Lemma 5.3

Proof: [of Lemma 5.3] The correctness of (Enc,Dec) directly follows from Lemma 5.9 and Lemma 5.10.24

To argue (soundness) security, we rely on Lemma 5.6, and let R denotes the PPT algorithm guaran-
teed to exist in Lemma 5.6. Suppose for contradiction that there exists an attacker A such that for
infinitely many n ∈ N, x ̸∈ L, |x| = n,

Pr[(CT, y)← Enc(x) : A(CT ) = y] ≥ 1− 1

2β(n)

Consider any n, x ̸∈ L, |x| = n such that the above holds, we rely on a case analysis on whether
the probability that r ← {0, 1}q(n), (x, r, π)← S(x, r), (r, π) will be accepted by V with probability
≥ s(n) + 1

4δ(n) (where “being accepted” is defined as in Figure 2, and notice that this probability is

denoted by d(n) in Lemma 5.6):

• If not, by a standard Chernoff type argument, with probability 1 − 2−n, S will not pass the
test in step 1 of Enc(x) (see Figure 2) and Enc will output (⊥, y) for a random y ∈ {0, 1}n. By
a Union bound, given (CT, y)← Enc(x), y is informational-theoretically hard to compute with
probability 1− 2 · 2−n. Thus, there can only be finitely many n on which this happens.

• If so, notice that

Pr[(CT, y)← Enc(x) : A(CT ) = y]

≤Pr[(CT, y)← Enc(x) : A(CT ) = y | CT = ⊥]
+ Pr[(CT, y)← Enc(x) : A(CT ) = y | CT ̸= ⊥]

=2−n + Pr[(CT, y)← Enc(x) : A(CT ) = y | CT ̸= ⊥]

It follows that

Pr[(CT, y)← Enc(x) : A(CT ) = y | CT ̸= ⊥] ≥ 1− 1

2β(n)
− 2−n ≥ 1− 1

β(n)

24Note that Lemma 5.10 only shows that the correctness requirement of (Enc,Dec) holds on sufficiently large n. We
remark that such a scheme can be transformed into a scheme such that the correctness condition holds on all n (at a
price of losing the security guarantee when n is small) by letting Enc always output the same string when n is small.
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Thus, by Lemma 5.6, we have that

Pr[⟨RA, V ⟩(x) = 1] ≥ s(n) +
1

4δ(n)
− 1

8δ(n)
≥ s(n) +

1

8δ(n)

which breaks the soundness condition on x.

Finally, since the first case happens only on finitely many n, we conclude that we break the soundness
condition on infinitely many n, which contradicts the statistical soundness of (P, V ) (if A is a time-
unbounded attacker) or the computational soundness of (P, V ) (if A can be computed in non-uniform
polynomial time).

6 Laconic Zero Knowledge from Witness Encryption

In this section, we show how to construct a laconic SHVZK protocol for L given any WE for L. A
closely related result, claiming only the HVZK property, was already obtained by [KMN+14]; we
simply remark that their protocol in fact already acheived the SHVZK property (as do most HVZK
protocols). For the convenience of the reader, we include the proof.

Theorem 6.1. Let L be an NP language. Assume that there exists a witness encryption for L with
computational security (resp statistical security).

Then, for every (efficiently computable) ℓ(n) ≥ 1, there exists an (deterministic)-efficient prover
ℓ-laconic two-round statistical SHVZK argument (resp. proof) for L with completeness 1− 2−n and
soundness error 2−ℓ(n) + negl(n).

Proof: We start with the case that ℓ = 1. Let (Enc,Dec) be the witness encryption scheme for L.
Consider the following protocol (P, V ): V on input x tosses a random bit b, and sends CT = Enc(x, b)
to the prover. The prover, on input x, receives a witness w ∈ RL(x), runs Dec(CT,w) to decrypt the
message, and sends back the decrypted bit. Finally, V accepts if the bit prover sent to it equals b.

The completeness follows from the correctness of (Enc,Dec), and the soundness follows from the
security of (Enc,Dec) [GM84]. For zero-knowledge, notice that the simulator can simply output the
verifier’s random bit b as the prover message. Since the prover is able to recover b with probability
1− 2−n, the simulator will output the correct prover message with probability 1− 2−n.

For larger ℓ, consider the following protocol (P, V ): V on input x tosses a random bits b1, . . . , bℓ,
and for each i ∈ [ℓ], sends 3 independent copies of Enc(x, bi), CT 1

i , CT 2
i , CT 3

i to the prover. The

prover, on input x, receives a witness w ∈ RL(x), runs Dec(CT j
i , w) to decrypt the message, and

for every i sends back the majority of decrypted bits. Finally, V accepts if the bit prover sent to it
equals bi for each i.

The soundness follows by a standard hybrid argument (in which we can replace bi with bits
that are uniformly random given the verifier messages, making them information-theoretically hard
to predict). The completeness follows since for every i ∈ [ℓ], the probability of an error in the
recovery of bi is at most 3 · (2−n)2, and thus by the union bound the completeness error is at most
3ℓ · 2−2n ≤ 2−n.
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