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Abstract

Privacy-preserving blockchains and private messaging ser-
vices that ensure receiver-privacy face a significant UX chal-
lenge: each client must scan every payload posted on the
public bulletin board individually to avoid missing messages
intended for them. Oblivious Message Retrieval (OMR) ad-
dresses this issue by securely outsourcing this expensive scan-
ning process to a service provider using Homomorphic En-
cryption (HE).

In this work, we propose a new OMR scheme that substan-
tially improves upon the previous state-of-the-art, PerfOMR
(USENIX Security’24). Our implementation demonstrates
reductions of 3.3x in runtime, 2.2x in digest size, and 1.5x in
key size, in a scenario with 65536 payloads (each 612 bytes),
of which up to 50 are pertinent.

At the core of these improvements is a new homomorphic
compression mechanism, where ciphertexts of length propor-
tional to the number of total payloads are compressed into a
digest whose length is proportional to the upper bound on the
number of pertinent payloads. Unlike previous approaches,
our scheme fully exploits the native homomorphic SIMD
structure of the underlying HE scheme, significantly enhanc-
ing efficiency. In the setting described above, our compression
scheme achieves 7.4x speedup compared to PerfOMR.

1 Introduction

Consider a classic scenario where a sender wants to deliver
a message to a receiver without revealing any information to
eavesdroppers. While end-to-end encryption ensures message-
privacy, it alone does not guarantee metadata-privacy. In par-
ticular, eavesdroppers may still gather details such as who is
communicating, when, and how often, which can enable traf-
fic analysis [BMS01,MD04] and compromise privacy.'” As a
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former NSA general counsel said:* “Metadata absolutely tells
you everything about somebody’s life. If you have enough
metadata you don’t really need content.” In this regard, mech-
anisms for metadata-privacy are critical in private messaging
systems [WCFJ12,CBM15,vdHLZZ15, AS16] and privacy-
preserving cryptocurrencies [BCG™ 14, Azt, Noel5].

In this work, we specifically focus on receiver-privacy,
which aims to hide the receiver’s identity. A plausible solu-
tion to receiver-privacy is the public bulletin board approach.
In this framework, the sender encrypts the message using
the receiver’s public key and posts it on a public bulletin
board (e.g., blockchain). Over time, the bulletin board accu-
mulates messages from various senders to various receivers.
To retrieve their messages, a receiver scans the entire bulletin
board and attempts to decrypt each message one by one. Mes-
sages that decrypt correctly are those intended for the receiver,
while unsuccessful decryptions are ignored. This framework
ensures that eavesdroppers without access to the decryption
key cannot link messages to their receivers.

In fact, many privacy-preserving blockchain projects that
aim to provide receiver-privacy are essentially following this
approach (e.g., Zcash [BCG™' 14, HBHW], Aztec [Azt], Mon-
ero [Noel5], ERC-5564 [WSDB22] for Stealth Address).
However, this approach poses a significant UX challenge:
clients must individually scan every payload posted on a pub-
lic bulletin board to avoid missing messages intended for them.
In the context of privacy-preserving blockchains, this means
that even light clients are required to scan all transactions.

One approach to addressing this issue is to securely out-
source the expensive scan to a powerful server. Homo-
morphic Encryption (HE) [RAD78, Gen09], a cryptosys-
tem that allows computation on encrypted data, is a natural
cryptographic primitive for such a secure outsourcing sce-
nario [But20b, But20a]. With HE, we can delegate the scan
to an untrusted server without compromising the privacy of
receivers.

Liu and Tromer [LT22] formalized this HE-based secure
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scan-outsourcing solution as a primitive called Oblivious
Message Retrieval (OMR). They also explored various de-
sign choices and optimization techniques and provided a
proof-of-concept implementation of OMR. However, this ini-
tial scheme required over 20 hours to process 2'° payloads
(155 ms/payload), making it impractical for real-world use.

A follow-up work, PerfOMR [LTW24b] by Liu-Tromer-
Wang, advanced the practicality of OMR through further opti-
mizations, achieving significantly improved efficiency. Specif-
ically, PerfOMR reported 15 x faster runtime compared to the
original OMR construction [LT22].

1.1 Our Contribution

In this work, we propose a new OMR scheme, SophOMR, that
substantially improves upon PerfOMR [LTW24b]. Specifi-
cally, it takes less than 3 minutes to process 2'¢ payloads in a
single thread (2.5 ms/payload).

* At the core of the improvement is our new homomorphic
compression mechanism based on [CLPY24]. The main
advantage of our approach lies in its compatibility with
the homomorphic SIMD" structure of the underlying HE
scheme. This SIMD-awareness avoids complexities found
in prior works [LT22, LTW24b], resulting in a more effi-
cient and arguably simpler scheme. Notably, SophOMR
requires only O(v/N) homomorphic rotations, in contrast
to PerfOMR’s O(N) rotations. In our primary setting, this
yields a 7.4 x speedup in homomorphic compression. See
Sec. 1.2 for further details.

» We also suggest several other optimization techniques to fur-
ther improve the performance of the scheme: ring-switching
(Sec. 4.2), hybrid key-switching (Sec. 4.3), and BSGS-style
homomorphic matrix multiplication (Sec. 4.4).

+ We implement SophOMR in a C++ library” and compare its
concrete performance to that of PerfOMR. Our implemen-
tation demonstrates reductions of 3.3 x in runtime, 2.2 X in
digest size, and 1.5x in key size, in a scenario with 65536
payloads (each 612 bytes), of which up to 50 are pertinent.

* We also consider OMD (Oblivious Message Detection)
variants, where clients retrieve only pertinent indices rather
than the actual payloads (Sec. 4.5). OMD can be com-
bined with PIR (Private Information Retrieval) schemes
[CGKS95,K097] to achieve OMR-like functionality. While
this approach introduces additional communication rounds,
it can inherit beneficial features from the underlying PIR
scheme. In the same setting, our OMD variant achieves
an overall 4.4 x speedup and a specific 335x speedup in
homomorphic compression compared to PerfOMR (Sec. 5).

“Single Instruction, Multiple Data
Shttps://github.com/keewoolee/SophOMR

1.2 Technical Overview
1.2.1 System Model

More precisely, OMR operates as follows (Fig. 1). For more
details, refer to Sec. 2.5 and Sec. 3.

@ Each user runs KeyGen, publishes their signal key pk
and send the detection key pk,,, to Detector.

sig’

@ Sender, who wants to deliver a payload(7 x to Receiver,
posts the pair (sig, x) on the bulletin board BB, tagging
the payload with a signal sig generated using the Re-
ceiver’s signal key pkg;,. The signal enables only the
intended Receiver to detect the payload, while others
cannot.

® Upon Receiver’s requests, Detector uses the Receiver’s
detection key pk,,, to summarize the bulletin board BB
into a digest D and sends it to Receiver.

@ Finally, Receiver decodes the digest D to recover its
pertinent payloads.

At a high level, Detector’s task (®) is homomorphic detection
of the signals, given homomorphically encrypted Receiver’s
secret sk as a part of the detection key pky,,. Through this
process, Detector obtains an encrypted sparse binary vector,
where the ones indicate the indices pertinent to Receiver. This
encrypted binary vector is then used to mask the payloads on
Bulletin Board, preserving only the pertinent payloads while
zeroizing the rest. However, notice that the result is as large as
the entire Bulletin Board; the Detector cannot simply discard
irrelevant payloads since the detection result is encrypted.
Thus, homomorphic detection alone is insufficient to achieve
a compact digest.

This is where homomorphic compression comes into play.
It is a technique that obliviously compresses a lengthy, homo-
morphically encrypted sparse vector into a digest whose size
depends only on an upper bound for the number of non-zero
components in the input ciphertexts. By applying homomor-
phic compression to the output of homomorphic detection,
we can condense the sparse vector of pertinent payloads into
a compact digest.

Threat Model. The security of OMR (Sec. 2.5) considers
a passive adversary attempting to link specific messages to
their receivers. The adversary has access to the public bulletin
board, public keys, and any communication among the parties
in the system. It may also collude with any party except the
sender and receiver of the target messages.

Note that we consider payload x as just a bitstring. In applications, these
payloads are typically end-to-end encrypted.
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@ Decoding:
M <— Decode(D, sk)

® Digesting:
D < Digest(BB, pkye . k)

(sig,x)

® Key Generation:
(sk,PKgiq, PKaet ) Receiver
< KeyGen(pp) PKget
Pksig
@ Signal Generation:
Sender

sig Signal(pksig)

Detector
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sig X1
BB sig, X2
sigy | v
Bulletin
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Figure 1: Oblivious Message Retrieval

1.2.2 OQOur Techniques

SIMD-Aware Homomorphic Compression. Our main
technical contribution is identifying that the bottleneck of
prior works [LT22, LTW24b] is at homomorphic compres-
sion and devising a new mechanism based on the SIMD-
aware homomorphic compression scheme of [CLPY24]. Prior
approaches rely on a hashing-based compression scheme
(Sec. 3.4) in which each index is hashed into buckets, making
the scheme incompatible with the homomorphic SIMD struc-
ture. As a result, before the actual compression, each slot in
the detection result must be unpacked into separate cipher-
texts, using costly subroutines like SlotToCoeff [GHS12a,
LW23] and oblivious expansion [ACLS18]. The latter step
involves O(N) homomorphic rotations, where N is the size
of the bulletin board, creating a significant bottleneck in the
digesting process.

In contrast, our SIMD-aware homomorphic compression
mechanism based on [CLPY24] eliminates the need for
a complex and expensive unpacking process, enabling a
seamless transition between the detection and compression
phase (Sec. 4.1). Furthermore, our compression scheme ul-
timately reduces to a single homomorphic matrix-vector
multiplication, a well-studied operation in the HE litera-
ture [HS14,HS18,JVC18,CDKS19, LHH"21]. As a result,
our scheme is arguably simpler to understand and implement,
as well as significantly more efficient: it requires only O(v/N)
homomorphic rotations, compared to the O(N) rotations re-
quired by previous hashing-based approaches. Another advan-
tage of our compression scheme is that, unlike the previous
hashing-based approach, it is deterministic and does not in-
troduce any additional failure probability, which substantially
simplifies the analysis for parameter setting.

A limitation of the SIMD-aware homomorphic compres-
sion of [CLPY?24] is that it only considers small payloads
that fit within a single message slot of the underlying HE
(e.g., 16-bit). However, in many applications, including OMR,
payloads are significantly larger and require multiple slots.

To address this, we introduce precomputation and stacking
techniques to accelerate the compression of multi-slot pay-
loads, achieving a quadratic reduction in the required number
of homomorphic rotations, relative to the number of slots,
compared to the naive approach of compressing each slot
individually.

Optimizations. We also suggest several other optimization
techniques to further improve the performance of our scheme.

* Ring-Switching (Sec. 4.2): We adopt ring-switching
[BGV12, GHPS12, GHPS13], which reduces the HE pa-
rameter after completing the desired homomorphic compu-
tations, to achieve further compression of the digest.

Hybrid Key-Switching Optimization (Sec. 4.3): We optimize
the parameter for hybrid key-switching [GHS12b, HK20,
KPZ21] in the HE scheme to reduce the key size.

* BSGS Optimization for Affine Transform (Sec. 4.4): We
apply BSGS (Baby-Step-Giant-Step) optimization to speed
up homomorphic matrix-vector multiplications.

1.3 Related Work

Oblivious Message Retrieval. Besides the two
works [LT22, LTW24b] previously mentioned, OMR
has been extended further by several studies. Group
OMR [LTW24a] extends OMR to group messaging scenarios,
offering enhanced efficiency than naive use of OMR, where
the detector’s workload scales linearly with the group size.
DoS-resistant OMR [LSTW24] considers an extended
security notion to safeguard OMR schemes against spamming
attacks by malicious senders. We believe that our SophOMR
scheme is compatible with techniques developed for the
group setting [LTW24a] and DoS-resistance [LSTW24];
however, these extensions are beyond the scope of this work.



Receiver Privacy. Several non-HE-based solutions have
been proposed that offer receiver privacy along with
OMR/OMD-like functionality. Fuzzy Message Detection
(FMD) [BLMG21] is a decoy-based solution that employs a
detection algorithm specifically designed to misidentify im-
pertinent messages at a predetermined false positive rate, ef-
fectively hiding the exact set of pertinent messages. However,
the decoy-based security notion of FMD is indeed relatively
complex and weak, as analyzed in [SPB22]. In contrast to
FMD, some works achieve full privacy [MSS'22, JLM23,
JMK?24], but they rely on stronger trust assumptions than
OMR, such as trusted execution environment (TEE) or two
non-colluding servers.

Homomorphic Compression. Several homomorphic
compression schemes and its variants have been pro-
posed [CDG™21,1LT22,FLS23,BPSY24, CLPY24]. However,
many of these schemes [CDG'21, LT22, FLS23] are not
particularly efficient when implemented with HE schemes,
as they are not SIMD-friendly due to their hashing-based
approach. (See Sec. 3.4.2.) Although Cheon-Lee-Park-
Yeo [CLPY24] is the first to investigate SIMD-friendliness,
some earlier works feature structures that can be im-
plemented in a SIMD-friendly manner. However, these
approaches have their own limitations: The FFT-based
scheme by Fleischhacker-Larsen-Simkin [FLS23] has
a costly decompression algorithm that requires solving
small instances of discrete logarithms, and the scheme
by Bienstock-Patel-Seo-Yeo [BPSY24] assumes that the
entity performing the decompression already knows the
indices of interest, which is not applicable in the context
of OMR. Cheon et al. [CLPY?24] proposed a SIMD-aware
homomorphic compression scheme by reinterpreting and
extending PS-COIE of Choi et. al. [CDG™21], which only
considered compressing binary vector and disregarded its
SIMD-friendly structure. This new scheme achieves both an
asymptotically optimal compression rate and asymptotically
good decompression complexity.

Comparison to PIR. Private Information Retrieval
(PIR) [CGKS95, KO97] is a cryptographic primitive that
allows clients to retrieve an item from a server hosting a
database without revealing which specific item is being ac-
cessed. Although PIR and OMR might appear similar, they
exhibit fundamentally different characteristics. In PIR, each
query is made by an index that must remain hidden from
the server, whereas in OMR, queries are executed using the
receiver’s public key, which does not necessarily need to be
hidden. Furthermore, a typical PIR scheme retrieves a sin-
gle entry, but an OMR scheme retrieves multiple pertinent
payloads. Most importantly, an OMR scheme incorporates a
mechanism that allows anyone to tag their messages with a
signal, which can only be detected by the intended receiver.

2 Preliminaries

2.1 Notations

We use [n] to denote the set of integers {0,---,n— 1}, and
log refers to the base-2 logarithm. Throughout the paper,
we follow the column vector notation. For a vector v, we
use vli] to denote its i-th element, and for a matrix M, we
use M[i][j] to denote its (i, j)-th element. The Hadamard
product (a.k.a. element-wise product) is denoted by ®, and
(-,-) denotes the inner product. For i < n, we use Rot'
to denote the left rotation of a vector by i positions, i.e.,
Rot'(vo, -+ ,Vn—1) = (Viy*** ,Vn—1,v0,"** ,vi—1). The vector
1 refers to a vector of ones (1,---,1). We use A for the se-
curity parameter and negl(A) to denote a negligible function
with respect to A. The notation ct(m) denotes a ciphertext
encrypting a message m, and ct(m) denotes possibly multiple
ciphertexts encrypting the entries of a vector m.

2.2 Homomorphic Encryption

A homomorphic encryption (HE) scheme allows us to com-
pute an encryption of f(m) when only given a circuit f and
a ciphertext encrypting m without decryption. Let M be
the message space and C be the ciphertext space. An HE
scheme is a tuple of probabilistic polynomial time algorithms
(KeyGen, Enc, Dec, Eval) described below:

* KeyGen(1%): The key generation algorithm takes a security
parameter A and returns a secret key sk and public key pk.

* Encpi(m): The encryption algorithm takes the public key
pk and a message m € M as inputs. Then, it returns a
ciphertext ct(m) € C encrypting m.

* Decgy(ct(m)): The decryption algorithm takes the secret
key sk and a ciphertext ct(m) € C encrypting a message
m € M. Then, it returns the message m.

* Evaly(f,ct(m)): The evaluation algorithm takes the pub-
lic key pk, a circuit f, and ciphertext ct(m) € C* as inputs.
Then, it returns ciphertext ct(f(m)) € C* that encrypts
f(m) € M* as message.

Definition 1 (Security of HE). Let (sk,pk) < KeyGen(1%).

e Correctness: For any circuit f (in some class ‘F ) and input
m e M*, the following holds with overwhelming probability
for ct(m) < Encpy(m):

Decex (Evalp(f,ct(m))) = f(m)

» Semantic Security: For any probabilistic polynomial time
adversary A and my,my € M, the following holds for
ct; < Encpy(m;):

IPt[A(pk, ct1) = 1] — Pr[A(pk, cta) = 1] < negl(X)



2.2.1 BFYV Scheme

As in the previous works [LT22, LTW?24b], we employ the
BFV scheme [Bral2, FV12] in our SophOMR construction.’
The BFV scheme supports homomorphic SIMD arithmetic in
Z,, for a prime p, which is critical to our SophOMR construc-
tion, especially in our homomorphic compression scheme.
More precisely, we consider the BFV scheme with the ring
dimension # that is a power of 2, along with the plaintext mod-
ulus p satisfying p =1 (mod 2n). In this case, the plaintext
space is given by R, := Z,[X|/(X"+1) = Z?,X(”/z), while
the ciphertext space is RQ2, where Ry = Zo[X]/(X" +1) for

a ciphertext modulus Q. For a plaintext m € Z?,X("/ 2), we de-

note its rows and entries as follows. We often refer to each
plaintext entry as a slot.

m=| r|=
m, my 1
The BFV scheme supports (1) SIMD arithmetic in Z, and

(2) homomorphic rotations (horizontal and vertical). That
is, we can homomorphically add and multiply a ciphertext

x(n/2)

myn/2 1
my n/2 M

encrypting v € Zf,
we Zix ("/2) {0 obtain a ciphertext of v+ w and v ©w, respec-
tively. For homomorphic rotations, to be precise, let Rot”( )
denote the rotation operation which maps [vi,---,v, ] =
[Vi4rs " sVnj2,v1,° -+ ,v;]. Then, the BFV scheme supports

homomorphic rotations computing Rot 4w and Rotoy, defined

as follows.
T r T
r m; |\ _ [Rot"(m)
Rotrow ({mﬂ) - {Rot’(mg)

T T
1 m m
rosts([mt] ) = [

In this work, we will often abuse notation and iden-
tify a BEV plaintext [m|mo]” € Z2*™/? with the vector

[m{ |m} )" € Zj,.

with a ciphertext (or plaintext) of

2.2.2 Sparse Packing

When working with a vector v of length k£ that is smaller than
the HE ring dimension n, we often employ Sparse Packing
(a.k.a. Repetitive Slot Packing), where multiple copies of v are
packed into a plaintext. More precisely, when n =0 (mod k),
we pack v (n/k) times, resulting in [v7|---|[vT]7. The ratio-
nale for using sparse packing is that it preserves the rotation
structure. For example, RotX  ([vT|---[vT]7) = T |--- pT]7,
which would not hold if we did not use sparse packing, such

as when padding the remaining slots naively with zeros.

"We note that SophOMR is also compatible with the BGV
scheme [BGVI12]. Although one might consider using the TFHE
scheme [CGGI20], which supports homomorphic operations without re-
quiring SIMD structure, it incurs significant communication costs even after
compression due to the high plaintext-ciphertext expansion ratio.

Throughout this paper, whenever n =0 (mod dimv), ct(v)
should be interpreted as a sparsely packed ciphertext.

2.3 Homomorphic Matrix Multiplication

At the heart of our SophOMR scheme is homomorphic
matrix-vector multiplication (MatMul) [HS14,HS18,JVCIS,
CDKS19, LHH*21]. The goal of MatMul is to multiply a
plaintext matrix M with an encryption of vector v and obtain
an encryption of Mv. Here, we review an efficient MatMul
algorithm that we leverage in our SophOMR scheme.

2.3.1 Diagonal Packing

The idea of diagonal packing, first introduced in [HS14], is
fundamental to MatMul algorithms. Given a matrix M € Z;,”Xk
and a vector v € Z’I‘), let diag;(M) denote the i-th diagonal
packing of M (w.r.t. dimension ), which is defined as follows
(for 0 < j < nm).

diag;(M)[j] = M[j mod m][(i+ j) mod k|

The rationale behind diagonal packing is that it enables a
concise representation of a matrix-vector multiplication with
native HE operations, specifically Hadamard products and
rotations, as follows (for n = m = k).

k—1
Mv =) diag,(M)©®Rot'(v) )
i=0

2.3.2 BSGS-Style MatMul

Halevi and Shoup [HS 18] introduced the baby-step-giant-step
(BSGS) style optimization to reduce the number of homo-
morphic rotations required in a MatMul algorithm. The core
idea is captured by the following equalities, where k = g - b

and m,j, ., denotes Rot & (diagg,;+b(M)> . Notice that, by

reusing the Rot”(v) terms, we can reduce the number of rota-
tions to g + b, rather than k = g- b as in Eq. 2.

k=1
My = Z diag;(M) ®Rot'(v)
i=0

g—1bh-1

=Y ) diagg ,(M) ©Roté 0 (v)
g=0b=0

g1 _ (b1
= Z Rot?? <Z My, @Rotb(v)>
b=0

g=0

Among several follow-ups on [HS18], we adopt the ap-
proach of PEGASUS [LHH'21], which exhibits the best
performance in the case of non-square matrices. The orig-
inal MatMul algorithm of PEGASUS is designed for the
CKKS scheme [CKKS17] and its rotation structure. In this



work, we use its straightforward adaptation to our BFV set-
ting [Bral2,FV12]. Additionally, we extend the approach to
handle cases where the matrix dimension exceeds the under-
lying HE ring dimension, requiring the encrypted vectors to
span multiple ciphertexts.

To be precise, let n be the ring dimension of the underlying
BFV scheme. Let us consider the MatMul of k£ x N matrix M
with a length-N vector v. Here, we focus on the wide case,
where N = s - n for some positive integer s and k < n.® For
simplicity, we assume k is a power of two. Alg. | describes
the BFV-adapted PEGASUS MatMul algorithm for the speci-
fied setting. We use the Horner-style [HS 18] variant, which
optimizes the number of required rotation keys.” The costs
for Alg. | are summarized in Tab. 1. Note that the number of
rotations is minimized when g &~ /s - k. For more detailed dis-
cussions, refer to PEGASUS [LHH"21] and references therein,
such as [HS18].

Algorithm 1 MatMul (Wide)

Input: M € ZE<V, (ct(vi)iy

>k <n N=s-n,v€Z,
k: power-of-two
Step 0: Parameter Setting

[Mo|---|M;_ 1] <M and k=g-b

Step 1: Plaintext Packing
for (i, /) € [s] x [k] do
m;; + Rot.o% (diag;(M;)) for g=|j/b]
Step 2: Baby-Step-Giant-Step (BSGS)
fori=0,---,s—1do
ctio < C‘t(vi)~
forb=1,--- ,b—1do
ctip Rotrlow(cti’b,l)

> Baby-Step

forg=g—1,---,0do
Ctsum + L3 Lo (M; gy © i)
if g =g — 1 then
Ctout ¢ Ctsum
else

Ctout Rotrbow(ctout) + Cteum

> Giant-Step

Step 3: Block Summation
for j=0,---,log(n/k) —2 do

J
Ctout & Ctout + Rotfog,v (ctout)

Ctout < Ctou +Rot!  (ctou)

col

return ctoy

8The tall case is described in Alg. 8 of Sec. 4.4.

9While Horner-style MatMul algorithms benefit from the significantly re-
duced number of rotation keys, they are incompatible with so-called hoisting
optimization [HS18]. This trade-off is discussed in Sec. 4.1.

#(Ptxt-Mult) #(Rotation) #(Rot. Key)

<2+ log(n/k)

sk <s-b+g+log(n/k)

Table 1: Cost Analysis for Alg. |

2.4 Homomorphic Compression

The goal of homomorphic compression [CDG"21, LT22,
FLS23,BPSY24,CLPY24] is to homomorphically compress
an encryption of a sparse vector, which has only a few non-
zero components, into an encryption of a shorter vector, which
can later be efficiently decompressed after decryption. In this
section, we provide a brief overview of the homomorphic com-
pression scheme from [CLPY?24], which offers high efficiency
due to its compatibility with homomorphic SIMD operations.
For a more in-depth discussion, please refer to [CLPY24].

2.4.1 Index Compression

We first consider the task of compressing a sparse binary
vector (a.k.a. index compression) as a stepping stone for
compressing an arbitrary sparse vector (a.k.a. payload com-
pression). The index compression of [CLPY24] leverages
so-called Newton’s identity, which provides conversions be-
tween power sum polynomials and elementary symmetric
polynomials. Although the idea of using Newton’s identity
for index compression has been previously explored in the
literature [CDG " 21], the novelty of [CLPY24] lies in (1) rec-
ognizing that the power sum encoding can be interpreted as
a matrix-vector multiplication and (2) implementing it with
efficient SIMD-aware homomorphic algorithms for MatMul
(e.g., Alg. 1).

More precisely, for p > N, consider a sparse binary vector
ve Zg with at most k number of non-zero entries and define
a Vandermonde-like k& x N matrix C defined as follows. The
homomorphic compression scheme can then be concisely
described as in Alg. 2, with decompression outlined in Alg. 3.

1 2 - N
]2 22 L NZ

C:=|. . . (mod p) 3)
1.k 2.k ]\}k

Algorithm 2 Compldx

Input: ct(v)
ct(w) < MatMul(C, ct(v))
return ct(w)

> ciphertexts of v € Z
> see Sec. 2.3




Algorithm 3 Decompldx

Algorithm 5 Decomp

Input: w = (wy,---,wg) € Zf, > decryption of ct(w)

Step 1: Build a polynomial from w using Newton’s identity.

ag <1
for j=1,--- ,kdo _
aj < j XL (=) g wi

KX) = Tip(—Daxt
Step 2: Reconstruct non-zero indices from the polynomial.
while X divides f¥(X) do
RX) « fiX)/x
I, < Find zeros of f(X)
return /,,

> e.g. by Cantor-Zassenhaus

2.4.2 Payload Compression

With the index compression at hand, we can now compress an
arbitrary sparse vector. Consider a sparse vector d € Zg with
at most k number of non-zero entries. To compress ct(d),
we first obtain an encryption of the binary vector v, whose
indices of non-zero entries match those in d. For example,
Fermat’s little theorem can be employed for this purpose (as
outlined in Alg. 4). However, in certain scenarios (e.g., private
database query [CLPY?24]), it may not be necessary to derive
ct(v) from ct(d), as ct(v) may be already available from

other source. In fact, ct(d) is often computed from ct(v).

Looking ahead, this is the case also for OMR.

Then, we can compress ct(v) via Alg. 2 and use v as a hint
in the decompression phase. Note that any k distinct columns
of the matrix C are linearly independent. Therefore, we can
also compress ct(d) by performing a MatMul with C and
decompress it by solving a linear equation for a submatrix
of C. The homomorphic compression scheme can then be
concisely described as in Alg. 4, with decompression outlined
in Alg. 5.

Algorithm 4 Comp

Input: ct(d) > ciphertexts of d € ZJ
ct(v) « Eval(Power,_;,ct(d))'’> Fermat’s little theorem
ct(w) < Compldx(ct(v)) > see Alg. 2
ct(e) + Eval(C,ct(d))

return ct(e),ct(w)

2.5 OMR and OMD

In this section, we review the formal definitions of Oblivious
Message Retrieval (OMR) and Oblivious Message Detection
(OMD) [LT22]. See also Sec. 1.2.1 and Fig. 1.

10Power, denotes an arithmetic circuit over Z, such that Power(d) =
(df,“- ,dfv), where d = (dy,--- ,dy) € Z?’/'

Input: e, w € ZJ > decryption of ct(e),ct(w)

Iy < Decompldx(w)
C[Cyl--ICi]

> see Alg. 3

> k x ¢ matrix whose j-th

column is i;-th column of

C, where I, = {iy,--- ,is}
d= (dy,--- ,dy) « Solve Cx=eforx

return d

2.5.1 Oblivious Message Retrieval (OMR)

Definition 2 (Oblivious Message Retrieval). An Oblivious
Message Retrieval (OMR) scheme (w.r.t. payload space P)
is a tuple of probabilistic algorithms (ParamGen, KeyGen,
Signal, Digest, Decode) described below:

* pp+Pa ramGen(lk): The parameter generation algorithm
takes a security parameter \ and returns a public parameter
pp- The following algorithms implicitly take pp as an input.

* (sk,Pkgiq: Pkaet) < KeyGen(pp): The key generation al-
gorithm outputs a secret key sk, a signal key pk.;,, and a
detection key pkygy.

sig’

* sig « Signal(pk
nal key pk

sig).' The signaling algorithm takes a sig-
sig and outputs a signal sig.

A bulletin board BB = ((x1,s1g,),-- -, (xn,sigy)) is formed
by several parties uploading a payload x; € P tagged with
a signal sig; with respect to the signal key of the intended
receiver.

* D < Digest(BB,pky,k): The digesting algorithm takes a
bulletin board BB = ((x,sig,), -, (xn,sigy)) for some
size N, a detection key pk,.., and an upper bound k on
the number of pertinent payloads addressed to the receiver.
Then, it returns a digest D.

* M < Decode(D, sk): The decoding algorithm takes a di-
gest D and a secret key sk. Then, it returns a list of decoded
payloads M € P*,

Definition 3 (Security of OMR). Let pp + ParamGen(1*).

* Correctness: Let (sk,pK;,,PKye,) < KeyGen(pp). Let
BB be a bulletin board of length N and M be the list of

pertinent payloads in BB addressed to pk;,. For k > M|,
the following holds.

D + Digest(BB, pky.., k)

Pr
M < Decode(D, sk)

M # M < negl(})

* Receiver-Privacy: Signals generated from different signal
keys should be computationally indistinguishable to anyone
who does not have access to the corresponding secret keys.



To be precise, let (sk,PKg;y, Pkaer) and (SK', pKys,s Phger’)
be two set of keys generated from KeyGen(pp). Let sig
Signal(pk,;,) and sig’ < Signal(pks;,'). For any proba-
bilistic polynomial time adversary A, the following holds
fOI" aux = (ppapksigapkdeﬂpksig/?pkdet/)'

|Pr[4(aux,sig) = 1] — Pr[4(aux,sig’) = 1]| < negl(})

2.5.2 Oblivious Message Detection (OMD)

Oblivious Message Detection (OMD) is a variant of OMR
where the receiver only retrieves pertinent indices (instead
of pertinent payloads as in OMR). Note that by combining
an OMD scheme with a private information retrieval (PIR)
scheme [CGKS95, KO97] one can obtain an OMR-like func-
tionality: first, retrieve pertinent indices using OMD, and then
use PIR to obtain the corresponding payloads. While this
approach introduces an additional round of communication,
it provides a generic construction of OMR. Below are formal
definitions for OMD.

Definition 4 (Oblivious Message Detection). An Oblivious
Message Detection (OMD) scheme is a tuple of probabilis-
tic algorithms (ParamGen, KeyGen, Signal, Digest, Decode).
Descriptions for ParamGen, KeyGen, Signal, and Digest are
identical to those of OMR (Def. 2).

* M« Decode(D, sk): The decoding algorithm takes a di-
gest D and a secret key sk. Then, it returns a list of pertinent

indices M € N*,

Definition 5 (Security of OMD). Let pp +— ParamGen(1*).
The definition of receiver-privacy is identical to that of OMR

(Def. 3).

* Correctness: Let (sk,pKg;,,PKyer) < Ke~yGen(pp). Let
BB be a bulletin board of length N and M be the list of
pertinent indices addressed to pk.,, in BB. For k < |M
the following holds.

sig 4

D + Digest(BB, pkyey . k)
M < Decode(D, sk)

Pr|M#M < negl(A)

3 Review: PerfOMR [LTW24b]

In this section, we provide a concise overview of the Per-
fOMR scheme [LTW24b]. First, in Sec. 3.1, we recall a build-
ing block for OMR, which we call private signaling. Then,
we review each component of PerfOMR: ParamGen, KeyGen,
Signal (Sec. 3.2), and Digest (Sec. 3.3 and 3.4). Specifically,
the Digest algorithm is presented in a modular manner, split-
ted into a detection phase (Sec. 3.3) and a compression phase
(Sec. 3.4).

3.1 RLWE-based Private Signaling Scheme

A Private Signaling (PS) scheme is a core building block
of OMR, enabling a sender to generate a signal that only
the intended receiver can detect. We begin by presenting a
formal definition of private signaling (Sec. 3.1.1), followed by
a construction based on the Ring Learning with Error (RLWE)
assumption [Reg05,LPR10] (Sec. 3.1.2).

3.1.1 Private Signaling

Definition 6 (Private Signaling''). A Private Signaling (PS)
scheme is a tuple of probabilistic polynomial time algorithms
(ParamGen,KeyGen, Signal,Detect) described below:

* pp Para.mGen(lQ‘): The parameter generation algorithm
takes a security parameter \ and returns a public parameter
pp- The following algorithms implicitly take pp as an input.

* (sk,pk) < KeyGen(pp): The key generation algorithm re-
turns a secret key sk and a public key pk.

* sig < Signal(pk): The signaling algorithm takes a pub-
lic key pk and returns a signal sig.

* 0/1 < Detecty(sig): The detection algorithm takes a
secret key sk and a signal sig. Then, it returns 1 if sig was
generated from a public key corresponding to sk; otherwise,
it returns 0.

Definition 7 (Security of Private Signaling). Let pp <
ParamGen(1*).

e Completeness: The following holds.
(sk,pk) < KeyGen(pp);

pr| sig< Signal(pk): | >1—negl())

Detectg(sig) =1

e Soundness: The following holds.
(sk,pk) < KeyGen(pp);
(sk',pk’) + KeyGen(pp);

Pr < negl(A)

sig ¢+ Signal(pk):
Detectgy(sig) =1

* Receiver-Privacy: Signals generated from different pub-
lic keys should be computationally indistinguishable to
anyone who does not have access to the corresponding
secret keys. To be precise, let (sk,pk) and (sk’,pk’) be
two set of keys generated from KeyGen(pp). Let sig <
Signal(pk) and sig’ < Signal(pk’). For any probabilis-
tic polynomial time adversary A, the following holds for
aux = (pp, pk, pk’).

|Pr[4(aux,sig) = 1] — Pr[4(aux,sig) = 1]| < negl(})

1 Our definition differs from that of [MSS*22] and aims to capture the
framework they refer to as naive approach based on key-private PKE.




3.1.2 Construction

We now present an overview of the private signaling scheme
from PerfOMR [LTW24b] whose security is based on the
hardness of the Ring Learning with Errors (RLWE) prob-
lem [Reg05, LPR10]. For a more detailed discussion of the
scheme, refer to [LTW24b].

Remark 1 (On Choice of LWE-based Scheme). Although
we have a generic conversion from any PKE scheme with
reasonable properties, private signaling schemes in this line
of works [LT22, LTW24b], are based on (Ring) LWE assump-
tion. The primary reason is that the decryption circuit of
LWE-based PKE is simpler and better suited to the compu-
tational model of HE than other cryptographic assumptions
(e.g., group-based assumptions). Specifically, a large part of
the decryption process is just a simple linear algebra over a
relatively small modulus.

We first introduce a notation to ease the presentation.
We denote and define the i-th negacyclic vector of a =
n : /
(ag, -+ ,ay_1) € Zq, as follows, for 0 < i < n'.

Negi(a) = (aiv" C,a0, —Ay 1, a_ai+l)

Let a(X) = Y= a;X' for a and similarly for b(X) and b =
(bo,--- ,by_1). Notice that (Neg'(a), b) equals to the i-th co-
efficient of a(X) -b(X ) over R/, = Zs[X] /(X" +1). With this
in mind, the following construction can be seen, at a high level,
as an RLWE-based PKE scheme specifically designed for en-
crypting zeroes. It can be viewed as a ring-optimized variant
of the PVW scheme [PVWO0S], or as a truncated version of
the LPR scheme [LPR13].

Construction 1. The private signaling scheme PS =
(PS.ParamGen,PS.KeyGen,PS.Signal,PS.Detect) is de-
fined as follows.

* pp < PS.ParamGen(1%): The parameter generation algo-
rithm returns pp = (0, q', €, 1,%s,Xe), consisting of polyno-
mial ring dimension n', modulus q', repetition parameter /,
range parameter r, secret key distribution s over ZZ;, and
error distribution ¥, over Z.

* (sk,pk) < PS.KeyGen(pp): The key generation algorithm
first samples a secret key sk < Y. Then, it samples O < ZZ:
and compute p = (((Neg'(at), sk));’zz)l +ec ZZi with noise
e <" . Finally, the algorithm returns (sk, pk), where pk =

/ /
(o, B) € Z) x Z,

» sig + PS.Signal(pk): The signaling algorithm takes a
public key pk = (a,B) € ZZ: X ZZ; and samples noises
ey < YAs, €1 < x;’/, and e) < xﬁ. Then, it computes a =

; /-1 ; -1
((Neg’(a),eo>)7:0 +eand b= ((Neg’(B),eo>)i:0 +es.
Finally, the algorithm returns sig = (a,b) € Z’q’i X ZS,.

* 0/1 + PS.Detecty(sig): The detection algorithm
takes sig = (a,b) € ZZ: X Zf;, and computes d = b —

((Neg(a), sk>)f;é € Zg,. Then, it computes c;’s by check-
ingd = (dy,--- ,dy) with the range parameter r, as follows.

ifd; € [—nr]

otherwise

Finally, the algorithm returns [[_, (1 — c;) € {0,1}.

Remark 2 (Security of Construction 1). We sketch the secu-
rity of Construction 1 with respect to Def. 7. For more detailed
proofs, refer to [LTW24b].

e Completeness: The range parameter r can be set to guar-
antee completeness, following standard analysis in LWE-
based encryptions to guarantee correctness.

* Soundness: The repetition parameter { can be set to guar-
antee soundness as follows: By the hardness of RLWE over
‘]{q’/, sig + PS.Signal(pk) is indistinguishable from a uni-
form random sample, in the absence of access to the secret
key sk. Therefore, the following holds when sk’ is sampled
independently of sk.

, 2r+1\"
Pr[PS.Detect s (sig) = 1] < wE +negl(A)

* Receiver-Privacy: The receiver-privacy directly follows
from the hardness of RLWE over ‘Rq’,.

3.2 Setup

Given homomorphic encryption scheme BFV (Sec. 2.2.1)
and private signaling scheme PS (Sec. 3.1.2), (ParamGen,
KeyGen, Signal) of PerfOMR can be described as follows.

* pp < ParamGen(1%): Run ppyg < PS.ParamGen(1*) and
return pp = (Ppys; 1)

* (sk,pkgiq,Pkger) < KeyGen(pp): Run (skes, pkps) <
PS.KeyGen(pppg) and (skgry, pkgry) < BFV.KeyGen(1%).
Then, compute ctg, < BFV.Enc(skps). Finally, re-
turn sk = (skps,skerv), PKgi; = Pkpg, and pkye, =
(PKgry: Ctsk)-

* sig < Signal(pk,;,): Return sig < PS.Signal(pkpg).

3.3 Detection

For clarity, we describe the Digest algorithm of PerfOMR in
a modular manner, divided into (1) a detection phase and (2)
a compression phase. In this section, we begin by illustrat-
ing Detect (Alg 6) for the detection phase, followed by an
explanation of the compression phase in Sec. 3.4.



The goal of Detect is to homomorphically compute the per-
tinent indices from the bulletin board BB using the detection
key pk,... The output of Detect is ciphertexts encrypting a
sparse binary vector, where the ones indicate the pertinent
indices, referred to as the Pertinency Vector, PV.!2 Ata high
level, Detect can be viewed as a batched homomorphic de-
tection of signals, consisting of two main steps: (i) Affine
Transform and (ii) Range Check.

Affine Transform. The goal of Affine Transform (Step 1
of Alg. 6) is to homomorphically compute linear parts of
multiple PS.Detectyy,s (sig;) in parallel. More precisely, we
1
j=0 €
sig; = (a;,b;) € ZZ, X Zf;/ for 1 <i < N. Notice that we can
stack up the inner products (Neg/(a;), sk) into a matrix-vector
multiplication. In this way, we can leverage homomorphic
MatMul algorithms (Sec. 2.3) with respect to ctg,. We will
explore this in greater detail in Sec. 4.4.

want to compute d = b; — ((Neg/(a;),sk)) Z., where

Range Check. The goal of Range Check (Step 2 of Alg. 0)
is to homomorphically compute the remaining non-linear
parts of multiple PS.Detectgy, (sig;). More precisely, we
want to compute [T, (1 —¢;) € {0,1} where r is the range
parameter and

ifd; € [—r1]
otherwise,

ford = (d,,- - -dy) which is the output from Affine Transform.
The computation of ¢;’s can be done homomorphically by
evaluating the following function on d;’s.

F(X) = {0’

1,

if —r<X<r
. “4)

otherwise

In PerfOMR [LTW24b], f(X) is homomorphically eval-
uated by first computing g(X) = []_o(X? —i*) and then
h(X) = X9~ rather than directly evaluating the polynomial
interpolation of f(X) as done in [LT22]. Notice that g(X)
maps the input to O if and only if it lies within the range
[—r,7], and A(X) maps non-zero inputs to 1 and zero to 0 by
Fermat’s little theorem. By decomposing the evaluation of f
into g and h, PerfOMR significantly reduced the number of
homomorphic multiplications required, while only slightly in-
creasing the circuit depth, resulting in an overall improvement
in computational cost.

3.4 Compression

In the compression phase, pertinent payloads are compressed
into a digest using the encrypted pertinency vector PV.

2previous works [LT22, LTW24b] have referred to this detection proce-
dure as ClueToPackedPV.
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Algorithm 6 Detect

Input: pk,.,., BB = (x;,sig;) >N=s-n

N
i=1
Step 0: Signal Preprocessing > sig; = (a;,b;) € Z’;: X Zé,
for j=0,---,/—1do
Aj < [Neg/(ar)| -+ [Neg/(ay)]"
B« (b1, ,bN)
Step 1: Affine Transform

for j=0,---,/—1do
(ct,-_,j)f;é B, —MatMul(Aj,ctex) b see Sec. 4.4

/!
DA€ Z’qv,:'ll
> bi = (bij) i~

> g(X) = XTI (X* =),
h(X)=XxP~!

Step 2: Range Check

fori=0,---,s—1do
for j=0,--- . /—1do
ct;j + BFV.Evalp (g(X),ct; ;)
ctjj < BFV'EvalpkBFv (h(X), Cti_’j)
ct; < Hﬁ;é(l — Ct,'.j)

return (ct;)},

Roughly speaking, PerfOMR compresses both PV and perti-
nent payloads; during decoding, PV is decoded first and then
used as a hint to decode the compressed payloads. Below is a
brief overview of PerfOMR’s compression phase. For a more
detailed discussion, refer to [LT22, LTW24b].

3.4.1 Unpacking the Pertinency Vector

In PerfOMR, before compressing the pertinency vector
PV, each slot of PV are unpacked into separate cipher-
texts. This process, referred to as PVUnpack in previous
works [LT22, LTW24b], is necessary for them because they
compress PV by hashing its components into buckets. (For
more details, see Sec. 3.4.2.) PVUnpack incorporates so-
called SlotToCoeff [GHS12a, LW23] and oblivious expan-
sion [ACLS18] as subroutines, both of which are quite costly.
As a result, PVUnpack becomes a bottleneck in the entire
digesting process.

3.4.2 Hashing-based Index Compression

PerfOMR compresses the unpacked pertinency vector
PVUnpack(PV) = {ct;}¥ | via hashing. Each index 1 <i <
N is randomly assigned to a bucket Y; for 1 < j < m. The per-
tinent vector is compressed by computing Ctr; < Zieyj ct;
and Acc; <= Yjcy; i - ct;. Notice that Ctr; indicates the num-
ber of pertinent indices that were hashed into Y}, revealing
whether a collision occurred. If Ctr; encrypts the value 1, the
corresponding value in Acc; is the pertinent index; otherwise,
a collision has occurred and happened, and decoding will fail.
To prevent such failures, PerfOMR sets the number of buck-



ets m to be sufficiently larger than k, the upper bound on the
number of pertinent indices, and repeats the process multiple
times.

3.4.3 Payload Compression with Random Linear Codes

PerfOMR then compresses pertinent payloads using random
linear codes. The core idea is to compress the vector of per-
tinent payloads (i.e., the payloads masked by the pertinency
vector) by multiplying it with a random K x N matrix. By
setting K sufficiently larger than k — the upper bound on the
number of pertinent indices — it becomes possible to solve the
system of equations for the pertinent payloads via Gaussian
elimination with high probability, given the pertinent indices.

3.4.4 Bundling: Runtime/Digest-Size Trade-off

To reduce the computational overhead of PVUnpack,
PerfOMR processes multiple indices simultaneously via
bundling. Before applying PVUnpack, PerfOMR combines v
indices of the pertinency vector by homomorphically adding
them into a single ciphertext. While this reduces the runtime
by a factor of v, it introduces a trade-off: now the receiver
only knows that a bundle contains a pertinent index, requiring
retrieval of all v indices and their corresponding payloads.
This approach balances the reduction in PVUnpack runtime
against an increase in the final digest size.

3.5 Optimizations

Modulus-Switching. Modulus-Switching [BGV12] is a
technique of switching the ciphertext modulus of a given HE
ciphertext into a smaller one. While modulus-switching is not
strictly necessary in the BFV scheme [Bral2,FV12] (unlike
the BGV scheme [BGV12]), it can be highly beneficial for
performance optimizations. In BFV, choosing a large enough
ciphertext modulus is crucial to support the desired computa-
tion, as the modulus determines the computational budget of a
ciphertext. However, a larger modulus increases the ciphertext
size and degrades the overall performance of homomorphic
operations. Modulus-switching addresses this issue by reduc-
ing the modulus as the budget is consumed, preserving the
remaining budget. PerfOMR leverages modulus-switching
repeatedly to keep the ciphertext modulus as small as possible
without compromising the budget, enhancing performance.

Rotation Key Management. The BFV scheme can natively
support all types of rotation. However, each requires its own
rotation key and storing all these keys can be quite demanding
in practice. Therefore, trade-offs between storage and com-
putational time are often advantageous. It is also important
to note that the size of rotation keys scales with the size of
the ciphertext modulus. However, if the rotation keys will
be used only after modulus-switching, generating them in a
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smaller modulus suffices. For this reason, PerfOMR reduces
the number of rotation keys more aggressively for the ones
used at higher ciphertext modulus levels. The approach taken
by PerfOMR will be further detailed in Sec. 4.4.

3.6 Security

We sketch the security of PerfOMR with respect to Def. 3.
For detailed proofs, refer to [LTW24b].

¢ Correctness: The correctness of PerfOMR is implied by
the completeness and soundness of the underlying private
signaling scheme (Rmk. 2) and the correctness of the BFV
scheme (Sec. 2.2.1).

* Receiver-Privacy: The receiver-privacy of PerfOMR is
implied by the receiver-privacy of the underlying private
signaling scheme (Rmk. 2) and the semantic security of the
BFV scheme (Sec. 2.2.1).

4 Our Scheme: SophOMR

In this section, we present our new OMR scheme, SophOMR.
While we largely follow the approach of PerfOMR [LTW24b],
the key distinction lies in the compression phase (Sec. 3.4),
where we extend and apply the SIMD-aware homomorphic
compression scheme of [CLPY24] (Sec. 2.4). A detailed ex-
planation of our homomorphic compression mechanism is
provided in Sec.4.1. Additionally, we propose several opti-
mizations: ring-switching for digest-size reduction (Sec. 4.2),
hybrid key-switching optimization for key-size reduction
(Sec. 4.3), and BSGS-style Affine Transform step (Sec. 3.3)
for run-time reduction (Sec. 4.4). Additionally, we briefly
discuss the OMD variant of SophOMR (Sec. 4.5).

4.1 SIMD-Aware Digest Compression

As discussed in Sec. 3.4, PerfOMR [LTW24b] cannot fully
exploit the homomorphic SIMD structure (Sec. 2.2.1) dur-
ing the compression step due to its hashing-based approach
(Sec.3.4.2). As a result, it requires the costly PVUnpack pro-
cess (Sec. 3.4.1), which unpacks each slot of the packed PV
ciphertext into separate ciphertexts, creating a bottleneck for
the entire Digest.

In this regard, we adopt a SIMD-aware homomorphic
compression scheme from [CLPY24] (Sec. 2.4), which re-
moves the need for the heavy PVUnpack step, significantly
improving the runtime of the compression step.'* However,
[CLPY24] only considered payloads of the size of a single
HE slot, which is unrealistic for many scenarios. For example,
in prior works on OMR [LT22, LTW24b], each payload is

13 Another advantage of our compression scheme is that, unlike PerfOMR’s,
it is deterministic and does not introduce any additional failure probability.



assumed to be 612 bytes, the typical size of Zcash transac-
tions [HBHW], meaning that the payload occupies multiple
HE slots. Thus, we need to extend the approach of [CLPY?24]
to accommodate these typical OMR settings.

Naive Approach. To be precise, let each payload occupy ¢
number of HE slots (e.g., = 300 for typical HE parameters in
the example of Zcash transactions). Let PL; denote the length-
N vector containing the i-th slot of payloads. Directly apply-
ing the homomorphic compression of [CLPY?24] (Sec. 2.4)
to the compression step of OMR (Sec. 3.4), one would first
compress the encrypted pertinency vector PV obtained from
the detection step (Sec. 3.3). This involves homomorphically
computing C - PV via MatMul (Alg. 1), where C is defined in
Eq. 3. Then, one would compress masked payloads PL; ® PV
by computing C- (PL; ®PV) again with MatMul, for 1 <i <¢.
This naive approach would require a total (¢ + 1) number of
calls to MatMul with respect to the k x N matrix C. While this
method is already fairly efficient, it can be optimized much
further, as described below.

Stacking Matrices. First, we note a simple yet powerful
fact that enables our optimization. Let diag(PL;) denote the
N x N diagonal matrix whose diagonal is PL; and let D; de-
note the k x N matrix C-diag(PL;). Then, the following holds.

This allows the detector to precompute D; = C - diag(PL;) and
then compute D; - PV homomorphically. Note that this prepro-
cessing is almost free, as both C and diag(PL;) are plaintexts
with regard to the underlying HE scheme. Furthermore, this
approach consumes less computational budget (Sec. 3.5) as
the homomorphic computation of PL; © PV is no longer per-
formed before MatMul.

But much more importantly, this precomputation allows us
to stack multiple MatMul into a single MatMul as follows.

[c”\D]|---|Df]" -PV

To see why this is useful at all, recall that the number of
homomorphic rotations required in kX x N MatMul is O(v/k).
(See Tab. 1.) The stacking method significantly reduces the
total number of rotations required for compression: the naive
approach, which involves # 4- 1 calls to k x N MatMul, requires
O((t+1) - Vk) rotations. In contrast, the stacking approach,
which involves a single call to ((r + 1) - k) x N MatMul, only
requires O(+/ (¢ + 1) - k) rotations. This results in roughly a
v/t + 1 reduction in the total number of rotations.

Implementing MatMul. We use MatMul described in
Alg. 1 (Sec. 2.3) for digest compression. In particular, we
employ the Horner-style [HS 18] MatMul, which significantly
reduces the number of required rotation keys. Although this
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method is incompatible with the so-called hoisiting tech-
nique [HS18], which optimizes runtime, we prioritize Horner-
style MatMul. We believe that in scenarios where a detector
handles multiple clients, minimizing the key size per client is
much more important than the runtime improvements offered
by hoisting.

4.2 Further Compression with Ring-Switching

Similar to modulus-switching (Sec. 3.5), there is a technique
called ring-switching [BGV 12, GHPS12, GHPS13], which
switches the ring degree n of a given HE ciphertext into a
smaller one. This can be done while preserving the same
security level after some modulus-switching.'* In our case,
ring-switching is useful for further reducing the digest size.
Specifically, the ciphertext size scales linearly with the ring
dimension 7, which corresponds to the number of slots in the
BFV scheme (Sec. 2.2.1). This implies that if the final result
occupies fewer slots than n, the unused slots are being wasted.
For instance, after homomorphic compression (Sec. 4.1), only
(t+1) -k slots are occupied, which is typically smaller than n
under standard OMR parameters. Ring-switching addresses
this inefficiency by reducing the ring dimension and making
the digest more compact.'” In SophOMR, ring-switching is
employed as the final step of Digest to further compress the
digest. We note that ring-switching is a relatively inexpensive
procedure, whose cost is dominated by a single key-switching
operation. For further details, please refer to [GHPS13].

4.3 Key Size Reduction through Hybrid Key-
Switching Optimization

The key-switching technique is a fundamental element of
homomorphic multiplications and rotations. There are two
main approaches to key-switching. The first, known as the biz-
decomposition approach [BV11,BEHZ16] optimizes the com-
putational budget (Sec. 3.5). In contrast, the special-modulus
approach [GHS12b, CHK ™ 19] prioritize key-size optimiza-
tion. In practice, a hybrid approach that combines these two
methods has been found to be most favorable [GHS 12b,HK?20,
KPZ21]. One downside of PerfOMR is its large key-size,
which stems from its reliance on one extreme of this hybrid
approach. In SophOMR, we strike a balance between these
two extremes, significantly reducing the key-size.

4.4 Affine Transform with BSGS-MatMul

We optimize the runtime of Affine Transform step in the
Detect procedure (Sec. 3.3) by adopting the BSGS-style Mat-

14For the same level of security, a larger ring dimension is required when
using a larger ciphertext modulus.

SRing-switching is especially effective in the context of OMD (Sec. 2.5.2),
where the digest contains only the pertinent indices, excluding payloads,
requiring significantly fewer slots. See Sec. 4.5.



Mul algorithm, which uses two rotation keys. Thanks to hy- matrix version of Alg. |, we include it here for completeness.

brid key-switching (Sec. 4.3), this optimization is achieved The costs for Alg. 8 are summarized in Tab. 2. Note that the
while maintaining a smaller key-size compared to PerfOMR’s number of rotations is minimized when b ~ /s - k.
approach of using a single rotation key. (See Sec. 5.)
Recall that the Affine Transform step involves homomor- Algorithm 8 MatMul (Tall)
phic matrix multiplications between tall plaintext matrices Input: M € Z[A’/xk’ ct(v) bk<mN=s-nve lec)

A;’s and the ciphertext vector ctgy (Sec. 3.3, Alg. 6). For clar- .
L . . . Step 0: Parameter Setting

ity, in this section, we consider the goal of homomorphically T T . .
multiplying a tall N x k plaintext matrix M (representing A ;) M- IM;_] <~ M" and k=g-b

with a ciphertext ct(v) (representing ctg) that encrypts a Step 1: Plaintext Packing

vector v € Zf, via sparse packing (Sec. 2.2.2). for (i, j) € [s] x [k] do

m; ; — Rotre (diag;(My)) for g=|j/b
4.4.1 PerfOMR’s Approach: MatMul with Single Key o o ( & ( l)) 8= Li/t]

) Step 2: Baby-Step-Giant-Step (BSGS)
Note that the Affine Transform (Sec. 3.3) is the very first
cto < ct(v) > Baby-Step

step of digesting and occurs before any modulus-switching forb—1. .- b—1do
(Sec. 3.5). As a result, the rotation keys used in this step o

. ctp < Rot!  (cty_
must be generated at the largest modulus, making them rela- b row (Ct5-1)

tively large. In this regard, PerfOMR [LTW24b] aggressively fori=0,---,s—1do > Giant-Step
minimizes the number of rotation keys required during the forg=g—1,---,0do

Affine Transform, ultimately using only one. The approach Ctoum,i ZZ;(I)(”‘L ghtb © ctyp)

skips BSGS-style optimization (Sec. 2.3.2) and applies Eq. 2 ifg=g—1then

directly. Alg. 7 outlines PerfOMR’s method, with its costs Ctouti ¢ Ctum,i

summarized in Tab. 2. else

Ctout,i < ROtll—)ow(Ctout,i) + Cctgum,i

1

Algorithm 7 MatMul w/ Single Rotation Key B
return (ctoui);_,

Input: M € Z)*, ct(v) >k<nN=s-nvell
Step 0: Parameter Setting
T T T
M| |M,_\] <M #(Ptxt-Mult)  #(Rotation)  #(Rot. Key)
Step 1: Rotation Preprocessing Alg. 7 s k k 1
ctp ¢ ct(v) Alg. 8 s-k b+s-g
fori=1,--- k—1do
ct; ¢ Rot),(cti1) Table 2: Cost Analysis for Alg. 7 and Alg. 8

Step 2: Ptxt-Mult & Sum
for j=0,--- ,s—1do .

Our SophOMR scheme can be readily adapted into an Obliv-

ious Message Detection (OMD) scheme (Sec. 2.5.2). Since

OMD does not require payload compression, it is sufficient

to compress only the encrypted pertinency vector PV. This

442 Our Approach: MatMul with Two Keys is done by homomgrphlcally 'computlng C -PV via MatMul
(Alg. 1), where C is defined in Eq. 3, without stacking the

In SophOMR, thanks to hybrid key-switching (Sec. 4.3), the matrices as described in Sec. 4.1. This leads to a significant

return (Ctouh,j);;%)

size of the rotation key generated at the largest modulus is speedup in the compression phase (Sec. 4.1). See Sec. 5 for
substantially smaller than in PerfOMR. As a result, even concrete performance results. An OMR-like functionality
with the BSGS-style optimization and the use of two keys, can be achieved by combining an OMD scheme with a pri-
SophOMR’s total key-size remains smaller than PerfOMR’s. vate information retrieval (PIR) scheme [CGKS95,K097], as
The adoption of BSGS reduces the number of required homo- discussed in Sec. 2.5.2. Although this approach introduces
morphic rotations from O(k) to O(v/k), enhancing runtime an additional round of communication, it provides a generic
performance. method to implement OMR-like functionality, allowing the

Alg. 8 describes the BSGS-MatMul algorithm used for unique features and advantages of various PIR schemes to be

Affine transform in SophOMR. Although it is simply the tall utilized depending on the specific PIR scheme chosen.
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5 Evaluation

Methodology. To evaluate the concrete performance of our
SophOMR scheme, we implement it in a C++ library'® using
the OpenFHE library [BAB™22], with the NTL library [Sho]
to implement Decode (Sec. 4.1 and 2.4). We then compare
its performance against the implementation [LTW] of Per-
fOMR [LTW24b], which uses PALISADE library [PAL21]
for the private signaling scheme (Sec. 3.1), the SEAL li-
brary [SEA23] for the BFV scheme (Sec. 2.2.1). Both im-
plementations leverage the HEXL library [BKS™21] to accel-
erate HE libraries. All experiments are conducted on a Google
Compute Cloud n2-standard-8 instance (Intel Ice Lake) in
a single-threaded mode.

Parameters. We choose parameters that uphold the secu-
rity claims of PerfOMR’s parameter sets and comply with
the Homomorphic Encryption Security Standardization ef-
fort [ACC'18,BCC"24]. All bit security is measured using
the latest version of the Lattice Estimator available at the
time of writing [Alb, APS15] (Commit ID: 5¢c25455). De-
tailed parameters are provided in Tab. 4, Tab. 5, and Tab. 6
of Appx. A. Note that SophOMR uses a larger BFV ring
dimension of n = 210, compared to n = 215 of PerfOMR, to
comply with the HE Security Standard for 128-bit security
(Tab. 4). We also employ a larger parameter for the underlying
private signaling scheme (Sec. 3.1) that offers 128-bit security
and 30-bit completeness to uphold the security claim of Per-
fOMR’s parameters. The parameters provided in PerfOMR
only achieve 94-bit security and 18-bit completeness, leading
to easily observable errors (Tab. 6).

Experiments. Experiments are conducted with a total num-
ber of payloads N = 2! and 2!°. The number of pertinent
payloads is set to k = 50, following PerfOMR. We present the
results in Tab. 3 for N = 2'°. Additionally, Fig. 2 illustrate
the runtime breakdown of each component contributing to the
Digest runtime: Preprocessing (Rmk. 4), Affine Transform
(Sec. 4.4), Range Check (Sec. 3.3), and Compress (Sec. 4.1).
Refer to Appx. B, for experimental results with N = 219

Remark 3 (On Choice of N). While PerfOMR conducted
experiments with N = 212,221 223 we focus on N = 216,219,
considering N = 2'° as the primary setting. Our reasoning
is that dividing N into smaller sets can be advantageous for
latency, provided it maintains similar throughput and keeps
communication costs reasonable. For example, PerfOMR uses
N = 2' to model Bitcoin-scale applications,"” but a client
may find it more useful to receive digests for 2'° payloads
every 3 hours than a single digest for 2'° every 24 hours. This
issue is even more relevant in private messaging scenarios.

Ohttps://github.com/keewoolee/SophOMR
"There are roughly 2!° transactions per day on Bitcoin: https://
ycharts.com/indicators/bitcoin_transactions_per_day
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Remark 4 (Preprocessing). In Fig. 2 and Fig. 3, the blue
mesh represents the time that PerfOMR manually excluded
from their timing results to account for the preprocessing
potential of a significant portion of SlotToCoeff (Sec. 3.4.1).
However, this preprocessing requires a substantial amount of
RAM (at least 25GB for their parameters). If such an amount
of RAM is available, SophOMR can also be accelerated by
preprocessing a significant portion of MatMul in Compress
(Sec. 4.1)."% For a fair comparison, preprocessing time is
excluded from Tab. 3 and Tab. 7, but it is provided in Fig. 2
and Fig. 3.

Experimental Results for N = 2'5,  As shown in Tab. 3,
SophOMR provides multiple improvements over PerfOMR.
Specifically, SophOMR achieves a 3.3 x speedup in Digest
runtime while maintaining a reasonably small Decode run-
time. The detection key size is reduced by 1.5x through
hybrid key-switching optimization (Sec. 4.3). Furthermore,
the digest size is reduced by 2.2 x, thanks to ring-switching
(Sec. 4.2) and our compact homomorphic compression
scheme (Sec. 4.1); see also Rmk. 6. Note that all these im-
provements are achieved despite SophOMR using larger pa-
rameters than PerfOMR to meet security levels that PerfOMR
does not satisfy (Appx. A).

As illustrated in Fig. 2, the improvement in Digest run-
time primarily stems from our SIMD-aware homomorphic
compression scheme (Sec. 4.1). Specifically, our compression
achieves 7.4 x speedup compared to PerfOMR, even when
excluding the runtime for preprocessing (Rmk. 4). The Affine
Transform step also achieves considerable speedup thanks to
BSGS-style MatMul (Sec. 4.4). On the other hand, the Range
Check step (Sec. 3.3) shows a slight increase in runtime, at-
tributed to our use of larger parameters to meet security levels
that PerfOMR does not satisfy (Appx. A).

Remark 5 (On Choice of v). The bundling parameter v in
PerfOMR represents how many payloads are concatenated
and processed simultaneously (See Sec. 3.4.4). We compare
only with PerfOMR using v =2 for N = 2'© because (i) setting
v = 2 incurs nearly no additional runtime or digest size costs
compared to v =1 due to PerfOMR’s specific utilization BFV
slots, and (ii) setting v > 2 does not improve runtime further
due to the fixed number of BFV slots (n = 215),

Remark 6 (Digest Size). PerfOMR optimizes the digest size
by setting the BFV ciphertext modulus at the lowest level
to be as small as possible in the SEAL library (Sec. 3.5).
However, this optimization is not applied in our SophOMR
implementation due to limitations in the OpenFHE library: (i)
it does not officially allow the base-level ciphertext modulus
to be set independently of the RNS limbs, and (ii) its cipher-
text serialization does not further reduce when the ciphertext

181f an even larger RAM is available, we can also preprocess Affine Trans-
form (Sec. 4.4).


https://github.com/keewoolee/SophOMR
https://ycharts.com/indicators/bitcoin_transactions_per_day
https://ycharts.com/indicators/bitcoin_transactions_per_day

Digest (s) Decode (ms) Detection Key (MB)'’ Digest (KB)’
PerfOMR (v = 2) 534 12 171 567
SophOMR 162 14 114 263
PerfOMD (v = 2) 492 4 171 284
SophOMD 113 5 142 132

PerfOMR (v = 2)

Table 3: Performance of OMR/OMD Schemes (N = 216, k = 50)

///////////
///////////
///// 22222227

Preprocess

SophOMR [ |

O  Affine
| |E2RangeCheck
B Compress

PerfOMD (v = 2)

SophOMD [ ]

Om 2m 4m

6m

Figure 2: Runtime Breakdown for OMR/OMD Schemes (N = 2'°, k = 50)

modulus is below 64-bit. If we apply the same optimization
as in PerfOMR, SophOMR’s digest size can be reduced by
approximately an additional factor of 2x.

OMD Variants. We also present the performance of
SophOMD, the OMD variant of SophOMR (see Sec. 4.5).
As there is no existing OMD implementation corresponding
to PerfOMR, we modified the PerfOMR implementation to
run only the relevant components and refer to this version as
PerfOMD. The OMD experiments use the same parameter
sets as in the OMR experiments.

As shown in Tab. 3, SophOMD also provides multiple
improvements over PerfOMD, similar to the OMR setting.
Specifically, SophOMD achieves a 4.4 x speedup in Digest
runtime. As illustrated in Fig. 2, this improvement primar-
ily stems from our SIMD-aware homomorphic compression
scheme (Sec. 4.1), allowing compression in SophOMD to
complete in only one second — a 335 x speedup compared to
PerfOMD. Notice that the performance gain is even greater
than in the OMR setting, as we only compress the indices and
not the payloads (Sec. 4.5). On the other hand, the detector
key size has slightly increased (though still smaller than Per-
fOMR) due to the use of additional rotation keys from the
reduced number of rows in MatMul (Tab. 1). The bundling
technique (Sec. 3.4.4) can still be applied to PerfOMD; how-
ever, achieving OMR-like functionality (Sec. 4.5) requires
performing PIR (Private Information Retrieval) on the bun-
dles, causing PIR performance to depend on the bundling

19For the key size, we take into account the compression of randomness
into the hash seed.
200ur digest size can be further reduced, as explained in Rmk. 6.
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parameter v.
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A Parameters

The BFV parameters used in our experiments are presented
in Tab. 4. For SophOMR and SophOMD, we also present the
BFV parameters for ring-switching (Sec. 4.2) in Tab. 5. The
private signaling parameters are presented in Tab. 6.

BFV Parameters. In Tab. 4 and Tab. 5, log PQ denotes
the largest modulus used in the scheme, including special
modulus used in the hybrid key-switching (Sec. 4.3), which
impacts the security level. In Tab. 4, notice that SophOMR
uses a larger BFV ring dimension of n = 2'6, compared to n =
215 of PerfOMR, to comply with the HE Security Standard
for 128-bit security. In this setup, a larger plaintext modulus
p is required to satisfy p =1 (mod 2n) to fully leverage the
homomorphic SIMD structure. In Tab. 5, observe that we
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further reduce the ring dimension n in SophOMD, as the final
digest occupies much fewer slots than SophOMR.

n p logQ logPQ A
PerfOMR 2% 65537 857 917 1209
SophOMR  2'© 786433 1140 1740 128.6

Table 4: Parameters for BFV

n logQ logPQ A
SophOMR 2% 120 240  244.6
SophOMD 213 120 180  154.4

Table 5: BFV Parameters for Ring-Switching

Private Signaling Parameters. In Tab. 6, p and v de-
note the false-positive and false-negative security parame-
ters, which are associated with soundness and completeness,
respectively (Def. 7). Note that the parameters used in Per-
fOMR provide only 94-bit security and 18-bit completeness,
falling short of their claimed 128-bit security and 30-bit com-
pleteness. When running PerfOMR for N = 2!° with these
parameter sets, errors become readily apparent due to this
lack of completeness. In SophOMR, we choose parameters
that uphold the security claims of PerfOMR’s parameter sets,
which negatively affect our performance. Note that our key
and signal sizes are slightly larger than PerfOMR due to our
larger BFV parameter, which is to comply with the HE Secu-
rity Standard for 128-bit security.

B Experimental Results for N = 2!°

In this section, we present our experimental results for N =
219 We compare the performance of SophOMR/SophOMD
with PerfOMR/PerfOMD for v = 2 and v = 16, representing
the two extremes in the trade-off between digest size and
runtime. (See Sec. 3.4.4 and Rmk. 5.) As shown in Tab. 7
and Fig. 3, SophOMR/SophOMD provides multiple improve-
ments over PerfOMR/PerfOMD for N = 2'°.

OMR Schemes. Compared to PerfOMR with v = 2,
SophOMR achieves a 3.0x speedup in Digest runtime and a
2.2x reduction in digest size. In contrast, compared to Per-
fOMR with v = 16, SophOMR achieves 1.1x speedup in
Digest runtime and a 10.8x reduction in digest size. Addi-
tionally, note that the Decode runtime for PerfOMR increases
when v = 16.

21For the key size, we take into account the compression of randomness
into the hash seed.
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OMD Schemes. For the OMD variants, similar trends are
observed as in the N = 2! setting. Specifically, our SIMD-
aware homomorphic compression scheme (Sec. 4.1) enables
SophOMD to complete compression for N = 2! in just 2
seconds—yielding a 1343 x speedup over PerfOMD with
v =2 and a 190x speedup with v = 16.



n q o h ( r| A P v | PSKey (KB)’'  Signal (KB)
PerfOMR 1024 65537 05 32 2 19 940 214 17.6 2.2 2.2
SophOMR 1024 786433 0.5 80 2 40 | 1284 26.5 30.7 2.6 2.6
Table 6: Parameters for PS
Digest (s) Decode (ms) Detection Key (MB) Digest (KB)

PerfOMR (v = 2) 3627 12 171 568
PerfOMR (v = 16) 1386 70 171 2840
SophOMR 1107 14 114 263
PerfOMD (v = 2) 3331 4 171 284
PerfOMD (v = 16) 1004 5 171 568
SophOMD 723 5 142 132

Table 7: Performance of OMR/OMD Schemes (N = 217, k = 50)

PerfOMR (v = 2) [ ]

PerfOMR (v = 16) | F

SophOMR [ | |

PerfOMD (v = 2) [ ] oo rhsss 0]

PerfOMD (v = 16) [ ] F]

SophOMD [ ]

| | |
Om 20m 40m 60m

Figure 3: Runtime Breakdown for OMR/OMD Schemes (N = 219 k=50, single-thread)
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