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Abstract. We reconsider Cleve’s famous 1986 impossibility result on coin-flipping without an honest
majority. Recently proposed constructions have circumvented this limit by using cryptographic delay
functions. We show that this is necessary: a (weak) notion of delay functions is in fact implied by the
existence of a protocol circumventing Cleve’s impossibility. However, such delay functions are weaker
than those used in existing constructions. We complete our result by showing an equivalence, that these
weaker delay functions are also sufficient to construct not just fair dishonest-majority coin-flipping
protocols, but also the stronger notion of a distributed randomness beacon. We also show that this
is possible in a weaker communication model than previously considered, without the assumption of
reliable broadcast or a public bulletin board.

1 Introduction

Distributed randomness beacon (DRB) protocols [CMB23; KWJ23; RG22] have seen a resurgence of interest
in recent years, with many new constructions in the literature and several now deployed in practice. In a
DRB, a group of n participants collectively generate a public random string {2 that no party can predict or
bias. The output {2 can be used as a seed for applications requiring public randomness such as consensus
protocols, games and lotteries. Consensus protocols are a particularly important application, as leader elec-
tion should be both unpredictable (to resist adaptive corruption) and unbiasable (to ensure fairness between
all participants). Deployments like Ethereum’s RANDAO are used to secure systems with billions of dollars
in economic value.

To the best of our knowledge, all DRBs in practical use assume a majority of the participating nodes
are honest. Some, like Ethereum, incentivize the required honesty by penalizing malicious behavior (such
as failing to reveal committed values), but they still require an honest majority to obtain any security
guarantees. This assumption is unsurprising, given Cleve’s famous 1986 impossibility result [Cle86] showing
that distributed coin-flipping (a closely related, but weaker, notion to DRBs) is impossible without a majority
of honest participants. In the simplest coin-flipping scenario, Alice and Bob wish to generate a shared random
bit that neither can predict nor influence, without trusting the other. Cleve ruled out solutions to this problem
where either Alice or Bob is malicious, or more generally where a majority of n participants is malicious.

However, a few protocols in the literature purport to tolerate a dishonest majority, typically assuming
only one honest node. The first such protocol, Unicorn [LW15a], is simple enough to describe in a single
sentence:

All nodes broadcast a random contribution within a fixed window and the output is the hash of all
contributions run through a delay function.

Intuitively, a delay function is computable in polynomial time, but is highly sequential, in the sense that
any polynomial-size circuit computing the function must have large depth. In other words, the advantage
of parallel computation in computing the function is limited by this depth. The key ingredient in Unicorn
is clearly the delay function, which is assumed to be too slow for any adversary to compute within the
contribution window (note that this protocol requires synchrony). The delay function ensures that even an



adversary who broadcasts their contribution last, with the benefit of seeing all other nodes’ contributions,
does not have enough time to compute the eventual output {2 resulting from any potential contribution of
their own. Using a modern verifiable delay function [Bon+18], this protocol is also efficient as the delay
function only need be computed once and all other nodes can quickly check that it is correct. Unicorn has
inspired several follow-up protocols designed to work with a dishonest majority [Sch+23; Cho+23; CCB24].

The existence of these protocols raises an obvious question: how can they remain secure under a dishon-
est majority, when Cleve’s result stated that this is impossible? In this work, we tackle this discrepancy.
At a high level, we show that delay functions enable the circumvention of Cleve’s impossibility, paving the
way for the family of Unicorn-style protocols. More interestingly, we show unconditionally that any protocol
which circumvents Cleve’s impossibility can be used to construct a delay function. Hence, we show a surpris-
ing equivalence between dishonest-majority coin-flipping protocols and delay functions. We also show that
Unicorn-style protocols can be constructed using a much weaker notion of a delay function than previously
considered, which we show can be unconditionally boosted to a full-fledged delay function.

What is special about time? Our equivalence holds for beacons secure against time-bounded adversaries,
and functions that are unpredictable by time-bounded adversaries. At a first glance, this may suggest an
analogous equivalence when the adversary is bounded in its use of some other resource, such as storage or
computation; however, this does not hold for several reasons. On the technical side, our amplification lemma
(See Theorem 4), needed to construct a resource-hard function from a coin-flipping protocol, holds only for
time.

More conceptually, the protocol that we construct from a resource-hard (in our case, time) function relies
on the fact that all parties, including the adversary, are resource-bounded during the protocol, but not after
(so that the result can eventually be computed). This resource gain is uniquely natural for time, as everybody
does gain more time by waiting (but cannot gain time in the middle of a protocol of fixed duration), but
this is not a natural model for other scarce resources. Finally, time has the special property of being publicly
verifiable, i.e. its consumption is naturally observable by all parties in the protocol. Therefore the protocol
can enforce that the adversary is resource-bounded rather than assuming it. Taken together, this explains
why the approach of using time as a scarce resource in randomness protocols has repeatedly arisen in practice
for time, but never (to our knowledge) for any other scarce resource.

2 Related work

2.1 Coin-flipping and distributed randomness beacons

Rabin [Rab83] formalized the abstraction of a randomness beacon in 1983, using it as a tool for fair exchange
and confidential disclosure. An ideal randomness beacon should broadcast random values at regular intervals
that all parties can read, but none can predict or manipulate. Rabin’s proposed instantiation was a satellite
in space broadcasting signed, randomly chosen integers to Earth at regular intervals. Rabin’s satellite stood
in for a trusted third party, and there have been several popular beacon services that operate this way,
including a beacon operated by NIST [Kel+19] and the widely used random. org service [Haa99]. Interestingly,
the startup Cryptosat actually launched a satellite-based beacon service in 2022, realizing Rabin’s original
vision [Mic22].

In the absence of a trusted third party, the beacon abstraction can also be realized by a group of
semi-trusted nodes continually running a collective coin-flipping protocol and publishing the results. The
coin-flipping problem was extensively studied during the early 1980s [Blu83a; LMR&3; DB84; BL85]. The
original formulation of the problem appears lost to history, but it was presented by Blum in 1983 [Blu83a]
as two mutually untrusted parties aiming to collectively agree to one random bit over the telephone. This
application is useful on its own, though it was quickly recognized as an important tool for solving other
problems including mental poker [GMS82] and fair exchange [Blu83b]. While initially conceived as a two-
party protocol, it was naturally extended to coin-flipping with multiple parties [BL85]. This line of work
motivated Cleve’s seminal impossibility result [Cle86] on coin-flipping without an honest majority.



The simplest approach for coin-flipping (dating to Blum [Blu83a]) is commit-reveal, in which each party
commits to a random value and then all reveal and the results are combined (for example, by hashing or
computing the exclusive-or). The use a of binding commitment locks each party into their contribution before
seeing those of others. As long as all parties reveal, the result is uniformly random if any party’s contribution
is. However, the protocol is not secure against a malicious participant selectively dropping out after seeing
others’ revealed contribution (sometimes called a last-revealer attack).

Chor et al. [Cho+85] first proposed addressing this issue by having each participant used verifiable
secret sharing (VSS) to share their contribution with the other nodes. Using VSS, a majority of nodes can
reconstruct any aborting party’s contribution, leading to the commit-reveal-recover paradigm. Observe that,
given a t-of-n VSS scheme, a dishonest coalition of ¢ nodes can learn honest nodes’ contributions early and
adjust their own contributions in response, biasing the output. However, a coalition of n — ¢ + 1 nodes can
bias the results by aborting, forcing a protocol restart. Hence, the best the protocol can achieve is setting
t = 4, requiring an honest majority.* This paradigm was later strengthened using publicly verifiable secret
sharing (PVSS) [Sta96; Sch99], removing the need for interaction during the contribution phase.

In the modern context, there has been extensive work on multiparty distributed randomness beacon pro-
tocols (DRBs), combining the earlier cryptographic formulations with performance and robustness insights
from the distributed systems literature. Syta et al. introduced the notion of a DRB in 2017 [Syt+17], propos-
ing protocols aiming to scale to hundreds of users, as well as protocols which utilize a more expensive one-time
setup amortized across many rounds. There are now many DRB protocols; we refer the reader to several
comprehensive surveys [CMB23; KWJ23; RG22]. Following Choi et al. [CMB23], we can divide approaches
into several broad families:

— commit-reveal-punish protocols which keep the basic commit-reveal paradigm but incorporate financial
penalties to discourage aborting the protocol [And+14; BK14; Qial7; Yak+20].

— commit-reveal-recover protocols which utilize some form of secret-sharing to recover from aborting
nodes [Syt+17; CD17; CD20].

— share-recover protocols which skip the optimistic case and always use secret-sharing to recover each
party’s contribution [Syt+17; CSS19; GSX20]

— threshold-based protocols in which the parties construct a shared secret during a setup phase and use it
to produce pseudorandom values in each DRB round [Syt+17; Dra24; Gal+21; Bea+23].

All of the approaches above assume an honest majority or supermajority (e.g., 2/3 honest nodes). The
exceptions, based on delay functions, are discussed below.

2.2 Time-based cryptography and delay functions

Dwork and Naor introduced the notion of intentionally slow cryptographic computations in 1992 [DN92].
Their goal was requiring a moderately expensive computation before sending an email to raise the cost of
spam. Most of their constructions were parallelizable (what would now be called proof-of-work), but they
also proposed computing square roots modulo p, pointing out that this appears to be inherently sequential
and hence requires significant time even with many parallel processors.

Rivest, Shamir and Wagner first proposed time-lock encryption and time-lock puzzles in 1996 [RSW96],
with the goal of encrypting a message that could only be decrypted after significant time had elapsed. They
introduced the problem of repeated squaring modulo a composite N as an inherently sequential function,
with the possibility of efficient puzzle generation using a trapdoor (the factorization of N).5

Franklin and Malkhi [FM97] proposed simpler delay functions based on iterated hashing as a simple proof
that some time had elapsed. Goldschlag and Stubblebine [GS98] first proposed using such delay functions®

* In practice, the two types of attack (prediction vs. bias) may have different implications, motivating a different
parameter choice than ¢t = 7. The attacks are also distinct in that prediction leaves no public evidence, while
honest nodes will be aware if the protocol is restarted due to withholding and the faulty nodes can be identified.

5 Interestingly, the authors posted a time-lock encrypted message as a challenge intended to take 35 years to open.

In actuality it was opened 20 years later, though after only 3 years of computation on an FPGA [Obel9].

6 Goldschlag and Stubblebine called them “delaying” functions.



to construct a fair coin-flipping protocol, using the delay function after combining each participant’s contri-
bution to prevent biasing in a simple one-round protocol. They left open how to achieve efficient verification
using different delay functions with algebraic properties. Boneh and Naor [BN0O] proposed timed commit-
ments in 2000, enabling parties to commit to a value in a manner that is temporarily hiding but can be
recovered by computing a delay function (in their construction repeated squaring modulo N). Their focus
was on fair exchange, though they noted that coin-flipping was a potential application as well.

Lenstra and Wesolowski [LW15a] formalized the use of delay functions for randomness generation in 2015,
introducing the basic Unicorn protocol and proving it secure. They also proposed Sloth, a delay function
based on computing a chain of modular square roots which allows for more efficient (though still linear in ¢)
verification.

In 2018, Boneh et al. [Bon+18], citing randomness generation as a motivating application, introduced
the modern notion of a werifiable delay function, requiring ¢ steps to compute but enabling verification
in polylog(t) steps. A number of VDF constructions have since been proposed based on repeated squar-
ing [Piel8; Wesl9], isogenies [De +19], hyperelliptic curves [CZ23] and lattices [LM23; AMZ24]. This line of
work has also inspired many new constructions in time-based cryptography, including homomorphic timed
commitments [MT19; Fre+21] and delay encryption [BD21].

While useful for constructing DRBs, Abram et al. [ARS24] actually showed that weaker primitives than
VDFs (e.g. time-lock puzzles) are in fact sufficient. Abram et al. [ARS24] also constructed delay functions
from weaker assumptions than were previously known, specifically one-way functions and the existence of a
function that is hard for sequentially-bounded adversaries to predict.

Finally, several DRBs constructions embellish on the basic Unicorn framework. RandRunner [Sch+23]
uses trapdoor VDF's in a leader-based DRB, enabling efficient computation by an honest leader and recovery
by computing the sequential VDF in case of an absent leader. Bicorn [Cho+23] uses special homomorphic
time-lock puzzles to construct a commit-reveal protocol which is highly efficient in the optimistic case (if all
nodes open their commitment) but can recover in case any nodes drop out by combining all commitments
into a single timed commitment to open. Cornucopia [CCB24] reduces the linear broadcast costs in Uni-
corn by employing a semi-trusted coordinator (trusted for liveness but not security) to combine participant
contributions via a cryptographic accumulator, which is then fed into a delay function.

3 Technical Overview

3.1 Dishonest majority coin-tossing protocol implies a delay function (Section 5)

Cleve’s result (Theorem 2). Our starting point is Cleve’s [Cle86] result for a two-party (Alice and Bob)
coin tossing protocol with a single dishonest party. Specifically, Cleve shows that any coin tossing protocol
in such a setting that has high consistency (i.e., if both parties behave honestly, the probability that they
agree on their output is bounded above 1/2) can be biased by a dishonest adversary. In other words, one
dishonest party in the coin tossing protocol can significantly skew the distribution over the outputs towards
a particular value. One strategy that can be carried out by a dishonest party is that of aborting. We say that
that a party aborts at round ¢ if all its messages from round ¢ onwards are simply strings of fixed length of all
zeroes. Given an r-round coin tossing protocol, Cleve lists 4r + 1 adversary strategies, and then proves that
at least one of them has to realize a bias of about Q(%) in the resulting output. In fact, the behaviours of
these adversaries are quite simple to describe. Apart from one, which is the adversary that halts immediately
at the beginning of the protocol, any adversary from Cleve’s list is characterized by the following.

— A choice of player, i.e., either Alice or Bob.
— A choice of round, i.e. an index i € [r].
— A choice of output bit b € {0,1}.

This leads to 4r + 1 strategies: one for each combination of player/round/output bit, plus the strategy of
halting immediately before round 1 without doing anything. Assume w.l.o.g. that Alice is chosen, with index
i, and bit b, the adversary strategy is as follows: Run the protocol as Alice, behaving honestly up to round



i, and compute the default output value at round i. The default value is the value that Alice would output
if Bob were to behave honestly up to round i, then abort. If this default value is b, Alice aborts. Otherwise,
run honestly for one more round, and then abort.

It is precisely these computations of default values that are of interest to us in showing the existence of a
delay function. Specifically, each of these computations can be modeled as a function from {0,1}" to {0,1} .
Note that in particular, these functions are efficiently computable, as they are computed by the honest party
as well. Similarly to the list of 4r + 1 adversaries, there are 4r 4+ 1 such functions, one for each adversary. We
will show that if an adversary cannot carry out Cleve’s attack, it must be unable to reliably compute one of
these functions.

Circumventing Cleve implies a weak delay function (Theorem 3). Suppose that we have a protocol
that circumvents Cleve’s lower bound. This adversary cannot reliably compute all of the default value
functions; otherwise, it could carry out Cleve’s attack by computing the functions to obtain the default
values and deciding whether to abort. Therefore, at least one of the 4r 4+ 1 default value functions must be
at least somewhat unpredictable by the adversary.

Now, recall our motivation in revisiting Cleve’s bound: Recent DRB proposals from the applied cryp-
tography community claim to achieve security against a dishonest majority, if the adversary is sequentially
bounded. These protocols make use of delay functions, and we observe that this is no accident. Using the
above argument that the adversary must be unable to reliably compute the default value functions, and
taking the adversary to be sequentially bounded, we immediately obtain that some default value function
must be a weak delay function (Definition 3). That is, there exists an efficiently samplable distribution of
inputs over which the function’s output cannot be predicted with greater than 1 — 1/poly()\) probability.

Bootstrapping from weak to strong delay functions (Theorem 4). Finally, with a weak delay
function in hand, we amplify its hardness into being a proper delay function (Definition 2). Our approach
emulates that of a parallel repetition theorem. Intuitively, if a low parallel time adversary can predict the
outcome of a function f on input z w.p. at most p, then a low parallel time adversary should be able to
predict f™ on inputs z1,...,x, w.p. about the order of magnitude of p™. Translating this intuition into a
rigorous proof however involves several challenges:

— Extracting a strong predictor from a weak predictor. The main technical hurdle in all parallel
repetition proofs is extracting a local adversary from a global adversary. In other words, given an adversary
that can predict the output of f™ on inputs x1,...,x, w.p. at least ﬁ for a given polynomial p(-), one
needs to extract from it an adversary that can predict the output of f on an input x with probability
1-— ﬁ/\) for any given polynomial ¢(-). We emulate the classical proof of amplifying a weak one-way
function to a strong one-way function (e.g. [Yao82]) and adapt it to delay functions. This adaptation,
however, leads to another challenge.

— Verifiability. The approach of weak-to-strong one-way function amplification has roughly the following

structure: Sample random inputs x1,...,z,, feed them to the global adversary to obtain predictions
Y1,---Yn, and check locally whether f(x;) = y; for some coordinate 4, and if so, output y; as the
prediction. When one discusses delay functions, the last step becomes a problem, as the local adversary
we construct cannot afford to compute f(x;), since it also has to run in low parallel time. In fact, it was
shown that for a different but related notion of puzzles, such an amplification does not hold if the puzzle
is not verifiable [CHS05].
To circumvent this challenge, we show that any function f can unconditionally be augmented into a
function f’ for which one can perform output verification in constant parallel time. The key idea is that
we define the output of f’(x;) to include both y; and the wire assignments to a circuit computing f. One
can now verify that f’ is correct by checking the consistency of each gate in this circuit, and checking
that its output wires match y;. Crucially, this is a local computation that can be highly parallelized. This
allows the adversary, which has arbitrary polynomial parallelism, to check whether f’(z;) = y; without
needing to compute f'(x;) from scratch (Section 5.3).



3.2 Delay functions imply n-party distributed randomness beacons (Section 6)

We complete our equivalence by showing that, in the random oracle model, our notion of a delay function
implies an n-party distributed randomness beacon that is secure against a sequentially-bounded adversary
corrupting all but one party. Therefore, if there exists a protocol circumventing Cleve’s lower bound, there
exists a delay function, and there exists an n-party DRB. This result closes the gap between two-party
protocols that circumvent Cleve’s lower bound, and DRB protocols with (seemingly) far stronger security.

Cleve’s lower bound shows that coin-tossing protocols with even just constant-probability agreement
and certain inverse-polynomial bias are impossible. In contrast, a distributed randomness beacons requires
agreement with probability 1, and negligible bias. A priori, it is possible that there exist delay-based protocols
that circumvent Cleve’s protocol by achieving weak agreement and weak unbiasability, but full agreement
and unbiasasbility are impossible. Somewhat surprisingly, our result (Theorem 7) shows that two-party
coin-tossing protocols with weak agreement and certain inverse-polynomial bias imply n-party randomenss
beacons that are fully unbiasable by an adversary corrupting even n — 1 parties. Of course, this adversary
must be sequentially bounded.

While existing works (described in Section 2) already construct distributed randomness beacons using
time-based cryptography, they use stronger notions of delay functions (e.g., verifiable delay functions) and
assume a public bulletin board. Fortunately, their approach can be adapted with a few modifications, which
we detail below. We use Unicorn [LW15b] as our starting point.

The Unicorn protocol. In the simple and elegant Unicorn protocol [LW15b], n parties use a public
bulletin board to generate shared randomness. The protocol starts at some time Tj. Before a contribution
deadline T}, each participant P; posts a uniform randomness contribution r; to the bulletin board. After
time T}, a delay function Eval is computed on the hash of the concatenation of all parties’ contributions:

y = Eval(H(r1||...||rn)). If Eval requires more than (T} — Tp) time for the adversary to predict on a random
input, y is unpredictable in the random oracle model: If any participant P; is honest and contributes a
random r;, H(r1]|...]||rn) is freshly drawn from the uniform distribution after time ¢q. Therefore, the beacon

output 2 = H(y) is indistinguishable from random by such an adversary.

Unicorn with a weaker delay function. Observe that security of Unicorn hinges on the fact that Eval
is unpredictable on a uniform input—whereas the notion of a delay function we consider is only guaranteed
to be unpredictable on an input generated by an algorithm Samplelnput that is specified as part of the delay
function. In our protocol, each party P; independently generates a value x; from Samplelnput, and we let y
be the concatenation of the delay function evaluations of the xz;’s. That is, y = (Eval(z1)|]...||Eval(z,)). y is
unpredictable if Eval is unpredictable and any x; was indeed sampled from Samplelnput; therefore, taking the
beacon output to be £2 = H(y) yields a secure DRB. Observe that the random oracle here is used to convert
an unpredictable value (y) to a random value (£2). We leave removing the random oracle as an interesting
direction for future work.

It also is worth noting that this modified protocol requires evaluating the delay function n times, compared
to just once in Unicorn. If desired, one could have the parties jointly sample an input by each P; sampling a
uniform r; and using H(r1]|...||r,) as the random coins to generate an x from Samplelnput. However, as our
protocol is theoretical in nature, we use the simpler though less efficient approach of each party sampling its
own input.

Obviating reliance on a public bulletin board. Unicorn and similar DRBs assume a public bulletin
board available to all parties. We observe that we can avoid this assumption by relying instead on a protocol
realizing Byzantine Broadcast. Such protocols are known to exist even in the setting where n — 1 out of n
participants are corrupted [DS83].

n-party DRB from weak delay functions. Finally, we apply our amplification theorem from weak to full
delay functions (Theorem 4) to obtain a corollary that even weak delay functions are sufficient to construct
an n-party DRB.
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Fig. 1. Delay function sequentiality game

4 Preliminaries

Let X denote the security parameter. We write poly(\) to mean a polynomial function in A. A function f of
A is negligible if f(A) = O(m) for every polynomial poly(-). We write f(A) < negl(\) to mean that f is
negligible.

Throughout the paper we consider a network of players, with communication over a peer-to-peer syn-
chronous network. Namely, all players have access to a global clock progressing in timeslots that is perfectly
synchronized between all players. Furthermore, each message sent between honest players takes at most 1
time slot to arrive at its recipient.

4.1 Delay functions

We follow a combination of [Bon+18; ARS24|, with some modifications for our setting, in defining delay
functions. Our main modification is the introduction of a Samplelnput algorithm that defines the input dis-
tribution over which the function’s output should be unpredictable. In contrast, existing definitions from
[Bon+18; ARS24] consider only unpredictability over the uniform distribution. Our new definition is nec-
essary for our result—we show that honest-majority coin-tossing protocols imply delay functions that are
unpredictable over an input distribution which is not necessarily uniform and depends on the protocol.

Sequential and parallel time. Following [Bon+18], we say that an algorithm runs in parallel time t on p
processors if a PRAM machine with p processors can run the algorithm in time ¢. The total, or sequential
time of an algorithm is the time it takes to run on a machine with a single processor.

Definition 1 (Delay function). A delay function is a tuple of algorithms (Setup, Samplelnput, Eval) such
that:

Setup(1*) — {pp}: Setup takes as input the security parameter and outputs public parameters pp.

Samplelnput(1*, pp) — x: Samplelnput is a randomized algorithm that takes as input the security parameter
and outputs a random value x from the input distribution.”

Eval(1*,z,pp) — y: Eval is a function that takes an input x and outputs a corresponding evaluation y.

For brevity’s sake, we sometimes omit 1* as an input to Samplelnput and Eval.
Efficiency. The sampling algorithm and evaluation function are computable in polynomial total time.

Sequentiality. Security of a delay function states that no efficient adversary should be able to compute
Eval much faster than the function’s delay parameter. We allow the adversary to run two algorithms Ag
and A;. Ap (the adversary’s precomputation algorithm) takes as input the public parameters and can run
in arbitrary polynomial total and parallel time to produce an advice string «. A; (the adversary’s online
algorithm) takes as input «, the public parameters, and the challenge input. It runs in at most ¢(\) parallel
time and attempts to compute the corresponding output.

7 We emphasize that this distribution may not be uniform.



Definition 2 (#(-)-sequentiality ([Bon+18]).). A delay function DF = (Setup, Samplelnput, Eval) is t(-)-
sequential if for all randomized algorithms Ay, A1 running in total time poly(\), and Ay running in parallel
time at most t(X),

Pr gl () = 1] < negl()).

Definition 3 (e-weak t(-)-sequentiality.). An e-weak delay function DF = (Setup, Samplelnput, Eval)
is e-weakly t(-)-sequential if for all randomized algorithms Ay, A1 running in total time poly(X), and Ay
running in parallel time at most t(\),

Pr gty =1) <1-c

Comparison to VDFs ([Bon+18]) VDFs [Bon+18] feature an additional Verify function (optionally
using a proof m output by Eval) to efficiently verify the results of the delay function. Though in the real
world efficient verification is highly desirable, we (and [ARS24]) consider verifiability to be a bonus property
of a delay function and therefore do not include it in the specification. We later show that one can transform
any delay function into one with a verifier than can be implemented in few sequential steps on many parallel
processors. However, this verifier is not as efficient as a VDF requires.

Another important difference is that VDFs allow one to specify the delay parameter ¢(-) as an input to
the Setup algorithm. In contrast, our delay function is defined with respect to a specific function ¢(-).

Finally, we depart slightly from the original sequentiality definition of VDFs [Bon+18], which considers
adversaries that have a bounded number p of parallel processors. We consider a stronger class of adversaries,
with an arbitrary polynomial number of parallel processors at their disposal.

Comparison to complexity-theoretic hard functions. At this point the curious reader might wonder
whether delay functions exist unconditionally, as their definition strikes a resemblance to known results about
unconditionally “hard” functions that cannot be computed by circuits of a fixed size (by Shannon’s counting
argument) [Sha49], or by bounded-time Turing Machines (by the Time Hierarchy Theorem [HS66]). A natural
question is whether delay functions similarly exist unconditionally. We stress that that the answer to this
question is unknown, and in particular time hierarchy theorems imply a (seemingly) significantly weaker
notion of hardness than the one required from delay functions. In the former, hardness requires only that
no circuit or Turing machine from the given class can compute the function ezactly. However, the function
may be computable on a significant fraction of inputs. In contrast, our notion of a delay function requires
that no sequentially bounded algorithm can compute the function on a non-negligible fraction of inputs.

Furthermore, to our knowledge the class of circuits that we consider (i.e., bounded parallel time) does not
have unconditionally hard but still polynomial-time computable functions. Recall that the class of circuits
we consider have bounded depth but with arbitrary polynomial width.

4.2 Coin-tossing protocols

Coin-tossing protocols and DRBs are both interactive protocols designed to output a random string agreed
on by all parties. Although they are variants of the same notion, we present and use both definitions. The
notion of coin-tossing protocols is significantly weaker, requiring only that the bias of the random string is
upper bounded by some constant and that parties agree with only constant probability. In contrast, DRBs
allow only negligible bias and require agreement among all honest parties. We prove our lower bound for the
weaker notion of coin-tossing protocols, and our upper bound for the stronger notion of DRBs.

We recall the notion of a two-party coin-tossing protocol considered by Cleve [Cle86].

Definition 4 (Coin-tossing protocol). A coin-tossing protocol is a series of processors { A, B’\}iozo each
running in poly(\) time. A* and B* are deterministic algorithms that take as input private strings of random
bits 7o and ry respectively. In each round, A and B> communicate with each other; without loss of generality
A sends a message to B, which sends a message back to A*. At the end of the protocol, A* outputs a bit
a, and B> outputs a bit b.



Consistency. A coin-tossing protocol is e-consistent if Pr,, ,[a = b] > %—i— €. Note that in this consistency
definition, A and B behave according to the protocol.

Bias. A corrupted party (without loss of generality) A can bias the protocol by § if |Pr[b =1] - %J > 0.
We say that the bias of the protocol is at least § if there exists such an efficient adversary A (or B*).

4.3 Distributed randomness beacons

Definition 5 (Distributed randomness beacon (DRB)). A distributed randomness beacon is a tuple
of polynomial-time protocols II = (Setup, PreProcess, Post, Finalize) run by participants P = {Py,...,P,}
such that:

Setup(1*) — CRS: Setup is a randomized algorithm that takes as input the security parameter and outputs
a common reference string. We assume that Setup is run by a trusted party and CRS is made available
to all participants.

PreProcess;(1*) — 3;: PreProcess is a randomized algorithm run locally by each participant P; to produce a
string [;.

Post(lA,,Bi) : Post is an interactive protocol run by all participants, in which they exchange randommness
contributions. Each participant P; gets as input its string B; at the start of the protocol.

Finalize(l)‘, CRS,trEOSt) — £2; : Finalize is a (possibly randomized) algorithm run by each participant P; on
input the security parameter, the CRS, and their local transcript of the Post protocol tr';OSt. It produces
£2;, the output of the beacon according to party P;.

While Finalize is computable in polynomial time, in the case of delay-function-based constructions security
relies on this computation requiring more parallel time than is available to the adversary.

We use ITAC(1Y) = {2y,...,2,} to denote the outputs of parties P, ..., P, generated by running
IT with an adversary A controlling a set of corrupted participants C C P. Here, the adversary may take
as input an advice string «. In particular, the adversary can see all computations performed by these
corrupted parties, and it can direct these parties to deviate from the protocol arbitrarily. Similarly, we use
PostA(a)’c(CRS) — {tr? ... trPot) to denote the transcripts of all parties produced by running the Post
protocol given CRS, with the adversary controlling the parties in C. Here, the adversary may take as input
an advice string a. We may specify that A is computationally constrained during the Post protocol; for
example, we will often require A to run in parallel time at most some t(\).

As mentioned before, existing DRBs in the literature typically assume that the DRB output is posted
on a public bulletin board, trivially resulting in agreement among all parties. Since we study DRBs without
assuming a bulletin board, we must define agreement:

Definition 6 (Agreement). A DRB satisfies agreement if for any p.p.t. adversary A corrupting a subset
of parties C C {Py,...,P,}:

Pr[E3P,P; ¢ C:ry #rj | {r1,...,rn}] < negl(X).

We note that agreement is vacuously achieved when all parties but one are corrupted. However, with at least
two honest parties it becomes nontrivial.

We closely follow [Cho+23] in defining indistinguishability of a DRB against a sequentially-bounded
adversary.

Definition 7 ((-)-indistinguishability). The t(-)-indistinguishability game tasks a t(-)-sequentially
bounded adversary with distinguishing between a truly random string and the output of the given protocol. The
adversary’s computation is broken down into two phases. In the precomputation phase, the adversary may
run a polynomial-time algorithm Ay with arbitrary (polynomial) parallel time to produce an advice string.

In the protocol phase, the adversary A takes as input the advice string and is constrained to run in
parallel time at most t(\). Ay engages in the Post protocol, controlling the corrupted parties. This game,
denoted G"USt is given in Figure 2.



G ore(1%)

CRS « Setup(1*)

For all 5 € [n], B; < PreProcess(1*)

ao = Ao(1*, CRS, {B} p.ecc)

{620 st} « PostA1(17:20) (CRS, 3;)
i, 1 A1(1)\, Oco)

20 + Finalize(1*, CRS, tr?>*)
2« {0,1}*

b+ {0,1}

b — AL (1, oa, 2,)

return b — b A e P\C

Fig. 2. Security game for ¢(-)-indistinguishability

A DRB IT satisfies indistinguishability against a ¢(-)-sequentially bounded adversary corrupting m parties
if for all C C P such that |C| = m, and A = (Ap, A1),

Pr [gjﬁrll,dci;stt,DRB(l)\) = 1] < negl(\).

4.4 Byzantine Broadcast

To remove the assumption of a public bulletin board and design a DRB secure in the dishonest majority
setting, we rely on the well-known primitive of Byzantine Broadcast (BB). Specifically, in the BB problem
there is an identified sender s, whose identity is known to all players, holding an input v. The goal is to
design a protocol IT that satisfies the following in the presence of f byzantine failures (which could potentially
include s) amongst the n players. We refer to the players experiencing such failures as corrupt players. We
refer to non corrupt players as honest.

1. Termination. Every honest player produces an output and halts after a finite number of rounds.
2. Agreement. All honest parties output the same value.
3. Validity. If s is honest, then all honest parties output v.

As we are mainly concerned with a feasibility result, we leave aside complexity considerations, and we
relay on the following well known result of Dolev-Strong [DS83] whenever we want to instantiate BB:

Theorem 1 (Dolev-Strong [DS83]). Assuming PKI, there exists a deterministic Byzantine Broadcast
protocol BBps tolerating f byzantine faults for any f < n. BBps has round complexity of n.

5 Dishonest majority coin-tossing protocol implies a delay function

We will show that a two-party coin-tossing protocol that tolerates a single corrupted party implies a delay
function, if this adversary is constrained to run in ¢(\) parallel time, for some function #(-). We first show
that such a protocol implies a much weaker notion of a delay function with the same delay parameter
(Definition 3): that is, a function that cannot be predicted with greater than 1 — 1/poly(\) probability in
parallel time ¢(\). We then show that any weak delay function can unconditionally be boosted to construct
a delay function with full unpredictability (i.e., with negligible probability of successful prediction) with the
same delay parameter.
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5.1 Cleve’s impossibility
We first recall Cleve’s impossibility result [Cle86]:

Theorem 2 (Cleve). Any e-consistent two-party coin-tossing protocol running in r rounds can be biased
by at least We)_ﬂ by a malicious party.

Proof. Cleve defines 47(\) + 1 faulty processors A*, A}, B for all i € [r(\)],j € {0,1}. To describe these
processors, Cleve introduces some vocabulary: quitting and a default value. A processor quits in round i if
all messages that it sends during and after that round are simply strings consisting of all zeros. The default
value a; is the value that (honestly behaving) A* would output at the end of the protocol if (faulty) B* were
to quit in round i. a; depends implicitly on the inputs of A* and B*. Similarly, the default value b; is the
value that B* would output at the end of the protocol if A* were to quit in round 4.

Now, we describe these faulty processors. A* is the processor that always quits in round 1. A2, behaves
honestly up to (at least) round 4, then attempts to bias the output toward 0 by quitting in either round ¢ or
round i + 1. That is, A3, checks if a; = 0 and quits in round 4 if so; otherwise it quits in round i + 1. A} is
defined analogously except that it checks if a; = 1 instead. B{\o and Bi)‘1 are defined analogously except that
they check for the value of b;.

Letting A be the average of the biases of these 4r(\) + 1 faulty processors, it follows from e-consistency
and some algebra that A > m. Therefore, at least one of these processors must have at least this bias,

completing the proof. O

Observe that all processors A?j, Bf‘j must be able to compute their default values a;, b; before deciding
how to behave in round ¢. Intuitively, if a two-party coin-tossing protocol is secure with a faulty processor,
there must be at least one of these default values that cannot be computed reliably in a short amount of
time. The function computing this default value will be our delay function.

5.2 Circumventing Cleve’s impossibility implies a weak delay function

We will consider corrupted parties that are constrained to run in ¢(\) parallel time in each round of interac-
tion, and polynomial total time. That is, in each round of interaction the corrupted party takes as input the
transcript of the protocol thus far, and its computation tape from the end of the prior round. It may then
perform a computation taking at most ¢(\) parallel time. At the end of the protocol, once all interaction has
ceased, the adversary may run in arbitrary polynomial parallel time.

Remark 1. While not necessary to understand or prove our lower bound, one may wonder whether it is
possible to successfully run a coin-tossing protocol with an adversary constrained in this way. We give a
concrete example of such a protocol in Section 6. The key is to accept messages sent in the protocol only if
they arrive within some set amount of time A. In practice, A is chosen so that it is infeasible to execute a
t(A)-sequential computation on real-world hardware.

Theorem 3. Let IT be a an r(\)-round €(\)-consistent two-party coin-tossing protocol with bias < o0y
under the corruption of a single party whose computation in each round of the protocol runs in parallel time

at most t(X). Then there exists a ﬁ—weak t(\)-sequential delay function DF for some polynomial q()\).

Proof. Let IT be an r(\)-round €(\)-consistent two-party coin-tossing protocol, and let C(= A), A;j,Bij, i€
[r(N)],j € {0,1} be the faulty processors defined in Cleve’s argument [Cle86], such that there exists an
adversary from these 4r(\) 4+ 1 that biases the protocol by at least m. We note that all of these faulty
processors’ outputs can be computed in polynomial total time, as the protocol is efficient. Denote by A be
the adversary controlling the corrupted party that executes Cleve’s attack. For Z € {A, B,C},i € [r(\)],
denote by fz. i(sz,Tr;) (for Z € {A,B}) or fo (for Z = C,i = j = 0) the function employed by Z; ;/C
to compute its default value v, based on its own internal state, and the transcript of the protocol IT up to
round i(¢ = 0 for C), denoted Tr;. Formally stating these functions in the notation of delay functions as
Definition 1, we have the following for each i € [r(\)],7 € {0,1},Z € {A,B,C}:
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— Setup(1*) — L. In particular, pp = L and we thus omit it from further notation in this section. Note
that this is a virtue of our result, i.e. the delay function we extract from Cleve’s argument requires no
public parameters.

— x + Samplelnput(1*) simulates the honest behaviour of the protocol of both parties up to round i on
random inputs and then outputs the transcript (Tr;) of the protocol up to round i concatenated with
the internal state of party Z at the beginning of round i. This output is denoted by x and is the input
to fz;-

- Eval(:z:) = fZ’i'j(fL').

For Samplelnput above, note that from the description of the protocol IT, for each one of the 4r(\) + 1
adversaries in Cleve’s attack (i.e., each choice of Z,i,j), one can approximate the bias they incur in the
protocol by simulating the adversary’s behavior in the protocol on sufficiently many random input pairs.
This in particular allows Samplelnput to efficiently compute a triplet (Z,4,j) such that the corresponding
adversary realizes® Cleve’s attack.

Let g(\) = 10r(\)%, and assume towards a contradiction that all of these functions are not (1/q(\))-
weakly ¢(-)-sequential. Because pp = L, the preprocessing adversary 4 from the t-sequentiality game (Fig-
ure 1) can be implemented by simply hard-coding its advice in the sequentially bounded adversary A;. That
is, there exist algorithms A7 ; Tunning in parallel time at most ¢(A) and polynomial total time, such that
the following holds:

1

P — AL (Mo Ay = frii(x)]>1— —.
w<—SampIe|n£ut(l*),Hi [y Z’l’J( l’) y fZ’ 4 ($)] - q()\)

That being the case, it means that w.p. at least (1 — ﬁ)‘lr()\)-%l > e_ﬁ, the adversary can successfully
carry out Cleve’s attack as all the default values are computed in time for the proceedings actions to be
performed in the same time slot. Denote by S; this event, i.e. that all the functions fz;; were computed

1
correctly by the adversary. In particular, Pr[S1] > e~ "™ . Thus we have that the total bias resulting by the
adversary’s strategy is:

. €
blaSA = Pr[Sl}m - Pr[_|51]
€
>e ™ — Pr[3Z7,i, 75 s.t. i
Z€ 4T()\)+1 1“[ y8,J 8.t fZJ,J(x)#y]
__1 € 1
> () 1
=° dr(\) +1 ;,q() (L)
v
> e_r(lk) € — !
- r(A)+1  r(A)3
€

>
~ 10r(\)’

where Equation (1) follows from an application of the union bound.
We have arrived at a contradiction. Thus there exists Z,14,j such that fz;; is a (1/q(\))-weakly ¢(-)-
sequential delay function. O

We observe that this result extends to n-party coin-tossing protocols tolerating a dishonest majority,
applying another result of Cleve [Cle86]:

Corollary 1. Let IT be a an r(X)-round €(\)-consistent n-party coin-tossing protocol with bias < 10%0\)

under the corruption of a dishonest majority, where each corrupted party’s computation in each round of the
protocol runs in parallel time at most t(X). Then there erists a ﬁ—weak t(\)-sequential delay function DF

for some polynomial q(\).

8 up to a negligible approximation factor
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Proof. Cleve remarks that any n-party dishonest-majority r-round protocol yields a secure two-party protocol
with n - r - ¢ rounds, where ¢ is the number of communication channels in the network. ¢ is upper bounded
by n2.

Suppose that the n-party protocol is secure against an adversary controlling a dishonest majority of
the parties, each of which is constrained to run in ¢(\) parallel time. Note that any such adversary can
be simulated in the corresponding two-party protocol in ¢(A) parallel time, by running these algorithms in
parallel. Therefore, if there exists an n-party protocol secure against this ¢(A)-bounded adversary controlling
a dishonest majority, there exists a two-party protocol secure against a single dishonest adversary running
in ¢t(\) parallel time.

Therefore, any n-party dishonest-majority coin-tossing protocol yields a secure two-party protocol with
a polynomial number of rounds, which yields a weak delay function by Theorem 2. a

5.3 Boosting a weak delay function to a full delay function

In this section our goal is to bootstrap the weak delay function we obtained from Cleve’s construction (see
Definition 3) into a proper delay function (see Definition 2). Our approach follows the intuition of parallel
repetition arguments: If predicting the outcome of a function f on an input z can be done with probability
at most p, then one can hope that predicting the outcome of f™ on inputs x1,...,x, can be done with
probability on the order of magnitude of p™. The usual challenge in such parallel repetition arguments is
extracting an adversary A’ that can predict the output of f(x) with high confidence (e.g., 1 — 1/poly(}))
from a given adversary A that has only 1/poly(\) success in predicting f(x1),..., f(x,). The key to many
such arguments is that A’ runs many instances of A, observes if any is correct, and outputs its prediction if
so. To apply this paradigm to delay functions, the function must be verifiable.

Therefore, as discussed in Section 3.1, we show that any weak delay function f can be turned into a
weak delay function f that in addition is verifiable in O(1) parallel time. It is exactly with this notion of
verifiability that we begin to pour rigor into the above intuition for the result.

Definition 8 (Verifiability in parallel time). A delay function DF = (Setup, Samplelnput, Eval) is ver-
ifiable in parallel time t(-) if there exists an algorithm Verify(1*,pp,x,y) running in parallel time at most
t(|z]) on at most poly(|z|) parallel processors on input z, satisfying both correctness and soundness:

Correctness.

Pr [y « Eval(pp,x) A Verify(pp, z,y) # true] < negl(\).
pp(—Setup(l*)
x<—Samplelnput(pp)

Soundness. For any efficient adversary A (of arbitrary polynomial sequential time),

y < A(1* pp, )
Pr y # Eval(pp,z) A < negl(A).

«Setup(1*) . N
migam;elllr?put(pp) Ve”f}’(Ppa z, y) = true

For brevity’s sake, we sometimes omit 1 as input to Verify.

Lemma 1. Let DF = (Setup,Samplelnput, Eval) be a (1/q(A))-weak delay function that is (1/q(\))-weakly

unpredictable in parallel time t(-). One can construct DF = (Setup, Samplelnput, Eval) that is (1/q()))-weakly
unpredictable and verifiable in parallel time O(1).

Proof. Both Setup and Samplelnput stay the same as Setup,Samplelnput, respectively. Since Eval is
polynomial-time computable, one can efficiently compute a polynomial-sized circuit C(-,-) that implements
Eval(-, -). Let wires(C, pp, ) be the O(|C|)-length list of wire assignments taken on by C' on input (pp, z). Let
Eval be defined to take as input pp from Setup and x from the support of the distribution of Samplelnput,
and output (Eval(pp, x), wires(C, pp, x)).
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The corresponding verifier Verify takes as input the public parameters pp, an input x, and an output
which consists of y and alleged wire assignments L. Verify is implemented by O(|C|) intermediate parallel
processors, each of which takes as input a local segment of L defining the input and output wires of a single
gate of C. It checks that these input and output wires are consistent; if not, it outputs L. A final processor
checks if any intermediate processor outputs |, and outputs false if so. Otherwise, it outputs true if and only
if the output input wires and output wires of L match x and y respectively.

Correctness. If y is indeed the output of Eval(pp, x), the wire assignments wires(C, pp, ) will be consistent.
Therefore, Verify(pp, x, (y, wires(C, pp, z))) will output true.

Soundness. Eval is sound with no probability of error. If ' is not the output of Eval(pp,z), then C' on
input (pp, «) does not output y’. Any alleged wire assignment L with input wires (pp,x) and output wires y’
must have an inconsistency at some gate of C. The intermediate processor that verifies this gate will output
L, and therefore Verify(pp, z, (', L)) will output false.

Finally, observe that DF inherits (1/g()\))-weak unpredictability from DF, as its output includes
Eval(pp, z). O

Given a delay function DF = (Setup, Samplelnput, Eval), we define DF’ = (Setup’, Samplelnput’, Eval’) as
follows. Let £ = Ag()).
Setup’(1*):
— For each i € [{], let pp; + Setup(1*).
— Output pp’ = ppy]| ... [|pP-

Samplelnput’(1*, pp’):

— For each i € [¢], let z; < Samplelnput(1*, pp;).
— Output ]| ... ||xe.

Eval’(pp’, x1]| ... ||m¢):

— For each i € [¢], let (y;, L;) < Eval(pp;, z;).
— Output (y1,L1)||---||(ye, Le)-

Lemma 2. Let DF = (Setup, Samplelnput, Eval) be a delay function that is (1/q(\))-weakly unpredictable in
parallel time t1(-) and verifiable in parallel time to(-) by an algorithm Verify. Then DF' as defined above is a
(t1 — t2)-sequential delay function.

Our proof follows the proof of amplification of a weak one-way function to a full one-way function from,
e.g., [PS10, Theorem 35.1].

Proof. Assume towards a contradiction that DF’ is not a (t; — t2)-sequential delay function. Formally, this
means there exist a polynomial z(\) and adversaries Aj and A}, where:

— A{, runs in polynomial parallel time to produce an advice string given the public parameters, and
— A/ runs in parallel time at most (¢ — t2) to produce a prediction of the delay function output.

such that the following holds:

a < Ay(1*, pp') S 1

z(A)

Pr
pp'(—Setup/(lx) y/ < A/1(1A7 pp,: xla O&) A y/ = Evall(pp/7 x/)
z’<Samplelnput’ (pp’)
We'll use (Aj, A}) to construct an adversary that breaks DF. Now, consider the following adversaries
Aé‘),AY) for i € [¢], acting as follows on inputs (1, pp) and (1, pp, x, ') respectively.
A(()Z) does the following:
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— For each j # 1, j € [(], choose pp; + Setup(1*), x; < Samplelnput(1*, pp;). Denote pp" = pp|| ... [|pp,-
— Let a « A (17, pp’).
- A(()Z) outputs as advice ' := («a, pp’, {2 } j£i)-

Aﬁ“ now computes:

— o' =z|...||z}, where z} := .
— (Y, LI - |[(ye, Le) < AL (17, pp/, 2/, ).
— If Verify(pp, z, (yi, Li)) = 1 then output y;. Else, output L.

With these in mind, consider the following adversaries A (1%, pp) and A; (1%, pp, ). Ag is the prepro-
cessing adversary running in arbitrary polynomial parallel time, and for each i € [¢] it runs A(()Z) to produce
advice «;. It outputs the concatenation of these advice strings as]]...|Jae. A; is the sequentially bounded
adversary which receives the public parameters, challenge input, and advice string from Ag. For each i € [{],
A runs in parallel 2¢ - X - z(n) iterations of Agz)(l)‘, pp, &, ;) with independent randomness. If any of them
outputs a value which is not L, output it.

Our goal is to prove that (Ag,.A;) succeeds in breaking (1/g()\))-weak unpredictability of DF, where A,
runs in parallel time at most ¢ (). Notice first that indeed A; can be implemented in ¢;(A) parallel time,

as each invocation of Aﬁ") for any i requires (t1(A) —t2(A\)) +t2(A) parallel time, and all such invocations are
run in parallel.
Now, consider the following sets G; for all i € [(].

G; = {(pp,w)

; 1
Pr [AV (N ppza) # L] > o
a(—.A[(Ji')(lx,pp) 1 20 - z(n)

In the above, the randomness is over the internal randomness of A;.

Lemma 3. There exists i € [{] such that

1
Pr pp,z) € Gi| > 1 — —+.
ppeSetup(l*) [( ) ] 2(]()\)
x4+ Samplelnput(1*)
We call i the guaranteed coordinate.
Proof. Assume towards a contradiction that for all ¢ € [¢],
1
Pr pp,z) € G;] <1 — ——.
pp<Setup(1™*) [( ) z] 2Q()‘)
z<+—Samplelnput(pp)
Let S’ be the event that A] outputs (y1, L1)]|-..||(ye, Le¢) such that
Verify(pp, =, (y1, La)|| - - [|(ye, Le)) = 1.

In the following, the randomness is over 4)’s choice of pp’ and 2/, and the internal randomness of A4]. We
have that

Pr[S'] = Pr[S' AVi € [{], (pp;, i) € Gi] + Pr[S’ A Ji € [{], (pp;, wi) € Gil.
Focusing on the first term, we have that

PI‘[S/ AVi € [6]7 (ppiumi) € G’L] < H Pr[(ppwxz) € GZ]
i€[{]

“(- i)

< e_’\,
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since £ = Ag(A). For the second term, we have that

Pr(S' A i € [f), 2 & G ZPrS’ (Pp;; 7i) & Gl

< Z Pr[S’ | (pp;, i) & Gi]

i€[f]
¢
2
<20 @)
1
2z(\)]
where Equation (2) is by definition of G}, j € [£], since if (pp,, x;) is not in G, then Aﬁj) outputs L w.p. at
least 1 — ()\) Thus condltloned on (pp;,r;) ¢ Gj, S" occurs w.p. at most ﬁ(k) In total we have that
Pr[S] < _’\ + 22()\) < Z(/\) This concludes the proof |
Claim. It holds that
Pr A1(1 ppz,a) # L] >1— —.
ppeSetup(l*) [ ( ) ] Q()‘)

x+Samplelnput(1*)
Ao (1*,pp)

Proof. Let S be the event that A;(1*, pp,z,a) # L. Let i be the guaranteed coordinate from Lemma 3. We
have that

Pr[=S] < Pr[=S A (pp,z) € Gi] + Pr[=S A (pp, 2) & Gi]
< Pr[=S A (pp,z) € Gi] + Pr[(pp,z) € G
1
< Pr|[— ) -
(5 A (pp.x) € G + g
1 2002()) 5
- 20z(\)
1
—A
<et b
2q()
P
q(\)’
where Equation (3) is by definition of G; and the parallel invocations of Aﬁ“. O

We have thus proved that with probability at least 1 — ﬁ, A1 (12, pp, 2, ) outputs a value y; # L.

Condition on this event and denote by i the adversary Agl) that realized this event. Thus in particular for
the string (y;, L;) output by A} in the invocation of A;, Verify(pp,x, (y;, L;)) = 1. The soundness of Verify
implies that indeed y; = Eval(pp, z).

As previously noted, A4 and 4; run in polynomial total time, and .A; runs in at most ¢1(\) parallel time.
This contradicts the premise of Lemma 2, thus proving the lemma. a

Theorem 4 (Delay function hardness amplification). Let DF be a (1/q(\))-weak delay function that
is (1/q(\))-weakly unpredictable in parallel time t()\). Then there exists a delay function DF' that is (fully)
(t(X) — O(1))-unpredictable.

Proof. The proof follows from Lemmas 1 and 2. That is, Lemma 1 shows that from DF, one can construct
DF which is verifiable and weakly unpredictable with the same delay parameter. Lemma 2 shows that from
DF, one can construct DF’ which is fully unpredictable but whose delay parameter is t — ¢/, where ¢’ is the
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parallel runtime of the verifier of DF. Recall that this verifier checks consistency of the wire assignments of

the circuit computing the evaluation function of DF, and it does so in parallel. Therefore, the number of

sequential steps it requires is the number of steps to evaluate a single gate of this circuit, which is O(1).
Therefore, DF’ is a delay function that is (t(A) — O(1))-unpredictable. O

5.4 Main theorem

Our main theorem now follows from applying Theorem 3 followed by Theorem 4. It states that a protocol
circumventing Cleve’s lower bound implies a delay function that is unpredictable except with negligible
advantage.

Theorem 5. Let IT be a an r(\)-round e(\)-consistent n-party coin-tossing protocol with bias < o0y

under the corruption of a dishonest majority, where each corrupted party’s computation in each round of the
protocol runs in parallel time at most t(X). Then there exists a (t(X) — O(1))-sequential delay function.

6 Delay functions imply n-party distributed randomness beacons

In the previous section (Section 5), we showed that any fair coin tossing protocol secure against a dishonest
majority implies the existence of a delay function. This delay function is weaker than those previously used
to construct distributed randomness beacons, in several senses (see Section 4 for a more comprehensive
discussion):

— The distribution over which the function is unpredictable may not be the uniform distribution
— The delay parameter is fixed and cannot be specified
— The output of the delay function is not efficiently verifiable

A natural question is whether one can construct a distributed randomness beacon using the notion of a
delay function implied by circumventing Cleve’s protocol. In this section, we answer this in the affirmative.
In fact, we show that even a delay function that can be predicted with 1 —1/poly(\) probability can be used
to construct a distributed randomness beacon that is computationally indistinguishable from random except
with negligible advantage.

We also remove the reliance on a public bulletin board or consensus protocol present in prior work.
Instead, we observe that Byzantine Broadcast is possible even with a dishonest majority, and we use such a
protocol as a subroutine for participants to broadcast their randomness contributions. Our protocol largely
follows the structure of the Unicorn protocol [LW15b].

Theorem 6. The protocol depicted in Figure 3 satisfies termination and agreement, i.e., there exists a value
r such that all honest players produce v as output and terminate.

Proof. Denote by f < n the number of corrupt players. Since BBps solves Byzantine Broadcast in the presence

of f corruptions, for any f < n, we get that for all honest parties 7, §, it holds that (z%,...,2%) = («1,..., xJ).
This clearly implies, by the behaviour of the algorithm, that all honest parties produce the same output, as
required. a

Theorem 7. Let DF be a delay function that is unpredictable by t(-)-sequentially bounded adversaries. Sup-
pose that Ay is an upper bound on the amount of wall-clock time that the adversary takes to compute a
t(X\)-sequential computation, and suppose that the posting phase requires less than Ay wall-clock time. Then
DRB,, (Figure 3), when instantiated with DF, satisfies indistinguishability against a t(-)-sequentially bounded
adversary corrupting up to n — 1 parties in the random oracle model.

Proof. Suppose for the sake of contradiction (Ag,.41) corrupts n — 1 parties and succeeds in breaking indis-
tinguishability of DRB,,, where A; runs in parallel time at most ¢(\).
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n-party distributed randomness beacon

Setup phase:

Our protocol requires no setup.

Preprocessing phase:
Each party P; draws pp; < Setup(lA) and x; + Samplelnput(lA7 ppP;)
Let Bi = (pp;, xi)

Posting phase:
For ¢ € [n], do the following in sequence:
At round r = 0, P; initiates, as the sender, an instance of BBps with input (pp;, z;)
At rounds r € [1,n], P; runs n parallel instances of BBps where P; is the sender of instance j

The posting phase concludes as soon as either Ay time has elapsed, or n rounds have elapsed.

Finalization phase:

P; computes the following:
Let ((pp}, ), ..., (ppPh,2y)) be P’s outputs from the n instances of BBps; with sender j € [n]
y; « Eval(pp},x}) Vj € [n]
2 e Hgll . lyn)

P; outputs (2;.

Fig. 3. n-party randomness beacon instantiated using a delay function DF = (Setup, Samplelnput, Eval)
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By agreement, all honest parties output the same value. Let P; be an honest party. The output of P;

is $2; = H(y1l|- - ||yn), where y; < Eval(pp;,z;), and x; < Samplelnput(pp;, ;). Now, observe that if A;
never queried y1]|.. .||y, to its random oracle, H(y1||...||yn) is a random value and .4; cannot distinguish
it from random. Therefore, A; must have queried y1]]. .. ||yn.

We will now specify (By, B1), an adversary that engages in Gseauential to hreak sequentiality of DF. Recall
that By is given public parameters and produces an advice string in arbitrary polynomial parallel time; B; is
given this advice string and must predict the output of the delay function in ¢(\) parallel time. By receives
public parameters pp; < Setup(1?). By simulates Ap, except that it uses the challenge public parameters
pp;. It outputs the advice string output by Ay.

B receives a challenge input x; < Samplelnput(1™) and the advice string from By, and By simulates
an honest party P; that contributes x; to DRB,,. By also simulates 4; in running DRB,,. At the end of
this simulation, B; chooses one of A;’s random oracle queries at random, chooses a random contiguous
subsequence of it, and outputs it. We claim that B; succeeds in breaking unpredictability of DF.

Since Ay queried y1] ... ||yn, and A; made polynomially many queries, By succeeds in outputting y; =
Eval(pp,, ;) with inverse polynomial probability.

Finally, we note that By simply runs A, so By runs in t(\) parallel time. O

Remark 2. Note that we can avoid reliance on the random oracle model if we wish to achieve the weaker
notion of unpredictability of the beacon output, rather than indistinguishability from random.

Corollary 2. Let q(-) be any polynomial, and suppose there exists a (1/q(\))-weak delay function that is
(1/q(N))-weakly unpredictable by t(-)-sequentially bounded adversaries. Then there exists an n-party dis-
tributed randomness beacon satisfying indistinguishability against a (t(-) — O(1))-sequentially bounded adver-
sary corrupting up to n — 1 parties in the random oracle model.

Proof. Theorem 4 states that a (1/¢(\))-weak delay function can be boosted to a fully-fledged delay function
that is unpredictable by a (t(A) — O(1))-sequentially bounded adversary. Combining this with Theorem 7
gives the result. o

7 Concluding discussion

Our work shows that, at a fundamental level, generating randomness in a distributed manner without
relying on an honest majority assumption requires using some notion of a delay function. In contrast to
previous work, we also show that a delay function is sufficient for distributed randomness generation under
a dishonest majority, even without the use of strong communication assumptions like reliable broadcast or
a public bulletin board.

In practice, these stronger communication assumptions may be justifiable, even though they themselves
typically require an honest majority to achieve. The justification is that practical protocols realizing reliable
broadcast or a public bulletin board are usually accountable, with malicious or faulty nodes being identifiable
in the event of a safety violation. By contrast, violations of key security properties for randomness protocols,
namely prediction or biasing attacks by a dishonest majority, appear difficult to detect. Hence, it may make
sense in some scenarios to build a dishonest-majority randomness protocol on top of an honest-majority
consensus protocol (obtaining significant efficiency improvements in the process).

Finally we note that our analysis, and all in the literature using delay functions that we are aware of,
assume network synchrony (with a known maximal delay in message delivery). Intuitively, it appears difficult
to use delay functions with a partial-synchrony or fully-asynchronous network model, as the adversary can
always delay messages for long enough to compute any delay function. Remaining in synchrony, another
possible setting is the ‘clock drift’ model, where the rounds in which honest players initiate the protocol can
differ arbitrarily. This mimics some aspects of the asynchronous model while avoiding message delay attacks
by the adversary. We leave a complete analysis of randomness generation without network synchrony to
future work.
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