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Abstract. Time-Lock Puzzles (TLPs) have been developed to securely transmit sensitive information
into the future without relying on a trusted third party. Multi-instance TLP is a scalable variant of
TLP that enables a server to efficiently find solutions to different puzzles provided by a client at once.
Nevertheless, existing multi-instance TLPs lack support for (verifiable) homomorphic computation. To
address this limitation, we introduce the “Multi-Instance partially Homomorphic TLP” (MH-TLP), a
multi-instance TLP supporting efficient verifiable homomorphic linear combinations of puzzles belong-
ing to a client. It ensures anyone can verify the correctness of computations and solutions. Building
on MH-TLP, we further propose the “Multi-instance Multi-client verifiable partially Homomorphic
TLP” (MMH-TLP). It not only supports all the features of MH-TLP but also allows for verifiable
homomorphic linear combinations of puzzles from different clients. Our schemes refrain from using
asymmetric-key cryptography for verification and, unlike most homomorphic TLPs, do not require a
trusted third party. A comprehensive cost analysis demonstrates that our schemes scale linearly with
the number of clients and puzzles.

1 Introduction

Time-Lock Puzzles (TLPs) are interesting cryptographic primitives that enable the transmission of infor-
mation to the future. They enable a party to encrypt a message in a way that no one else can decrypt it
until a certain time has elapsed.1 TLPs have a wide range of applications, including scheduled payments in
cryptocurrencies [38], timed-commitments [23], zero-knowledge proofs [17], e-voting [13], timed secret sharing
[24], sealed-bid auctions [34], verifiable delay functions [11], and secure aggregation in federated learning [1].

Since Rivest et al . [34] introduced TLPs, they have evolved, leading to the development of two vital variants:
multi-instance TLPs and homomorphic TLPs. Our work advances both of these variants. Multi-instance
TLPs were introduced in [3]. The multi-instance TLP setting entails a single client generating n puzzles and
simultaneously transmitting them to a server. This concept serves as a natural extension of the initial single-
puzzle paradigm established in [34]. In the multi-instance TLP, each puzzle’s solution is found by the server
at a different time. Multi-instance TLPs allow the server to deal with each puzzle sequentially rather than
simultaneously handling them. Such an approach leads to notable reductions in computational overhead for

the server. Specifically, for a fixed time parameter ∆ and z puzzles, it saves 1
z ·

z∑
j=1

j times modular squaring.

For instance, when z = 100, this approach yields 50 times reduction in modular squaring.

Multi-instance TLPs have applications across various domains. For example, journalists or whistleblowers in
hostile environments can use multi-instance TLPs to schedule the gradual release of sensitive information
at the most impactful moments or after ensuring their safety. This method eliminates the need to be online
at the time of release and removes the need to trust a third party with sensitive data. In online education,
multi-instance TLPs can benefit students with unreliable internet connections by allowing them to download
multiple exam content in advance, ensuring access when their connection is stable. In this scenario, the exam
materials become accessible only at the designated start time. Multi-instance TLPs can also be utilized for
the continuous verification of cloud service availabilities [3].
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1 Certain TLPs rely on third-party assistance to manage the timed release of a secret. However, this category of

protocols is not the focus of this paper.



In a separate line of research, Malavolta et al . [28] introduced (fully) homomorphic TLP notion, enabling the
execution of arbitrary functions over puzzles before their resolution is found. In general, fully homomorphic
TLPs consider scenarios where there exist n clients, each generating and transmitting a puzzle encoding
its solution to a server. Upon receiving the puzzles, the server executes a homomorphic function across
these puzzles, generating a unified puzzle. The solution to this puzzle represents the output of the function
evaluated across all individual solutions. To enhance efficiency, partially homomorphic TLPs have also been
introduced, including variants that enable homomorphic linear combinations or the multiplication of puzzles
[28]. More recently, Abadi [1] proposed a partially homomorphic TLP that also enables efficient verification
of the correctness of homomorphic operations performed on the puzzles. Homomorphic TLPs have found
applications in numerous areas, including atomic swaps [39], payment channels [40], as well as verifiable
e-voting, and secure aggregation in federated learning [1].

1.1 Limitations of State-of-the-Art TLPs

Current TLPs exhibit notable limitations that constrain their practical use. Existing multi-instance TLPs’
functionalities are confined to a few basic operations: (i) solution revelation, where the server can access
the solution to each puzzle only after a designated time period has elapsed, and (ii) solution verification,
allowing a verifier to confirm the correctness of the solution obtained by the server. A key drawback of these
multi-instance TLPs is their lack of support for (verifiable) homomorphic operations.

Conversely, the state-of-the-art homomorphic TLPs lack the essential feature of multi-instance TLPs. Specif-
ically, when a client employs a homomorphic TLP to generate multiple puzzle instances intended to be solved
at different times and submits all these puzzles to a server simultaneously, the server must handle each puzzle
instance separately and in parallel. This naive approach is highly resource-intensive and inefficient.

1.2 Our Contributions

Multi-Instance Partially Homomorphic TLP. To address the aforementioned limitations of multi-
instance TLPs, we introduce Multi-instance verifiable partially Homomorphic TLP (MH-TLP), the first
multi-instance TLP that supports efficient verifiable homomorphic linear combinations on puzzles. It enables
a client to generate many puzzles and transmit them to the server at once. In this setting, the server does
not need to simultaneously handle them; instead, it can solve them sequentially.

MH-TLP enables the client to come back online at a later point to grant computation on its puzzles. The
server will learn the linear combination of puzzles’ solutions after a certain time. MH-TLP also supports
public verification for (1) a single puzzle’s solution, and (2) the computation’s result.

Inspired by previous multi-instance TLPs, we also rely on the idea of chaining puzzles, such that when the
server solves one puzzle it will obtain enough information to work on the next puzzle. However, we introduce
a new technique for chaining puzzles that also facilitates homomorphic linear combinations. This method
enables the client to derive the base for the next puzzle from the current puzzle’s master key, without altering
the structure of the underlying solution.

We formally define our scheme and, for the first time, present the formal definition of multi-instance TLP (in
Definition 7). Although the multi-instance TLP idea has been used previously, its core property, efficiently
supporting multiple puzzle instances, has not been formally defined until now.

Multi-Instance Multi-Client Partially Homomorphic TLP. To address the limitation of the existing
(partially) homomorphic TLPs that do not support multi-instance, we upgrade MH-TLP to a new variant of
TLP called Multi-instance Multi-client verifiable partially Homomorphic TLP (MMH-TLP). This new variant
offers the features of both partially homomorphic TLP and multi-instance TLP. Specifically, it supports
verifiable partially homomorphic operations on the puzzles belonging to single or multiple clients while
maintaining the multi-instance feature. MMH-TLP allows each client to independently generate different
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puzzles and send them at once to the server. In this case, the server does not have to deal with each
client’s puzzles simultaneously (offering the multi-instance feature). It enables single or multiple clients to
ask the server to perform homomorphic linear combinations of their puzzles (each belonging to a different
client in the multi-client setting). This scheme allows anyone to verify whether the server has performed
the computation correctly and provided a correct solution. Thus, MMH-TLP bridges the gap between (a)
(partially) homomorphic TLPs that support multiple clients (but not multi-instance) and (b) multi-instance
(homomorphic) TLPs that support only a single client.

Table 1: Asymptotic costs of existing (partially) homomorphic TLPs. In the figure, n is the number of clients,
ẗ is the number of leaders, ∆̄j,u is the period between the discovery of two consecutive solutions of client Cu,
maxss is the maximum number of squaring that the strongest server S can perform per second, z is the total
number of puzzles given by a client to S, ∆j,u is the period when the puzzle of Cu must remain concealed
after the related puzzle is given to S, and Y = maxss ·∆ is the period between granting the computation
and when a linear combination of solutions is learned by S.

Schemes Parties Computation Cost Communication Cost

Client O(z) O(z)

Verifier O(z) −MH-TLP

Server O(z + Y +maxss ·
z∑
j=1

∆̄j,u) O(z)

Client O(ẗ · (z + n)) O((ẗ+ n) · z)
Verifier O(ẗ2 + ẗ+ z) −MMH-TLP

Server O(ẗ · (z + n+ Y + ẗ) +maxss ·
z∑
j=1

∆̄j,u) O(ẗ · n+ z)

Client O(ẗ · n) O(ẗ · n)

Verifier O(ẗ2 + ẗ+ z) −[1]

Server O(ẗ · (n+ Y + ẗ) +maxss ·
z∑
j=1

∆j,u) O(ẗ · n)

Client O(1) O(1)

Verifier − −[28]

Server O(n+maxss ·
z∑
j=1

∆j,u) O(1)

Client O(1) O(1)

Verifier − −[27]

Server O(n+maxss · ( ∆
log(maxss·∆)

+
z∑
j=1

∆j,u)) O(1)

Client O(1) O(1)

Verifier − −[16]

Server O(n2 +maxss · (∆+
z∑
j=1

∆j,u)) O(1)

Table 2: Comparing features of different (partially) homomorphic TLPs.
Without Supporting Verification Flexible

Schemes Multi-Instance Multi-Client Trusted-Setup
Client’s Solution Linear Combination

Time Paramters Batch Solving

MH-TLP X × X X X X ×
MMH-TLP X X X X X X ×

[1] × X X X X X ×
[28] × X × × × × ×
[27] × X × X × × ×
[16] × X × × × × X

We compare the computational and communication complexities, as well as the features, of our protocols
with those of previous work. Tables 1 and 2 provide a summary of this comparison. The complexities of our
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protocols are linear with the number of participating clients n and the number of puzzle z that each client
possesses. Our schemes support efficient verification of solutions without relying on asymmetric key-based
primitives. Moreover, MMH-TLP provides a distinctive set of features that are not simultaneously available
in any existing TLP.

1.3 Applications

Scalable, Private, and Compliant Scheduled Payments in Online Banking. Outsider and insider
attacks pose an immediate risk to various organizations and their clients, particularly financial institutions
and their customers. There have been numerous incidents where customers’ names, addresses, credit scores,
credit limits, and balances have been stolen and in some cases revealed to the public, e.g., see [26,15,30].
Investment strategies devised by individuals or companies and managed through financial institutions are
especially vulnerable, as they contain critical and valuable information that attackers could exploit.

Our schemes enable individuals and businesses to schedule payments and investments privately through their
banks, without disclosing the transaction amounts prior to the scheduled transfer time. Leveraging the multi-
instance feature, these schemes efficiently manage a high volume of scheduled transactions without placing
significant strain on server resources. By utilizing a homomorphic linear combination, our schemes allow
banks to precalculate the combined transfer amounts, such as the average or total. This functionality not
only ensures compliance with regulatory standards but also enhances risk management. By verifying transfer
amounts ahead of time, banks can confirm that all transactions meet regulatory requirements. Additionally,
the ability to precalculate transfer amounts helps banks identify and address potential risks before they
materialize, preventing issues like overdrafts or breaches of internal limits.

Asynchronous Multi-Model Training in Secure Aggregation as a Service (SAaaS). Federated
Learning (FL) is a machine learning framework that allows multiple parties to collaboratively build models
without exposing their sensitive data to one another [31]. Unlike traditional centralized methods, where data
is collected and processed on a central server, FL enables model training on individual devices or clients,
each holding private data. This approach preserves data privacy by ensuring that raw data never leaves the
clients. Instead, only model updates are transmitted to a central server.

To securely compute the sum of model updates from clients, Bonawitz et al . [10] developed a secure aggrega-
tion mechanism. This mechanism uses a trusted setup and a public-key-based verification system to detect
any misbehavior by the server. In response to this, the author of verifiable partially homomorphic TLP in [1]
proposed an alternative that does not require a trusted setup and supports efficient verification. Our solu-
tion, MMH-TLP, can also substitute the TLP in [1] (and the secure aggregation in [10]) offering additional
features that are particularly well-suited for more generic, multi-model settings, as explained below.

As the adoption of FL continues to grow, it is anticipated that cloud-based servers offering Secure Aggrega-
tion as a Service (SAaaS) will become common. In such scenarios, clients may want to train multiple models
over time, in collaboration with the server and various sets of clients. Our MMH-TLP can replace the afore-
mentioned secure aggregation mechanisms while enabling asynchronous multi-model training. Specifically,
in this setting, each client can submit to the server its (initial) parameters for different models in a single
step, well before the start of each model training round.

MMH-TLP supports (a) asynchronous client participation, allowing clients to create their puzzles and join
the computation of linear combinations at different times without waiting for others, and (b) a dynamic client
base, enabling new clients to independently join the system, prepare, and submit their puzzles. Consequently,
in the context of SAaaS, MMH-TLP facilitates asynchronous and dynamic parameter submissions, ensuring
that the server can efficiently and securely aggregate parameters for each model at the appropriate time.

Including the notion of time-lock can also enhance the privacy of FL. By requiring the server to learn the
aggregated result after a certain time, the system can allow a sufficient number of clients to submit their
model parameters to the server. This is important when there is a possibility of collusion between the clients
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and the server. Given the result of the secure aggregation of model parameters: agr =
n∑
i=1

ai, corrupt parties

that collude with each other can always deduce the linear combination of honest parties’ inputs from agr.
Thus, by defining a time window and assuming enough honest clients submit their updates in this period,
we can reduce the chance of colluding adversaries to link input to an honest party.

Sequential Verifiable E-Voting and Sealed-Bid Auction Systems. E-voting and sealed-bid auction
systems are critical applications where maintaining data integrity, confidentiality, and system scalability
is essential. Researchers have suggested utilizing homomorphic TLPs in these systems, to facilitate secure
computations while preserving the privacy of each individual vote or bid [28].

MMH-TLP can be applied more broadly to e-voting and sealed-bid auction systems, where clients participate
in multiple instances of voting or bidding managed sequentially by a server. This method minimizes the
server’s workload by avoiding the need to simultaneously handle each voter’s or bidder’s puzzle created for a
different instance. Additionally, it allows for public verification of the computations, therefore ensuring the
result’s correctness in the process, in the case where a malicious server may attempt to alter the result.

2 Related Work

Initially, the idea of sending information into the future, i.e., time-lock puzzle/encryption was proposed by
Timothy C. May [29]. A basic property of a time-lock scheme is that generating a puzzle takes less time than
solving it. May’s scheme relies on a trusted agent to release a secret at the appropriate time for a puzzle to
be solved, which can be a significant assumption. To address this, Rivest et al. [34] proposed an RSA-based
TLP that eliminates the need for a trusted agent. This scheme relies on sequential modular squaring and
remains secure even against a receiver with extensive computational resources running in parallel.

Following the development of the RSA-based TLP, several new variations have emerged. For instance, Boneh
et al . [12] and Garay et al . [19] introduced TLPs tailored for situations where a potentially malicious client
must provide zero-knowledge proofs to assure the server that the correct solution will be revealed after
a predetermined time. Additionally, Baum et al . [7] devised a composable TLP that can be defined and
validated within the universal composability framework. To ensure security against adversaries equipped
with quantum computers Agrawal et al . [4] proposed a TLP based on lattices, believed to be post-quantum
secure. In the remainder of this section, we will discuss two variants that are most closely related to our
schemes.

2.1 Multi-instance Time Lock Puzzle

To enhance the scalability of TLPs, researchers have examined scenarios where a server receives multiple
puzzles or instances from a client simultaneously and needs to solve all of them. The TLPs proposed in
[14,3] address this setting. The scheme in [14] relies on an asymmetric-key encryption method, unlike the
symmetric-key approach used in traditional TLPs, and it lacks verification capabilities. To overcome these
limitations, a TLP is introduced in [3]. This TLP employs an efficient hash-based verification, enabling the
server to prove the correctness of the solutions. However, this scheme is effective only for time intervals of
identical size. Later, a multi-instance TLP in [33] addressed this limitation. Nevertheless, none of these multi-
instance TLPs support (verifiable) homomorphic computations on puzzles. Their functionality is limited to
solving and verifying puzzles.

2.2 Homomorphic Time-lock Puzzles

The notion of homomorphic TLPs was introduced by Malavolta and Thyagarajan et al . [28]. It allows arbi-
trary functions to be applied to puzzles before they are solved. This scheme incorporates the RSA-based TLP
and fully homomorphic encryption. To enhance efficiency, partially homomorphic TLPs have been developed,
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including those that support homomorphic linear combinations or multiplications of puzzles [28,27]. Unlike
fully homomorphic TLPs, partially homomorphic TLPs do not depend on fully homomorphic encryption,
leading to more efficient implementations. In contrast to the partially homomorphic TLP described in [28],
the TLPs presented in [27] offer additional features. Firstly, they enable a verifier to confirm that puzzles
have been correctly generated. Secondly, they allow verification of the server’s solution for a single client’s
puzzle, though they do not support the verification of solutions related to homomorphic computations.

Later, Srinivasan et al . [37] noted that existing homomorphic TLPs are limited in their ability to handle a
high number of puzzles in a batch, as solving one puzzle leads to discovering all solutions in the batch. To
address this limitation, they proposed a scheme based on indistinguishability obfuscation and puncturable
pseudorandom functions. To improve the efficiency of this scheme, Dujmovic et al . [16] introduced a new
method that does not rely on indistinguishability obfuscation but instead uses pairings and learning with
errors. Both schemes assume that all initial puzzles’ solutions will be discovered simultaneously.

All the homomorphic TLPs discussed, except the scheme proposed in [37], require a fully trusted setup and
assume the server will act honestly during computation. Incorporating a trusted third party undermines the
core objective of RSA-based TLPs, which is to eliminate the need for such a party. Otherwise, this third party
could simply hold the secret and release it to the recipient at the designated time, thereby compromising the
design’s intent. Recently, Abadi [1] introduced a partially homomorphic TLP that enables anyone to verify
the correctness of the server’s solution, whether for a single client’s puzzle or the computation itself. This
scheme operates without relying on a trusted third party. However, all of the above schemes assume each
client has only a single puzzle. They lack support for the multi-instance setting. If they are used directly in
this setting, they would impose a high computation cost on the server.

3 Preliminaries

3.1 Notations and Assumptions

We consider the case where a server S is given multiple instances of a puzzle (or multiple puzzles) by a single
client at once, to solve them. We consider a generic case where client C has a vector of messages: ~m = [m1, . . . ,
mz]. It wants S to learn each message mi at time timei ∈ ~time, where ~time = [time1, . . . , timez] and
timej−1 < timej. We define a time interval between two consecutive points in time as ∆̄j = timej − timej−1.

We define a vector of time intervals as ~∆ = [∆̄1, . . . , ∆̄z].

The standard parameter maxss denotes the maximum number of squaring that a solver (with the highest
level of computation resources) can perform per second. We define a time parameter Tj = maxss · ∆̄j and
1 ≤ j ≤ z. Time points time0 and time′0 refer to the only times when C is available and online, where
time0, time

′
0 < time1. We define ∆j the time period where the j-th message remains hidden; therefore, ∆j

can be written as ∆j =
j∑
i=1

∆̄i. Server S must learn the computation result (i.e., a linear combination of

messages) after a certain time ∆, where ∆ < ∆̄1.

We define U as the universe of a solution mj. We denote by λ ∈ N the security parameter. For certain system
parameters, we use polynomial poly(λ) to state the parameter is a polynomial function of λ. We define a
public vector ~x as ~x = [x1, · · · , xm], where xi 6= xj, xi 6= 0, and xi /∈ U .

We define a hash function G : {0, 1}∗ → {0, 1}poly(λ), that maps arbitrary-length message to a message of
length poly(λ). We denote a null value or set by ⊥. By ||v|| we mean the bit-size of v and by ||~v|| we mean the
total bit-size of elements of ~v. We denote by p a large prime number, where log2(p) is the security parameter,
e.g., log2(p) = 128. A set of leaders are involved in MMH-TLP, we denote the total number of leaders with
ẗ. We set t̄ = ẗ + 2. For a value v defined over a finite field Fp (of prime order p), by v−1 we mean the
multiplicative inverse of v, i.e., v · v−1 ≡ 1 mod p.

To ensure generality, we adopt notations from zero-knowledge proof systems [9,18]. Let Rcmd be an efficient
binary relation that consists of pairs of the form (stmcmd, witcmd), where stmcmd is a statement and witcmd
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is a witness. Let Lcmd be the language (in NP) associated with Rcmd, i.e., Lcmd = {stmcmd| ∃witcmd s.t.
R(stmcmd, witcmd) = 1}. A (zero-knowledge) proof for Lcmd allows a prover to convince a verifier that
stmcmd ∈ Lcmd for a common input stmcmd (without revealing witcmd). In this paper, two main types of
verification occur (1) verification of a single client’s puzzle solution, in this case, cmd = clientPzl, and (2)
verification of a linear combination, in this case, cmd = evalPzl. In this work, we assume parties interact
through a secure channel. Moreover, we consider a malicious (or active) adversary that will corrupt the
server.

3.2 Pseudorandom Function

Informally, a pseudorandom function is a deterministic function that takes a key of length λ and an input; and
outputs a value. Informally, the security of PRF states that the output of PRF is indistinguishable from that
of a truly random function. In this paper, we use pseudorandom functions: PRF : {0, 1}∗ × {0, 1}poly(λ) → Fp.
In practice, a pseudorandom function can be obtained from an efficient block cipher [22]. In this work, we
use PRF to derive pseudorandom values to blind (or encrypt) secret messages.

3.3 Oblivious Linear Function Evaluation

Oblivious Linear function Evaluation (OLE) is a two-party protocol that involves a sender and receiver. In
this setting, the sender has two inputs a, b ∈ Fp and the receiver has a single input, c ∈ Fp. The protocol
enables the receiver to learn only s = a ·c+b ∈ Fp, while the sender learns nothing. Ghosh et al. [20] proposed
an efficient OLE that has O(1) overhead and mainly uses symmetric-key operations.2

Later, in [21] an enhanced OLE, denoted as OLE+, was introduced. OLE+ ensures that the receiver cannot learn
anything about the sender’s inputs, even if it sets its input to 0. OLE+ is also accompanied by an efficient
symmetric-key-based verification mechanism that enables a party to detect its counterpart’s misbehavior
during the protocol’s execution. In this paper, we use OLE+ to securely switch the blinding factors of se-
cret messages (encoded in the form of puzzles) held by a server. We refer readers to Appendix A, for the
construction of OLE+.

3.4 Polynomial Representation of a Message

Encoding a message m as a polynomial π(x) allows imposing a certain structure on the message. Polynomial
representation has previously been used in different contexts, for example in secret sharing [36], private set
intersection [25], or error-correcting codes [32]. To encode a message m in a polynomial π(x), we can use one

of the following approaches, (1) setting m as the constant terms of π(x), e.g., m+
n∑
j=1

xj · aj mod p and (2)

setting m as the root of π(x), e.g., π(x) = (x−m)·τ (x) mod p. In this paper, we utilize both approaches. The
former approach allows us to perform a linear combination of the constant terms of different polynomials.
Furthermore, we use the latter approach to insert a secret random root (or a trap) into the polynomials
encoding the messages. Hence, the resulting polynomial representing the linear combination maintains this
root, allowing the verification of the correctness of the computation.

In general, polynomials can be represented in the point-value form, in the following way. A polynomial π(x)
of degree n can be represented as a set of l (l > n) point-value pairs {(x1, π1), . . . , (xl, πl)} such that all xi
are distinct non-zero points and πi = π(xi) for all i, 1 ≤ i ≤ l. A polynomial in this form can be converted
into coefficient form via polynomial interpolation, e.g., via Lagrange interpolation [5].

2 The scheme uses an Oblivious Transfer (OT) extension as a subroutine. However, the OT extension requires only a
constant number of public-key-based OT invocations. The rest of the OT invocations are based on symmetric-key
operations. The exchanged messages in the OT extension are defined over a small-sized field, e.g., a field of size
128-bit [6].
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Arithmetic of polynomials in point-value representation can be done by adding or multiplying the corre-
sponding y-coordinates of polynomials. Let a be a scalar and {(x1, π1), . . . , (xl, πl)} be (y, x)-coordinates of
a polynomial π(x). Then, the polynomial θ interpolated from {(x1, a · π1), . . . , (xl, a · πl)} is the product of
a and polynomial π(x), i.e., θ(x) = a · π(x).

3.5 Unforgeable Encrypted Polynomial with a Hidden Root

The idea of the “unforgeable encrypted polynomial with a hidden root” was introduced in [2]. Informally,
it can be explained as follows. Let us consider a polynomial π(x) ∈ Fp[x] with a random secret root β. We
can represent π(x) in the point-value form and then encrypt its y-coordinates. We give all the x-coordinates
and encrypted y-coordinates to an adversary and we locally delete all the y-coordinates. The adversary may
modify any subset of the encrypted y-coordinates and send back to us the encrypted y-coordinates. If we
decrypt all the y-coordinates sent by the adversary and then interpolate a polynomial π′(x), the probability
that π′(x) has β has a root is negligible in the security parameter λ = log2(p). Below, it is formally stated.

Theorem 1 (Unforgeable Encrypted Polynomial with a Hidden Root). Let π(x) be a polynomial
of degree n with a random root β, and {(x1, π1), . . . , (xl, πl)} be point-value representation of π(x), where

l > n, p denotes a large prime number, log2(p) = λ′ is the security parameter, π(x) ∈ Fp[x], and β
$← Fp.

Let oi = wi · (πi + zi) mod p be the encryption of each y-coordinate πi of π(x), using values wi and ri
chosen uniformly at random from Fp. Given {(x1, o1), . . . , (xl, ol)}, the probability that an adversary (which

does not know (w1, r1), . . . , (wl, rl), β) can forge [o1, . . . , ol] to arbitrary ~̈o = [ö1, . . . , öl], such that: (i) ∃öi ∈
~̈o, öi 6= oi, and (ii) the polynomial π′(x) interpolated from unencrypted y-coordinates {

(
x1, (w1 · ö1)− zl

)
, . . . ,

(xl,
(
wl · öl)− zl

)
} will have root β is negligible in λ′, i.e., Pr[π′(β) mod p = 0] ≤ µ(λ′).

We refer readers to [2] for the proof of Theorem 1. This paper uses the unforgeable encrypted polynomial
with a hidden root concept to detect a server’s misbehaviors, a technique also used in [1].

3.6 Commitment Scheme

A commitment scheme involves a sender and a receiver, and it includes two phases: commitment and opening.
During the commitment phase, the sender commits to a message, using algorithm Com(m, r) = com, where
m is the message and r is a secret value randomly chosen from {0, 1}poly(λ). Once the commitment phase
concludes, the sender forwards the commitment, com, to the receiver. During the opening phase, the sender
transmits the pair m̂ := (m, r) to the receiver. The receiver verifies the correctness of the pair using the
algorithm Ver(com, m̂). It accepts the pair if the output of the verification algorithm is 1.

A commitment scheme offers two main properties hiding and binding. Hiding ensures that it is computa-
tionally infeasible for an adversary, i.e., the receiver, to gain any knowledge about the committed message m
before com is opened. Binding ensures that it is computationally infeasible for an adversary, i.e., the sender,
to open com to different values m̂′ := (m′, r′) than the ones originally used during the commit phase. Thus,
it should be infeasible to find an alternative pair m̂′ such that Ver(com, m̂) = Ver(com, m̂′) = 1, where
m̂ 6= m̂′.

There is a standard efficient hash-based commitment scheme that involves computing Q(m||r) = com during

the commitment. The verification step requires checking Q(m||r) ?
= com. Note that Q : {0, 1}∗ → {0, 1}poly(λ)

is a collision-resistant hash function, where the probability of finding two distinct values m and m′ such that
Q(m) = Q(m′) is negligible with regard to the security parameter λ. In this paper, we use this hash-based
commitment scheme to identify a server’s misbehaviors.
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3.7 Time-Lock Puzzle

In this section, we restate the TLP’s formal definition.

Definition 1. A TLP consists of three algorithms: (SetupTLP, GenPuzzleTLP ,SolveTLP). It meets completeness
and efficiency properties. TLP involves a client C and a server S.

– Algorithms:

• SetupTLP(1
λ, ∆,maxss) → (pk, sk). A probabilistic algorithm run by C. It takes as input a security

parameter, 1λ, time parameter ∆ (in seconds) that specifies how long a message must remain hidden,
and time parameter maxss which is the maximum number of squaring that a solver (with the highest
level of computation resources) can perform per second. It outputs pair (pk, sk) that contains public
and private keys.

• GenPuzzleTLP(m, pk, sk) → o. A probabilistic algorithm executed by C. It takes as input a solution m
and (pk, sk). It outputs a puzzle o.

• SolveTLP(pk, o) → s. A deterministic algorithm run by S. It takes as input pk and o. It outputs a
solution s.

– Completeness. For any honest C and S, it always holds that SolveTLP(pk, o) = m.

– Efficiency. The run-time of SolveTLP(pk, o) is upper-bounded by ¯poly(∆,λ), with a fixed polynomial ¯poly.

The security of a TLP requires that the puzzle’s solution remains confidential from all adversaries running
in parallel within the time period, ∆. It also requires that an adversary cannot extract a solution in time
δ(∆) < ∆, using a polynomial number of processors poly(∆) that run in parallel and after a large amount
of pre-computation.

Definition 2. A TLP is secure if for all λ and ∆, all probabilistic polynomial time (PPT) adversaries
A := (A1,A2) where A1 runs in total time O(poly(∆,λ)) and A2 runs in time δ(∆) < ∆ using at most
poly(∆) parallel processors, there is a negligible function µ(), such that:

Pr


SetupTLP(1

λ, ∆,maxss)→ (pk, sk)
A1(1

λ, pk,∆)→ (m0,m1, state)

b
$← {0, 1}

GenPuzzleTLP(mb, pk, sk)→ o
A2(pk, o, state)→ b

 ≤ 1

2
+ µ(λ)

where δ(∆) = (1− ε)∆ and ε < 1, according to [11].

Note that, in the literature, the TLP definition includes two adversaries A1 and A2 because their run-times
are different. We refer readers to Appendix C for the description of the original RSA-based TLP, which is
the core of the majority of TLPs. By definition, TLPs are sequential functions. Their construction requires
that a sequential function, such as modular squaring, is invoked iteratively a fixed number of times. The
sequential function and iterated sequential functions notions, in the presence of an adversary possessing a
polynomial number of processors, are formally defined in [11]. We restate the definitions in Appendix D.

3.8 Tempora-Fusion: A TLP with Efficient Verifiable Homomorphic Linear Combination

Recently, Abadi [1] proposed a TLP, called Tempora-Fusion, that supports an efficient verifiable homomor-
phic linear combination of puzzles, where which belongs to a different client. Since our schemes are built on
top of Tempora-Fusion, we briefly describe it in the remainder of this section. Tempora-Fusion mainly relies
on (1) a polynomial representation of a message, (2) an unforgeable encrypted polynomial, (3) oblivious
linear function evaluation, and (4) the original RSA-based TLP initially introduced by Rivest et al . [34].
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They consider a malicious server and semi-honest clients. In their scheme, the malicious server is considered
strong in the sense that it can act arbitrarily and access the secret keys and parameters of a subset of clients.
The scheme designates at random a subset of clients as leaders. Let I be this subset, containing ẗ leaders.
The scheme allows the malicious server to gain access to the secret keys and parameters of some of these
leaders. Specifically, for a set P = {S,C1, . . . , Cn} containing all the parties involved, the scheme allows the
adversary adaptively corrupt a subset W of P . It will fully corrupt S and act arbitrarily on its behalf. It
can retrieve the secret keys of a subset of clients in P . They define a threshold t and require the number of
non-corrupted leaders (i.e., the parties in I) to be at least t. This setting allows a high number of clients to
be corrupted by the adversary, under a constraint. For instance, when |P | = 500, and the total number of
leaders is 10 (i.e., ẗ = 10), and t = 2, then the adversary may corrupt 498 parties in P (i.e., |W| = 98), as
long as at most 8 parties from I are in W, i.e., |W ∩ I| ≤ t.

Outline of Tempora-Fusion. Initially, each client creates a puzzle that encodes a secret solution and
sends it to a server S. Upon receiving each puzzle, S processes it to determine the solution within a specified
timeframe. The time at which each client’s solution is found can be distinct from others. Upon finding a
solution, S generates a proof that asserts the solution’s correctness. Later, possibly after a certain amount
of time has passed since sending their puzzles to S, some clients whose puzzles remain undiscovered may
collaborate and request S to homomorphically combine their puzzles. The combined puzzles will encode a
linear combination of their solutions. The plaintext result of this computation will be determined by S after
a specific timeframe, potentially before any of their puzzles are solved.

To enable S to impose a specific structure (that can be considered as a hidden “trap”) on its outsourced
puzzles and homomorphically combine them, each client interacts with S and also communicates a message
to other clients. After a certain period, S can find the solution to the puzzle encoding the computational
result. It generates proof asserting the correctness of the solution, which anyone can efficiently verify to
ensure that the result maintains the intended structure. Eventually, S discovers the solution to each client’s
puzzle as well. It then publishes both the solution and a proof that enables anyone to verify the validity of
the solution too. Appendix B presents a detailed description of Tempora-Fusion.

4 Definition of Multi-Instance Verifiable Partially Homomorphic TLP

4.1 Private Linear Combination

The basic functionality FPLC that any z-input Private Linear Combination (PLC) computes takes as input
a pair of coefficient qj and plaintext value mj (for every j, 1 ≤ j ≤ n), and returns their linear combination
n∑
j=1

qj ·mj, as stated in [1]. More formally, FPLC is defined as:

FPLC
(
(q1,m1), . . . , (qz,mz)

)
→

z∑
j=1

qj ·mj (1)

We proceed to present a formal definition of Muti-Instance Verifiable Homomorphic Linear Combination
TLP (T LPMH), by presenting the syntax followed by the security and correctness definitions.

4.2 Syntax of T LPMH

Definition 3 (Syntax). A Multi-Instance Verifiable Homomorphic Linear Combination TLP (T LPMH)
scheme consists of six algorithms: T LPMH = (S.Setup,C.Setup,GenPuzzle,Evaluate,Solve,Verify), defined
below.

• S.Setup(1λ)→ KS. It is an algorithm run by the server S. It takes a security parameter 1λ. It generates
a pair KS := (skS, pkS), that includes a set of secret parameters skS and a set of public parameters pkS.
It returns KS. Server S publishes pkS.
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• C.Setup(1λ)→ K. It is a probabilistic algorithm run by a client C. It takes security parameter 1λ as
input. It returns a pair K := (sk, pk) of secret key sk and public key pk. Client C publishes pk.

• GenPuzzle(~m,K, pkS, ~∆,maxss)→ (~o, prm). It is an algorithm run by C. It takes as input a vector ~m =

[m1, . . . ,mz] of plaintext solutions, key pair K, server’s public parameters set pkS, a vector ~∆ = [∆1, . . . ,
∆z] of time parameters, where each ∆j determines the period in which mj should remain private, and the
maximum number maxss of sequential steps (e.g., modular squaring) per second that the strongest solver
can perform. It returns (i) a vector ~o = [~o1, . . . , ~oz], where each ~oj represents a single puzzle corresponding
to mj, and (ii) a pair prm := (sp, pp) of secret parameter sp and public parameter pp of the puzzles.
Client C publishes (~o, pp).

• Evaluate(〈S(~o,∆, maxss, pp, pk, pkS), C(∆,maxss,K, prm, q1, pkS), . . . , C(∆, maxss, K, prm, qz, pkS)〉)→
(~g, ~pp(Evl)). It is an (interactive) algorithm run by S (and client C). When no interaction between S and
C is required, the client’s inputs will be null ⊥. Server S takes as input vector ~o of z puzzles, time param-
eter ∆ within which the evaluation result should remain private (where ∆ < min(∆1, . . . ,∆z)), maxss,
pp, pk, and pkS. For each puzzle ~oj, client C takes as input ∆,maxss,K, prm, coefficient qj, and pkS.
The algorithm returns a puzzle vector ~g, representing a single puzzle and a vector of public parameters
~pp(Evl). Server S publishes ~g and client C publish ~pp(Evl).

• Solve(~o, pp,~g, ~pp(Evl), pk, pkS, cmd)→ (~m, ~ζ). It is a deterministic algorithm run by S. It takes as input
client C’s puzzle vector ~o, the puzzle’s public parameter pp, a vector ~g representing the puzzle that encodes
evaluation of the client’s puzzles, a vector of public parameter ~pp(Evl), pk, pkS, and a command cmd, where
cmd ∈ {clientPzl, evalPzl}. When cmd = clientPzl, it solves each puzzle ~oj in ~o (which is an output of
GenPuzzle()), this yields a solution mj. It appends each mj to ~m. In this case, input ~g can be ⊥. When
cmd = evalPzl, it solves puzzle ~g (which is an output of Evaluate()), which results in a solution m. It
appends m to ~m. In this case, input ~o can be ⊥. Depending on the value of cmd, it generates a proof
vector ~ζ (asserting that m or mj ∈ Lcmd for each solution). It outputs plaintext solution(s) ~m and proof
~ζ. Server S publishes (~m, ~ζ).

• Verify(m, ζ, ~oj, pp,~g, ~pp
(Evl), pkS, cmd)→ v̈ ∈ {0, 1}. It is a deterministic algorithm run by a verifier. It

takes as input a plaintext solution m, proof ζ, puzzle ~oj, public parameters pp of ~oj, a puzzle ~g for a
linear combination of the puzzles, public parameters ~pp(Evl) of ~g, server’s public key pkS, and command
cmd that determines whether the verification corresponds to C’s single puzzle or linear combination of
the puzzles. It returns 1 if it accepts the proof. It returns 0 otherwise.

In the above syntax, the prover is required to generate a witness/proof ζ for the language Lcmd = {stmcmd =
(p̄p,m)|Rcmd(stmcmd, ζ) = 1}, where if cmd = clientPzl, then p̄p = pp and if cmd = evalPzl, then p̄p = ~pp(Evl).

4.3 Security Model of T LPMH

A T LPMH scheme must satisfy security (i.e., privacy and solution-validity), completeness, efficiency, and
compactness properties. Each security property of a T LPMH scheme is formalized through a game between
a challenger E that plays the role of honest parties and an adversary A that controls the corrupted parties.
In this section, initially, we define a set of oracles that will strengthen the capability of A. After that, we
will provide formal definitions of the properties of T LPMH.

Oracles. To allow A to adaptively select plaintext solutions and corrupt parties, inspired by [1], we provide
A with access to oracles: puzzle generation GenPuzzleOracle() and evaluation EvaluateOracle(). Moreover, to enable
A to have access to the messages exchanged between the corrupt and honest parties during the execution of
Evaluate(), we define an oracle called RevealOracle(). Below, we define these oracles.

• GenPuzzleOracle(stE , GeneratePuzzle, ~m, ~∆)→ (~o, pp). It is executed by the challenger E . It receives a query

(GeneratePuzzle, ~m, ~∆), where GeneratePuzzle is a string, ~m = [m1, . . . ,mz] is a vector of plaintext
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solutions, and ~∆ = [∆1, . . . , ∆z] is a vector of time parameters, where each ∆j determines the period
within which mj should remain private. E retrieves (K, pk,maxss) from its state stE and then executes

GenPuzzle(~m,K, pkS, ~∆,maxss)→ (~o, prm), where prm := (sp, pp). It returns (~o, pp) to A.

• EvaluateOracle(stE , evaluate)→ (~g, ~pp(Evl)). It is executed interactively between the challenger E and the ad-
versary to run Evaluate(〈A(inputS), C(∆,maxss,K, prm, q1, pkS), . . . , C(∆,maxss, K, prm, qz, pkS)〉)→
(~g, ~pp(Evl)). The inputs of honest parties are extracted by E from stE . The adversary may provide arbi-
trary inputs inputS or the input of an honest S (in this case inputS is set to (~o,∆,maxss, pp, pk, pkS))
during the execution of Evaluate. E returns (~g, ~pp(Evl)) to A.

• RevealOracle(stE , reveal
(Evl), ~g, ~pp(Evl)) → transcript(Evl). It is run by E which is provided with a corrupt

party S and a state stE . It receives a query (reveal(Evl), ~g, ~pp(Evl)), where Reveal(Evl) is a string, and pair
(~g, ~pp(Evl)) is an output pair (previously) returned by an instance of Evaluate(). If the pair (~g, ~pp(Evl)) was
never generated, then the challenger sets transcript(Evl) to ∅. Otherwise, the challenger retrieves from
stE a set of messages that honest parties sent to the corrupt S while executing the specific instance of
Evaluate(). It appends these messages to transcript(Evl) and returns transcript(Evl) to A.

Properties. We proceed to formally define the main properties of a T LPMH scheme. Initially, we will focus
on the privacy property. Informally, privacy states that the j-th solution mj to the j-th puzzle ~oj must remain
concealed for a predetermined period from any adversaries equipped with a polynomial number of processors.

Specifically, an adversary with a running time of δ(
j∑
i=1

∆̄i) <
j∑
i=1

∆̄i using at most poly(Max(∆̄1 , . . . , ∆̄j))

parallel processors is unable to discover a message significantly earlier than δ(
j∑
i=1

∆̄i). This requirement is

also applicable to the evaluation result. Specifically, an adversary with a running time of δ(∆) < ∆ using
a polynomial number of parallel processors cannot learn the linear combination of messages significantly
earlier than δ(∆).

To capture privacy, we define an experiment ExpAprv(1λ, z), in Figure 1. This experiment involves a challenger
E which plays honest parties’ roles and a pair of adversaries A = (A1,A2). This experiment considers an
adversary that has access to the oracles: (i) puzzle generation GenPuzzleOracle(), (ii) evaluation EvaluateOracle(),
and (iii) transcript revelation RevealOracle(). The adversary initially outputs a key pair and a state (line 1).
Next, E generates a pair of secret and public keys (line 2). Given the E ’s public key, and having access to
GenPuzzleOracle() and EvaluateOracle(), A1 outputs z pairs of messages [(m0,1,m1,1), . . . , (m0,z,m1,z)] (line 4).

After that, E for each pair of messages, provided by A1, selects a random bit bj and generates a puzzle and
related public parameter for the message with index bj (lines 5–8). Given these puzzles and the corresponding
public parameters, and having access to GenPuzzleOracle() and EvaluateOracle(), A1 outputs a state (line 9). Using
this state as input, A2 guesses the value of bit bj for its selected puzzle (line 10). The adversary wins the
game (and accordingly, the experiment outputs 1) if its guess is correct (line 11).

Next, the adversary A1 and E interactively execute Evaluate() (line 12). The experiment enables A1 to learn
about the messages exchanged between the honest parties and the corrupt party, by providing A1 with access
oracle RevealOracle (). Having access to this transcript and the output of Evaluate(), A1 outputs a state (line
13). Given this state and the output of Evaluate(), adversary A2 guesses the value of bit bj for its chosen
puzzle (line 14). The adversary wins the game and the experiment returns 1 if its guess is correct (line 15).

Definition 4 (Privacy). A T LPMH scheme is privacy-preserving if for any security parameter λ, any
plaintext input solution m1, . . . ,mz and coefficient q1, . . . , qz (where each mj and qj belong to the plaintext
universe U), any time interval ∆̄i between two consecutive points in time when two solutions are found, any
difficulty parameter T = ∆

l
· maxss (where ∆

l
∈ {D = {∆1, . . . ,∆z} ∪ {∆}} is the period, polynomial in

λ, within which a message must remain hidden, ∆j ∈ D, ∆j =
j∑
i=1

∆̄i, and maxss is a constant in λ), and

any polynomial-size adversary A := (A1,A2), where A1 runs in time O(poly(T, λ)) and A2 runs in time
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δ(T ) < T using at most ¯poly(T ) parallel processors, there exists a negligible function µ() such that for any
experiment ExpAprv(1λ, z), presented in Figure 1, it holds that: Pr[ExpAprv(1λ, z)→ 1] ≤ 1

2 + µ(λ).

ExpAprv(1λ, z)

1: A1(1
λ)→ (KS := (skS, pkS), state)

2: C.Setup(1λ)→ K := (sk, pk)

3:
~b← 0

4: A1(state, pk,GenPuzzle
Oracle(),EvaluateOracle())→ ~m = [(m0,1,m1,1), . . . , (m0,z,m1,z)]

5: For j = 1, . . . , z do :

6: bj
$← {0, 1}

7:
~b[j]← bj

8: GenPuzzle(~m′ = [mb1
, . . . ,mbz

],K, pkS, ~∆,maxss)→ (~o, prm)
9: A1(state, pk,GenPuzzle

Oracle(),EvaluateOracle(), ~o, pp)→ state
10: A2(~o, pp, state)→ (b′j, j)
11: If b′j = ~b[j], then return 1
12: Evaluate(〈A1(~o,∆,maxss, pp, pk, pkS, state), C(∆,maxss,K, prm, q1, pkS), . . . , C(∆,maxss,
K, prm, qz, pkS)〉)→ (~g, ~pp(Evl))

13: A1(state,Reveal
Oracle(), ~g, ~pp(Evl))→ state

14: A2(~o, pp,~g, ~pp
(Evl), state)→ (b′i, i)

15: If b′i = ~b[i], then return 1, else return 0

Fig. 1: The ExpAprv experiment.

Informally, for a solution to be considered valid, it must be infeasible for a probabilistic polynomial time
(PPT) adversary to generate an invalid solution that can still pass the verification process. This holds
true whether the solution is for an individual puzzle posed by the client or for a puzzle encoding a linear
combination of the client’s messages. To capture solution validity, we define an experiment ExpAval(1

λ, z),
presented in Figure 2. It involves E which plays honest parties’ roles and an adversary A.

The adversary initially outputs a key pair and a state (line 1). Next, E generates a pair of secret and public
keys (line 2). Given the state and the public key, as well as having access to GenPuzzleOracle() and EvaluateOracle(),
A outputs a message vector ~m = [m1, . . . ,mz] (line 3). Next, E generates a puzzle for each message that
A selected (line 4). The experiment allows A and E to interactively execute Evaluate() (line 5). Given the
output of Evaluate() which is itself a puzzle, E solves the puzzle and outputs the solution and associated
proof (line 6).

The experiment lets A learn about the messages exchanged between the corrupt party and E (acting as
honest parties) during the execution of Evaluate(), by providing A with access to RevealOracle (). Given this
transcript, the output of Evaluate(), the plaintext solution, and the proof, A outputs a solution and proof
(line 7). After that, E verifies the solution and proof provided by A. The experiment outputs 1 and A wins if
A convinces E to accept an invalid evaluation result (line 8). E solves every puzzle of the client (line 9). Given
the puzzles and the solutions, and having access to oracles GenPuzzleOracle() and EvaluateOracle(), A provides
a solution and proof for its selected puzzle (line 10). Next, E checks the validity of the solution and proof
provided by A. The experiment outputs 1 (and A wins) if A persuades E to accept an invalid message for a
puzzle of the client (line 11).

Definition 5 (Solution-Validity). A T LPMH scheme preserves a solution validity, if for any security
parameter λ, any plaintext input solution m1, . . . ,mz and coefficient q1, . . . , qz (where each mj and qj belong
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to the plaintext universe U), any time interval ∆̄i between two consecutive points in time when two solutions
are found, any difficulty parameter T = ∆

l
·maxss (where ∆

l
∈ {D = {∆1, . . . ,∆z} ∪ {∆}} is the period,

polynomial in λ, within which a message must remain hidden, ∆j ∈ D, ∆j =
j∑
i=1

∆̄i, and maxss is a constant

in λ), and any polynomial-size adversary A that runs in time O(poly(T, λ)), there is a negligible function µ()
such that for any experiment ExpAval(1

λ, z) (presented in Figure 2), it holds that: Pr[ExpAval(1
λ, z)→ 1] ≤ µ(λ).

ExpAval(1
λ, z)

1: A1(1
λ)→ (KS := (skS, pkS), state)

2: C.Setup(1λ)→ K := (sk, pk)
3: A(state, pk,GenPuzzleOracle(),EvaluateOracle())→ ~m = [m1, . . . ,mz]

4: GenPuzzle(~m,K, pkS, ~∆,maxss)→ (~o, prm)
5: Evaluate(〈A1(~o,∆,maxss, pp, pk, pkS, state), C(∆,maxss,K, prm, q1, pkS), . . . , C(∆,maxss,
K, prm, qz, pkS)〉)→ (~g, ~pp(Evl))

6: Solve(., ., ~g, ~pp(Evl), pk, pkS, evalPzl)→ (~m, ~ζ)

7: A(state, pkS,Reveal
Oracle(), ~m, ~ζ, ~o,~g, pp, ~pp(Evl))→ (m′, ζ ′)

8: If Verify(m′, ζ ′, ., ., ~g, ~pp(Evl), pkS, evalPzl)→ 1, s.t. m′ /∈ LevalPzl, then return 1

9: Solve(~o, pp, ., ., pk, pkS, clientPzl)→ ( ~̂m,
~̂
ζ)

10: A(state, pkS,GenPuzzle
Oracle(),EvaluateOracle(), ~m, ~ζ, ~̂m,

~̂
ζ, ~o, pp, ~pp(Evl))→ (m′j, ζ

′
j, j)

11: If Verify(m′j, ζ
′
j, ~oj, pp, ., ., pkS, clientPzl)→ 1, s.t. m′j /∈ LclientPzl, then return 1; otherwise, return 0

Fig. 2: The ExpAval(1
λ, z) experiment.

Informally, completeness examines the behavior of algorithms when honest parties are involved. It asserts
that Solve() will always retrieve (1) a correct solution for a puzzle related to a linear combination and (2) a
set of correct solutions for z puzzles. It also asserts that Verify() will always return 1 when given an honestly
generated solution. Because algorithm Solve() is used for two cases: (a) to find a solution for a single puzzle
generated by a client and (b) to discover a solution for a puzzle that encodes the linear evaluation of messages,
we will state the correctness of this algorithm separately for each case. Similarly, we will state the correctness
of Verify() for each scenario. In the following definitions, because the experiments’ descriptions are relatively

short, we integrate the experiment Exp into the probability notation. Thus, we use the notation Pr

[
Exp
Cond

]
,

where Exp is an experiment, and Cond represents the set of the conditions under which the property must
hold.

Definition 6 (Completeness). A T LPMH is correct if for any security parameter λ, any plaintext input
message m1, . . . ,mz and coefficient q1, . . . , qz (where each mj and qj belong to the plaintext universe U), any
difficulty parameter T = ∆

l
·maxss (where ∆

l
is the period, polynomial in λ, within which a message must

remain hidden and maxss is a constant in λ), the following conditions are satisfied.

1. Solve(~o, pp, ., ., pk, pkS, cmd), that takes a vector ~o of puzzles each encoding a plaintext solution mj and
its related parameters, always returns a vector ~m = [m1, . . . ,mz] of solutions:

Pr


S.Setup(1λ)→ KS

C.Setup(1λ)→ K

GenPuzzle(~m,K, pkS, ~∆,maxss)→ (~o, prm)

Solve(~o, pp, ., ., pk, pkS, cmd)→ (~m, .)

 = 1
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where pp ∈ prm and cmd = clientPzl.

2. Solve(., ., ~g, ~pp(Evl), pk, pkS, cmd), that takes (i) a puzzle ~g encoding linear combination
z∑
j=1

qj · mj of z

messages, where each m
j

is a plaintext message and qj is a coefficient and (ii) their related parameters,

always returns
z∑
j=1

qj ·mj:

Pr



S.Setup(1λ)→ KS

C.Setup(1λ)→ K

GenPuzzle(~m,K, pkS, ~∆,maxss)→ (~o, prm)
Evaluate

(
〈S(~o,∆,maxss, pp, pk, pkS), C(∆,maxss,K, prm,

q1, pkS), . . . , C(∆,maxss,K, prm, qz, pkS)〉
)
→ (~g, ~pp(Evl))

Solve(., ., ~g, ~pp(Evl), pk, pkS, cmd)→ (
z∑
j=1

qj ·mj , .)


= 1

where ~o = [~o1, . . . , ~oz], pk ∈ K, pkS ∈ KS, and cmd = evalPzl.

3. Verify(m, ζ, ~oj, pp, ., ., pkS, cmd), that takes a solution for a puzzle, related proof, and public parameters,
always returns 1:

Pr


S.Setup(1λ)→ KS

C.Setup(1λ)→ K

GenPuzzle(~m,K, pkS, ~∆,maxss)→ (~o, prm)

Solve(~o, pp, ., ., pk, pkS, cmd)→ (~m, ~ζ)

Verify(m, ζ, ~oj , pp, ., ., pkS, cmd)→ 1

 = 1

where cmd = clientPzl.

4. Verify(m, ζ, ., ., ~g, ~pp(Evl), pkS, cmd), that takes a solution for a puzzle that encodes a linear combination of
z messages, related proof, and public parameters, always returns 1:

Pr



S.Setup(1λ)→ KS

C.Setup(1λ)→ K

GenPuzzle(~m,K, pkS, ~∆,maxss)→ (~o, prm)
Evaluate(〈S(~o,∆,maxss, pp, pk, pkS), c(∆,maxss,K, prm, q1,
pkS), . . . , c(∆,maxss,K, prm, qz, pkS)〉)→ (~g, ~pp(Evl))

Solve(., ., ~g, ~pp(Evl), pk, pkS, cmd)→ (~m, ~ζ)

Verify(m, ζ, ., ., ~g, ~pp(Evl), pkS, cmd)→ 1


= 1

where cmd = evalPzl.

Now, we move on to the efficiency property, and along the way, we formally define the multiple instance
notion for the first time. Intuitively, efficiency states that (1) the running time of dealing with multiple
instances of a puzzle through multi-instance TLP is faster than via traditional TLPs, (2) Solve() returns a
solution in polynomial time, i.e., polynomial in the time parameter T , (3) GenPuzzle() generates a puzzle
faster than solving it, with a running time of at most logarithmic in T , and (4) the running time of Evaluate()
is faster than solving any puzzle involved in the evaluation, that should be at most logarithmic in T [16].

Definition 7 (Efficiency). A T LPMH is efficient if for any security parameter λ, any plaintext input
message m1, . . . ,mz and coefficient q1, . . . , qz (where each mj and qj belong to the plaintext universe U),
any time interval ∆̄i between two consecutive points in time when two solutions are found, any difficulty
parameter T = ∆

l
·maxss (where ∆

l
∈ {D = {∆1, . . . ,∆z} ∪ {∆}} is the period, polynomial in λ, within
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which a message must remain hidden, ∆j ∈ D, ∆j =
j∑
i=1

∆̄i, and maxss is a constant in λ), the following

conditions are satisfied.

1. Multi-instance: Let Ψsingle be the time complexity to solve a single traditional time-lock puzzle, e.g., [34].
It holds that the time complexity of a solving algorithm in traditional time-lock puzzles to deal with
z puzzle is Ψtrad(z) = z · Ψsingle. Let Ψmulti(z) be the time complexity to solve z puzzles using a multi-
instance algorithm. The solving algorithm of a multi-instance scheme is efficient if: Ψtrad(z)−Ψmulti(z) ≥
poly(z,maxss, ∆1, . . . ,∆z), for a fixed polynomial poly.

2. Polynomial-time solving: The running time of Solve(~o, pp,~g, ~pp(Evl), pk, pkS, cmd) is upper bounded by
ˆpoly(z, Tmax, λ), where ˆpoly() is a fixed polynomial and Tmax = Max(∆1, . . . ,∆z, ∆) ·maxss.

3. Faster puzzle generation: The running time of GenPuzzle(~m,K, pkS, ~∆,maxss) is upper bounded by poly′(z,
log(Tmax), λ), where poly′() is a fixed polynomial.

4. Faster puzzles evaluation: The running time of Evaluate(〈S(~o,∆,maxss, pp, pk, pkS), c(∆,maxss,K, prm,

q1, pkS), . . . , c(∆,maxss,K, prm, qz, pkS)〉)→ (~g, ~pp(Evl)) is upper bounded by poly′′
(

log(T ), λ,FPLC
(
(q1,m1),

. . . , (qz,mz)
))

, where poly′′() is a fixed polynomial and FPLC() is the functionality that computes a linear

combination of messages (as stated in Relation 1).

Next, we consider compactness which requires that the size of evaluated ciphertexts is independent of the
complexity of the evaluation function FPLC.

Definition 8 (Compactness). A T LPMH is compact if for any security parameter λ, any difficulty pa-
rameter T = ∆

l
·maxss, any plaintext input solution m1, . . . ,mz and coefficient q1, . . . , qz (where each mj

and qj belong to the plaintext universe U), any time interval ∆̄i between two consecutive points in time when
two solutions are found, any difficulty parameter T = ∆

l
·maxss (where ∆

l
∈ {D = {∆1, . . . ,∆n} ∪ {∆}}

is the period, polynomial in λ, within which a message m must remain hidden, ∆j ∈ D, ∆j =
j∑
i=1

∆̄i, and

maxss is a constant in λ), always Evaluate() outputs a puzzle (representation) whose bit-size is independent
of FPLC’s complexity O(FPLC):

Pr



S.Setup(1λ)→ KS

C.Setup(1λ)→ K

GenPuzzle(~m,K, pk, ~∆,maxss)→ (~o, prm)

Evaluate(〈S(~o,∆,maxss, pp, pk, pkS), c(∆,maxss,K, prm,
q1, pkS), . . . , c(∆,maxss,K, prm, qz, pkS)〉)→ (~g, ~pp(Evl))
s.t.

||~g|| = poly
(
λ, ||FPLC

(
(q1,m1), . . . , (qz,mz)

)
||
)


= 1

Definition 9 (Security). A T LPMH is secure if it satisfies privacy and solution validity as outlined in
Definitions 4 and 5.

5 Construction of T LPMH: Multi-instance Verifiable Partially Homomorphic
TLP (MH-TLP)

5.1 An Overview

We develop MH-TLP on top of Tempora-Fusion, discussed in Section 3.8. Inspired by previous multi-instance
TLPs proposed in [3], we use the chaining technique, to chain different puzzles, such that when S solves
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one puzzle it will obtain enough information to work on the next puzzle. Therefore, it can solve puzzles
sequentially rather than dealing with all of them at once. However, we develop a new technique for chaining
puzzles to support homomorphic linear combinations as well.

In the multi-instance TLPs introduced in [3], during the puzzle generation phase (and chaining process) the
base rj+1 for the (j + 1)-th puzzle is concatenated and concealed with the j-th solution, mj. Consequently,
the j-th puzzle is created on solution mj||rj+1. The issue with this approach is that it cannot support
homomorphic operations on the puzzle’s actual solution mj, because the solution is now mj||rj+1.

To address this issue, we take a different approach. In short, we require the client to derive the next puzzle’s
base from the current puzzle’s master key. We briefly explain how it works. Recall that in Tempora-Fusion,
each j-th puzzle is associated with a master key mkj, found when the puzzle is solved. Using our new
technique, during the puzzle generation, when j = 1, (similar to Tempora-Fusion) client C picks a random
base rj, sets aj = 2Tj mod φ(N), and then sets master key mkj as mkj = r

aj
j mod N , with a difference

being Tj now determines how long a solution mj must remain concealed after the previous solution mj−1 is
discovered. Next, as in Tempora-Fusion, C derives some pseudorandom values from mkj and encrypts the
y-coordinates of a polynomial representing mj.

However, when j > 1, client C derives a fresh base rj from the previous master key as rj = PRF(j||0,mkj−1).
As before, it sets aj = 2Tj mod φ(N) and then sets the current master key mkj as mkj = r

aj
j mod N . It

derives some pseudorandom values from mkj, and encrypts the y-coordinates of a polynomial representing
mj. It repeats this process until it creates a puzzle for the last solution mz. The client hides all bases except
the first one r1 which is made public.

Clearly, this new approach does not require C to modify each solution mj. Thus, we can now use the
techniques developed for Tempora-Fusion in [1] to allow S to perform homomorphic linear combinations on
the puzzles. In this setting, S has to solve puzzles in ascending order, starting from the first puzzle, to find
a solution and a base for the next puzzle. Given this base, it starts repeated modular squaring to find the
next solution and base until it finds the last puzzle’s solution.

We proceed to briefly explain how MH-TLP operates. We highlight that there are overlaps between the design
of MH-TLP and Tempora-Fusion. However, there are major differences as well. We will shortly discuss these
differences.

1. Server-Side Setup. Initially, S generates and publishes a set of public parameters, without requiring it to
generate any secret parameter. The public parameters include a sufficiently large prime number p and a
vector ~x = [x1, x2, x3] of non-zero elements. The elements in ~x can be considered as x-coordinates and
will help each client to represent its message as a polynomial in point-value form.

2. Client-side Key Generation. A client C independently generates a set of public and private keys, which
includes an RSA-public modulus N . The client publishes its public key.

3. Client-side Puzzle Generation. Client C uses its secret key and time parameter Tj that determines how
long a solution mj must remain concealed after the previous solution mj−1 is discovered, to generate a set
of master keys mk1, . . . ,mkz, using the chaining technique described above. C uses each master key mkj,
that is associated with the j-th message, to derive pseudorandom values (zi,j, wi,j) for each element xi of
~x. The client represents its secret solution mj as (a constant term of) a polynomial and then represents the
polynomial in the point-value form. This results in a vector of y-coordinates: [π1,j, π2,j, π3,j]. It encrypts
each y-coordinate using the related pseudorandom values: oi,j = wi,j · (πi,j + zi,j) mod p. Each vector of
encrypted y-coordinates ~oj = [o1,j, o2,j, o3,j] represents a puzzle for j-th solution mj. Note that polynomial
representation is used to allow a homomorphic linear combination of solutions and efficient verification
of the computation. C publishes these puzzles along with a set of public parameters. Given these public
parameters, by solving the related puzzle, anyone can sequentially find each master key mkj and remove
the blinding factors to extract the corresponding solution. To support the public verifiability of a solution
that will be found by S, C commits comj = Com(mj,mkj) to each message mj using the related mkj as
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the commitment’s randomness. It publishes each comj. Anyone who solves a puzzle encoding solution
mj can find mkj and prove (mj,mkj) matches comj.

4. Linear Combination. In this phase, similar to Tempora-Fusion, client C produces certain messages that
allow server S to find a linear combination of its plaintext solutions after a certain time. C, using its
secret key and time parameter Y (which determines how long the result of the computation must remain
private), generates a temporary master key tk and public parameters pp(Evl). Anyone who solves a puzzle
for the computation will be able to find tk, after a certain time. C uses tk to derive new pseudorandom
values (z′i, w

′
i) for each element xi of ~x. It also uses its secret key to regenerate the pseudorandom values

(zi,j, wi,j) used to encrypt each y-coordinate related to its solution mj. The client selects a single random
root: root. It commits to this root, using tk as the randomness: com′ = Com(root, tk). C represents root as
a polynomial in point-value form. This yields a vector of y-coordinates: [γ1, γ2, γ3]. The client will insert
this random root into its outsourced puzzle, to give a certain structure to the result of the homomorphic
linear combination, which will ultimately allow future verification.

For each solution m2, . . . ,mz it possesses, the client selects a fresh key fl. This key is used by the client
to generate zero-sum pseudorandom values for (each y-coordinate related to) each solution. These values
are generated such that if are summed, they will cancel out each other. They are used to ensure that
S learns only the linear combination of all the solutions that belong to C, and S cannot learn the
combination of a subset of these solutions. C for each y-coordinate of each j-th puzzle participates in
an instance of OLE+ with S. At a high level, C’s input includes the y-coordinate γi of the random root,
the new pseudorandom values (z′i, w

′
i), the inverse of the old pseudorandom values (wi,j)

−1, its coefficient
qj, and the pseudorandom values yi,j derived from fj. The input of S is the client’s j-th puzzle. Each
instance of OLE+ returns to S an encrypted y-coordinate. At the end of this process, C publishes its
public parameters pp(Evl).

Consequently, S sums the outputs of OLE+ component-wise, resulting in a vector of encrypted y-coordinates,
~g = [g1, g2, g3]. Then, S publishes ~g. Each gi has a layer of blinding factor, inserted by C during the in-
vocation of OLE+. Anyone who solves the related puzzle can regenerate the temporary master key tk and
remove the blinding factor.

5. Solving a Puzzle. To find the solution encoding the result of the computation, S operates as follows.
Given public parameters previously released by C, S solves the related puzzle to find the temporary
master key tk. Using tk, S removes the blinding factors from each gi, that results in three plaintext
y-coordinates. S uses these y-coordinates and the x-coordinates in ~x to interpolate a polynomial θ(x).
It finds the roots of θ(x). It publishes the root and tk that match the published commitment com′. It
also retrieves from θ(x) and publishes the linear combination of C’s solutions.

To find a solution for a single puzzle of C, S operates as follows. Given public parameters and each
puzzle, S after a certain time retrieves a master key mkj. Using mkj, S removes the blinding factors
from each oi,j, that yields a vector of y-coordinates. It uses them and x-coordinates in ~x to interpolate a
polynomial πj(x) and retrieves message mj from polynomial πj(x). It publishes mj and mkj that match
the published commitment comj. Moreover, solving the j-th puzzle provides S with enough information
to begin working on the next puzzle.

6. Verification. To verify a solution related to the linear combination of solutions, the verifier checks if
the root root and the temporary master key tk provided by S match the commitment com′. It also
removes the blinding factors from [g1, g2, g3], yielding three y-coordinates. It uses these y-coordinates
to interpolate a polynomial. From this polynomial, the verifier retrives its constant term (which is the
computation result). It checks whether root is a root of this polynomial and the computation result
matches the one S published. If all the checks pass, it accepts the result. To verify a solution mj related
to a single puzzle of C, the verifier checks if mj and the temporary master key mkj, provided by S,
match the commitment comj.
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Beyond offering the multi-instance feature, MH-TLP differs from Tempora-Fusion in two main ways. Firstly,
since there is only one client, only one random root is selected and inserted into the outsourced polynomials
(rather than inserting |I| roots in Tempora-Fusion). During the verification, a verifier checks whether the eval-
uation of the resulting polynomial at this root is zero. Secondly, in MH-TLP, using only three x-coordinates
~x = [x1, x2, x3] will suffice, because the outsourced puzzle’s degree is one, and when it is multiplied by a
polynomial representing a random root (while computing the linear combination), the resulting polynomial’s
degree will become two. Thus, three (y, x)-coordinates are sufficient to interpolate a polynomial of degree
two. Figure 3 outlines the MH-TLP workflow.

.
.
.

.
.
.

<latexit sha1_base64="RN0ZyOWMONZvAuY/YnynRB7cGUw=">AAAC2nicfVJNb9NAEF2br2I+GuDIZUUSiQOKbBeSwKmiPfRYJNJWik203kycVddra3dcKbJ84Ya49pf1xs/gH7B2jQQJYiSvnua9mfW82aSQwqDv/3DcO3fv3X+w99B79PjJ0/3es+dnJi81hxnPZa4vEmZACgUzFCjhotDAskTCeXJ51PDnV6CNyNVn3BQQZyxVYiU4Q5ta9G48z/tAuRSgkC5BQmoJlVKeZ0WJrYhiTnEN1IC2nbxhFbXXznWaxJU/8tt4swPqQXQMEtmg9nZq3k/H4buwlU7Cg3EDwsnb8KAeHDWD4KKKDNeiwO7EjQSq6qaVbfY/kW2x6PV//wPdBUEH+qSL00XvZ7TMeZlZC7hkxswDv8C4YhoFl1B7wy061+IKeFxJqbipvag0UDB+yVKYW6hYBiau2nlrOrSZJV3l2n7W4Tb7Z0XFMmM2WWKVGcO12eaa5L+4eYmraVwJZbcEit9etCpluyy7Z7oUGjjKjQXM+mNHoXzNNONoX4NnPQq2HdkFZ+EoGI/Gn8L+4cfOrT3ykrwir0lAJuSQnJBTMiPcmTpfnNRZu5H71f3mfr+Vuk5X84L8Fe71L+o+3Eo=</latexit>

: client delegating computation to the server

<latexit sha1_base64="T8jZRe++hIRuEDlprJwjI5t4ds8=">AAAC+HicfVJdb9MwFHXCx0b46uCRF4u2Eg+oSjLWbnuaGA88Dol2k5qoclyntebYkX0zqc3yCL+DN8Qr/4Z/Af8AJ8skaBFXsnV0zj3X19dOcsEN+P4Px71z9979nd0H3sNHj5887ew9mxhVaMrGVAmlLxJimOCSjYGDYBe5ZiRLBDtPLk9r/fyKacOV/AirnMUZWUieckrAUrPOT8/zjjHBRomiZjAoDEuG82K9FgwzSdWcy0XD1WcQjanKEi4bP1Zpo9y6jdcvo6apqV4kcekP/CZeb4GqF71jAkiv8rY8R4fD8CBsUkfh/rAG4ehNuF/1TusWYFZGhmqeQ7vDynYqq7qULfa/JFti1une9oC3QdCCLmrjbNb5Fc0VLTImgQpizDTwc4hLooFTwSqvvyErza8YjUshJDWVFxWG5YRekgWbWihJxkxcNvetcN8yc5wqbZcE3LB/OkqSGbPKEpuZEViaTa0m/6VNC0gP45LLvAD7hDcHpYVoXtf+AjznmlEQKwuInY+9CqZLogkF+1c8O6NgcyLbYBIOguFg+CHsnrxtp7WLXqCX6BUK0AidoPfoDI0RdSbOtfPJ+eyu3S/uV/fbTarrtJ7n6K9wv/8GCyzofQ==</latexit>

: a solution to the puzzle encoding the linear combination of the solutions

<latexit sha1_base64="Jl0lmBpqIjnAgz8fSsV5uG1ikQs=">AAACU3icdVHLSgMxFE3H+qqvqks3wSq4kDIzi9ruRF0IbhSsCp2hZNLbGsxkhuSOUIb5KD9GxJ1+gms3pi9Q0QsJh3PuPeGeRKkUBl33teTMlecXFpeWKyura+sb1c2tG5NkmkObJzLRdxEzIIWCNgqUcJdqYHEk4TZ6OB3pt4+gjUjUNQ5TCGM2UKIvOENLdasXeTA26ehBFOZu3bXVaByOgNd0PQtarabvt4q94Awksm4eGK5FitMbhxKof0izYq/oVmszAzozoDMD6o0l162RaV12qx9BL+FZDAq5ZMZ0PDfFMGcaBZdQVPZ/yYkWj8DDXErFTVEJMgMp4w9sAB0LFYvBhPl4nYLuW6ZH+4m2RyEds98nchYbM4wj2xkzvDe/tRH5l9bJsN8Mc6HSDEHxyUP9TFJM6Chg2hMaOMqhBcxmZFeh/J5pxtF+Q8VmNAuC/g9u/LrXqDeu/NrxyTStJbJDdskB8cgROSbn5JK0CSdP5IW8kffSc+nTcZzypNUpTWe2yY9y1r4AwWCyDA==</latexit>

�2,u

<latexit sha1_base64="7ekC3VGF/T6hHkwLwG/ur2O3OqM=">AAACU3icdVFNSwMxEE3Xr1q/qh69BKvgQcpuhdreRD0IXipYFbpLyabTGprNLsmsUJb9Uf4YEW/6Ezx7Ma0tqOhAwuO9mRfmJUykMOi6LwVnbn5hcam4XFpZXVvfKG9u3Zg41RzaPJaxvguZASkUtFGghLtEA4tCCbfh8Gys3z6ANiJW1zhKIIjYQIm+4Awt1S1fZv7EpKMHYZC5VddWvX44Bl7D9SxoNhu1WjPf889BIutmvuFaJDi9cSSBHh3SNN/Lu+XKzIDODOjMgHoTyXUrZFqtbvnd78U8jUAhl8yYjucmGGRMo+AS8tL+LznW4gF4kEmpuMlLfmogYXzIBtCxULEITJBN1snpvmV6tB9rexTSCft9ImORMaMotJ0Rw3vzWxuTf2mdFPuNIBMqSREU/3qon0qKMR0HTHtCA0c5soDZjOwqlN8zzTjabyjZjGZB0P/BTa3q1av1q1rl5HSaVpHskF1yQDxyTE7IBWmRNuHkkTyTV/JWeCp8OI4z/9XqFKYz2+RHOWufwwmyDQ==</latexit>

�3,u

<latexit sha1_base64="qVaUd7WzvmIWaXNv/H6ewr1TxK8=">AAACU3icdVFNSwMxEE3X7/pV9eglWAUPUnZ7qO2tqAfBi4JVobuUbDptQ7PZJZktlGV/lD9GxJv+BM9eTGsLKjqQ8Hhv5oV5CRMpDLruS8FZWFxaXlldK65vbG5tl3Z270ycag4tHstYP4TMgBQKWihQwkOigUWhhPtweD7R70egjYjVLY4TCCLWV6InOENLdUpXmT81aet+GGRuxbVVq51MgFd3PQsajXq12sgP/QuQyDqZb7gWCc5uHEug3glN88O8UyrPDejcgM4NqDeVXLdMZnXdKb373ZinESjkkhnT9twEg4xpFFxCXjz6JcdajIAHmZSKm7zopwYSxoesD20LFYvABNl0nZweWaZLe7G2RyGdst8nMhYZM45C2xkxHJjf2oT8S2un2KsHmVBJiqD410O9VFKM6SRg2hUaOMqxBcxmZFehfMA042i/oWgzmgdB/wd31YpXq9RuquXm2SytVbJPDsgx8cgpaZJLck1ahJNH8kxeyVvhqfDhOM7iV6tTmM3skR/lbH4Cv7eyCw==</latexit>

�1,u

<latexit sha1_base64="8mEXtnCAwanN+jo5cw9UlJdiTJU=">AAACU3icdVHLSgMxFE3Hd31VXboJVsGFlJkuarsTdSG4qWBV6Awlk97WYCYzJHcKdZiP8mNE3OknuHZj+gIVvZBwOOfeE+5JmEhh0HVfC87c/MLi0vJKcXVtfWOztLV9Y+JUc2jxWMb6LmQGpFDQQoES7hINLAol3IYPZyP9dgDaiFhd4zCBIGJ9JXqCM7RUp3SZ+WOTtu6HQeZWXFu12tEIeHXXs6DRqFerjXzfPweJrJP5hmuR4PTGoQT6eETTfD/vlMozAzozoDMD6o0l1y2TaTU7pQ+/G/M0AoVcMmPanptgkDGNgkvIiwe/5FiLAfAgk1Jxkxf91EDC+APrQ9tCxSIwQTZeJ6cHlunSXqztUUjH7PeJjEXGDKPQdkYM781vbUT+pbVT7NWDTKgkRVB88lAvlRRjOgqYdoUGjnJoAbMZ2VUov2eacbTfULQZzYKg/4ObasWrVWpX1fLJ6TStZbJL9sgh8cgxOSEXpElahJMn8kLeyHvhufDpOM78pNUpTGd2yI9y1r8AOPeyVA==</latexit>

�z,u

<latexit sha1_base64="vmUkRS2JDf//1HZEUsefX64AbxU=">AAACUHicdVFNT+MwEJ2Uj4XwVdgjF4uCxAFVSQ+lvaHlwpGVtoDURpXjTouF40T2BKmK8pf2x6C9cGD/w964sW5pJEAwku2n9+aN5ec4U9JSEDx6taXlldVva+v+xubW9k59d+/KprkR2BOpSs1NzC0qqbFHkhTeZAZ5Eiu8ju/OZ/r1PRorU/2LphlGCZ9oOZaCk6OG9YtiMB/SN5M4KoJm4KrdPpmBsBOEDnS7nVarWx6eK4mahsXACiMzWuw0Vcjy8rAc1huVm1VuVrlZOJeCoAGLuhzW/w1GqcgTN1Qobm0/DDKKCm5ICoWlf/RBTo28RxEVSmlhS3+QW8y4uOMT7DuoeYI2KuZvKdmRY0ZsnBq3NLE5+9ZR8MTaaRK7zoTTrf2ozcjPtH5O405USJ3lhFq8XjTOFaOUzdJlI2lQkJo6wF1A7ilM3HLDBbk/8F1GVRDsa3DVaobtZvtnq3H2Y5HWGuzDARxDCKdwBhdwCT0Q8Bv+wBP89R68Z++l5r22Vid8h3dV8/8Di6uyiA==</latexit> C
li
en

t u
<latexit sha1_base64="R/0CHnVFMPcH4kZEkINPLT5Fr18=">AAACVnicdVHLSgMxFE3Hd32NunQTrIILKTOzqO1O1IUrUbAqdIaSSW9rMJMZkjtCGeav/Bh1qz/gD4hpbUFFLyQczrn3hHsSZ1IY9LznijMzOze/sLhUXV5ZXVt3NzavTZprDm2eylTfxsyAFAraKFDCbaaBJbGEm/j+ZKTfPIA2IlVXOMwgSthAib7gDC3Vdc+LcGzS0YM4Kry6Z6vROBgBv+n5FrRazSBolbthzHR4ChJZtwgN1yLDyY1DCTQ4yMvdsuvWph506kGnHtQfS55XI5O66LrvYS/leQIKuWTGdHwvw6hgGgWXUFb3fsmpFg/Ao0JKxU1ZDXMDGeP3bAAdCxVLwETFeKOS7lmmR/uptkchHbPfJwqWGDNMYtuZMLwzv7UR+ZfWybHfjAqhshxB8a+H+rmkmNJRxrQnNHCUQwuYjciuQvkd04yj/YmqzWgaBP0fXAd1v1FvXAa1o+NJWotkm+yQfeKTQ3JEzsgFaRNOHskLeSVvlafKhzPnLHy1OpXJzBb5UY77Cdn5s5s=</latexit>

�̄2,u

<latexit sha1_base64="Z9eph/JsbUV3m7zvbdUANZZzGsM=">AAACVnicdVHLSgMxFE3Hd32NunQTrIILKTMVarsTdeFKFKwKnaFk0tsamskMyR2hDPNXfoy61R/wB8S0tqCiFxIO59x7wj2JUikMet5zyZmZnZtfWFwqL6+srq27G5s3Jsk0hxZPZKLvImZACgUtFCjhLtXA4kjCbTQ4Hem3D6CNSNQ1DlMIY9ZXoic4Q0t13Is8GJu0dT8Kc6/q2arXD0bAb3i+Bc1mo1ZrFrtBxHRwBhJZJw8M1yLFyY1DCfTwICt2i45bmXrQqQedelB/LHlehUzqsuO+B92EZzEo5JIZ0/a9FMOcaRRcQlHe+yUnWjwAD3MpFTdFOcgMpIwPWB/aFioWgwnz8UYF3bNMl/YSbY9COma/T+QsNmYYR7YzZnhvfmsj8i+tnWGvEeZCpRmC4l8P9TJJMaGjjGlXaOAohxYwG5FdhfJ7phlH+xNlm9E0CPo/uKlV/Xq1flWrHJ9M0lok22SH7BOfHJFjck4uSYtw8kheyCt5Kz2VPpw5Z+Gr1SlNZrbIj3LcT9uhs5w=</latexit>

�̄3,u

<latexit sha1_base64="cDhQyfAQKG/FSzjeaB/JLITgsKo=">AAAC1HiclVJNa9tAEF2pX6n6ETc99rLUMfSQGkkH176FpIceU6gdgyXMaD12lqxWYncUcFWdSq/5Zf0D/Rn5B1l/QRsaaAd2ecybecO83axU0lIY/vL8Bw8fPX6y9zR49vzFy/3Wq4ORLSojcCgKVZhxBhaV1DgkSQrHpUHIM4Xn2eXpij+/QmNlob/QssQ0h4WWcymAXGra+lkna5GJWWRpHXZDF73e0QpE/TByYDDox/GgOUw+oiI4bIKg8889NK0TK4wsaXvTUiH/+j5q/k8nycBs5t8neFQ5yWmrvVPhOxW+U+HRmgrDNtvG2bR1k8wKUeWoSSiwdhKFJaU1GJJCYRN07tCFkVco0lopLWwTJJXFEsQlLHDioIYcbVqvd2p4x2VmfF4YdzTxdfb3jhpya5d55ipzoAt7l1sl/8ZNKpr301rqsiLUYjNoXilOBV+9MJ9Jg4LU0gFwJrlVuLgAA4LcPwicRzsj+P1gFHejXrf3OW4fn2zd2mNv2Fv2jkXsAztmn9gZGzLhxd7YAy/zR/43/7v/Y1Pqe9ue1+yP8K9vAfZl188=</latexit>

�

<latexit sha1_base64="o0WLh4G/yGDEZRJjrhuyes45V+A=">AAACx3icfVHLbtNAFB2bVxleAZZsRiQRLFBku5AUVhVlAWJTpKatFFvReHKTjjoeWzPXEanlBV/Gd/AZ/AFj10iQIK40o6N7zn2nhZIWg+CH59+4eev2nb279N79Bw8f9R4/ObV5aQRMRa5yc55yC0pqmKJEBeeFAZ6lCs7Sy6OGP1uDsTLXJ7gpIMn4SsulFByda977Til9xzgTSoLGF5ZZqVcKWFFeXSmgwypua8zMKk2qYBS09moH1IP4Ayjkg5ruxLw9GEdvolY6ifbHDYgmr6P9enDUdI3zKrbCyAK7Hzeuvq6bVC7Z/0QuxbzX/90D2wVhB/qks+N572e8yEWZuWmF4tbOwqDApOIGpVBQ0+EWnRu5BpFUSmlhaxqXFgouLvkKZg5qnoFNqnbemg2dZ8GWuXFPI2u9f0ZUPLN2k6VOmXG8sNtc4/wXNytxeZBUUhclghbXhZalYpiz5qhsIQ0IVBsHuNuPG4WJC264QHd66nYUbm9kF5xGo3A8Gn+J+ofvu23tkWfkOXlJQjIhh+QjOSZTIryh99k78ab+Jz/31/7Xa6nvdTFPyV/mf/sFw7HT8Q==</latexit>

: a client’s single puzzle
<latexit sha1_base64="/ggCr/Bomar9umxn3/nBxUNSRtE=">AAAC1XicfVLNbtNAEF67/LTmp6EcuaxIIjigyHYgKZwqyoFjkUhTFFvRejNJV12vrd1xpdTyDfXaJ+MBeIy+AWvXSJAgRtrVt998M7Mzu0kuhUHf/+m4O/fuP3i4u+c9evzk6X7n2cGpyQrNYcIzmemzhBmQQsEEBUo4yzWwNJEwTS6Oa//0ErQRmfqK6xzilK2UWArO0FLzzg/P8z5QRk0mi5qhmNkTlwIUvjLUCLWSQPPi6kqC1y+jpuJMr5K49Ad+Y2+2QNWLPoFE1qu8rZj3h6PwXdhIx+FwVINw/DYcVr3jugecl5HhWuTY7ri29VVVp7LJ/ieyKead7u870G0QtKBLWjuZd26jRcaL1HbLJTNmFvg5xiXTKLiEyutvuDMtLoHHpZSKm8qLCgM54xdsBTMLFUvBxGXTb0X7llnQZabtUkgb9s+IkqXGrNPEKlOG52bTV5P/8s0KXB7GpVB5gaD4XaFlIeunq5+YLoQGjnJtAbPzsa1Qfs4042g/gmdnFGxOZBuchoNgNBh9CbtHH9tp7ZIX5CV5TQIyJkfkMzkhE8KdofPNSRzuTt3K/e5e30ldp415Tv4y9+YXKd3Zng==</latexit>

: a solution to a client’s single puzzle

<latexit sha1_base64="qjrbH4SGBJRNwgjdFvjZ5Ytfiso=">AAAC6HicfVLNjtMwEHbCzy7mrwtHLhZtJQ6oSrLQLpxWLEIcF4nurtREleM6rVnHjuxJpW6Ud+CGuPJW3HgF3gAnGyRoESPZ+jzfN+OZsdNCCgtB8N3zb9y8dXtv/w6+e+/+g4e9g0dnVpeG8SnTUpuLlFouheJTECD5RWE4zVPJz9PLk4Y/X3NjhVYfYVPwJKdLJTLBKDjXvPcDY/yaUFKUV1eSE66YXgi1JLDipMlJDWE6T4Vq9URnLWO1LJuzxcMqbouYmWWaVMEoaO35DqgH8VsugQ5qvBPz6mgcvYxa6SQ6HDcgmryIDuvBSVMCzKvYMiMK6HbYuEpV3aRyyf4ncinmvf7vGsguCDvQR52dzns/44VmZc4VMEmtnYVBAUlFDQgmeY2HW7Q2Ys1ZUkmpmK1xXFpeUHZJl3zmoKI5t0nV9luTofMsSKaNWwpI6/0zoqK5tZs8dcqcwspuc43zX9yshOwoqYQqSnBPeH1RVkoCmjSvThbCcAZy4wB183GtELaihjJwfwO7GYXbE9kFZ9EoHI/GH6L+8ZtuWvvoCXqKnqEQTdAxeo9O0RQx750nvdJb+5/8z/4X/+u11Pe6mMfoL/O//QJwGuHc</latexit>

: a puzzle encoding the linear combination of the solutions

<latexit sha1_base64="vmUkRS2JDf//1HZEUsefX64AbxU=">AAACUHicdVFNT+MwEJ2Uj4XwVdgjF4uCxAFVSQ+lvaHlwpGVtoDURpXjTouF40T2BKmK8pf2x6C9cGD/w964sW5pJEAwku2n9+aN5ec4U9JSEDx6taXlldVva+v+xubW9k59d+/KprkR2BOpSs1NzC0qqbFHkhTeZAZ5Eiu8ju/OZ/r1PRorU/2LphlGCZ9oOZaCk6OG9YtiMB/SN5M4KoJm4KrdPpmBsBOEDnS7nVarWx6eK4mahsXACiMzWuw0Vcjy8rAc1huVm1VuVrlZOJeCoAGLuhzW/w1GqcgTN1Qobm0/DDKKCm5ICoWlf/RBTo28RxEVSmlhS3+QW8y4uOMT7DuoeYI2KuZvKdmRY0ZsnBq3NLE5+9ZR8MTaaRK7zoTTrf2ozcjPtH5O405USJ3lhFq8XjTOFaOUzdJlI2lQkJo6wF1A7ilM3HLDBbk/8F1GVRDsa3DVaobtZvtnq3H2Y5HWGuzDARxDCKdwBhdwCT0Q8Bv+wBP89R68Z++l5r22Vid8h3dV8/8Di6uyiA==</latexit> C
li
en

t u

<latexit sha1_base64="rrlDDRc1gqyEwkijaINkX/CZ2gQ=">AAAC03icfVLdbtMwFHbC3xb+ClzuxqKt4AKqJIN2cDVtXHA5JLpOaqLiOKedNceJ7JNJXZQbxC1PxhPwGLzBnCxI0CKOZPvT+c6Pv2MnhRQGff+n4966fefuvZ1d7/6Dh48e9548PTV5qTlMeS5zfZYwA1IomKJACWeFBpYlEmbJxXHDzy5BG5Grz7guIM7YSoml4Ayta9H74Xnee8oolwIUvjBUw2tQPE8hpUaolQRalFdX9vCGVdT2m+tVElf+yG/t1RaoB9EHkMgGtbeV8+5gHL4N29BJuD9uQDh5E+7Xg+NGAS6qyHAtCux2XNvOqm5K2WL/C7IlFr3+7zvQbRB0oE86O1n0fkVpzsvMKueSGTMP/ALjimkUXELtDTfoXItL4HElpeKm9qLSQMH4BVvB3ELFMjBx1eqt6dB6UrrMtV0Kaev9M6NimTHrLLGRGcNzs8k1zn9x8xKXB3ElVFGifaibRstSUsxp88A0FRo4yrUFzM7HSqH8nGnG0X4Dz84o2JzINjgNR8F4NP4U9g+PumntkD3ynLwkAZmQQ/KRnJAp4U7gzJwvDnOnbuV+db/dhLpOl/OM/GXu92teHNh/</latexit>

: a client’s re-encoded single puzzle

<latexit sha1_base64="sisg6o1HxbFI0CMHWyITMShi5t4=">AAADC3iclVLNjtMwEHbC3xJ+tgtHLhZtBYelSnooLacVcOC4SHR3pSaqHGfaWuvEkT2p1EZ5BMQVnoMb4spD8Bi8AU6aA3ThsCPZ+vR9M2PPT5xLYdD3fzrujZu3bt85uOvdu//g4WHn6NGZUYXmMOVKKn0RMwNSZDBFgRIucg0sjSWcx5dvav18DdoIlX3ATQ5RypaZWAjO0FLzI8d9RblK8wIbgjIpldUgoaioyYE3vlJuqFFyDRRXQPNiu5Xgef0ybD4w08s4Kv2Bb200Oq5BMPYDCyaT8XA4qXr4rHct93kZGq5Fju2NGwl0+yKoetV18oQx0+FbkMj+l/C4sCnnne4ui+/TqyBoQZe0djrv/AoTxYsUMuSSGTML/ByjkmkUXELl9fdkpcUaeFRKmXFTeWFhIGf8ki1hZmHGUjBR2dRU0b5lErpQ2p4MacP+GVGy1JhNGlvPlOHK7Gs1+S9tVuBiHJUis6OGjO8eWhSynnO9GDQRGjjaQSeC2SbZUihfMc042vXxbI+C/Y5cBWfDQTAajN4Puyev224dkCfkKXlOAvKSnJB35JRMCXeE88n57HxxP7pf3W/u952r67Qxj8lf5v74DfM37C8=</latexit>

: computation allocated to specifically solve the puzzle

<latexit sha1_base64="aJd+rvH4W/UJwAj2WkjBVDjheGU=">AAADFXiclVLNjtMwEHay/Cxhge5y5GLRVnAoVdJDaTmtgAPHRaK7KzVR5bjT1lonjuxJpTbKcyCu8BzcEFfOPAZvgJPmAF0kYCRbn75vfjwzjjMpDPr+d8c9uHHz1u3DO97do3v3H7SOT86NyjWHCVdS6cuYGZAihQkKlHCZaWBJLOEivnpV6Rdr0Eao9B1uMogStkzFQnCGlpodO0fdF5SrJMuxZiiTUlkR5hQVNRnw2lnKDTVKroHiCmiWb7cSPK9bhPULpnoZR4Xf960Nh70KBCM/sGA8Hg0G47KDTzqe98/eYcx0+BokslkRGq5Fhs2NGwl026N52Sn/p/7fMj4LelXKWau9y+L79DoIGtAmjZ3NWj/CueJ5AilyyYyZBn6GUcE0Ci6h9Lp7stJiDTwqpEy5Kb0wN5AxfsWWMLUwZQmYqKh7KmnXMnO6UNqeFGnN/hpRsMSYTRJbz4ThyuxrFfknbZrjYhQVIrU7h5TvCi1yWS28+iJ0LjRwtBufC2aHZFuhfMU042g/kmdnFOxP5Do4H/SDYX/4dtA+fdlM65A8Io/JUxKQ5+SUvCFnZEK4Y5wPzkfnk/ve/ex+cb/uXF2niXlIfjP320//5/BZ</latexit>

�̄z,u

<latexit sha1_base64="0/4ALXh+ZNcNijQMdJvbfvapkpw=">AAAClnicpVFdSxtBFJ1dtdWtbVN9EX0ZmoT2QcJsHtLkpYgi+hihUSFZwuzkJg7Ozi4zd4Ww7F/o//NnCP4AJ8k+1OhbL8xwOOd+cM+NMyUtMvbo+RubWx8+bu8En3Y/f/la+7Z3bdPcCBiIVKXmNuYWlNQwQIkKbjMDPIkV3MT3Zwv95gGMlan+g/MMooTPtJxKwdFR49rfoBgtuwzNLI4K1mIuOp3jBQi7LHSg1+u2272ygT/GxcgKIzOsfpwroOw4LxtlEDT/t1Ho2oxr9VUlY/QtCCtQJ1X0x7Wn0SQVeQIaheLWDkOWYVRwg1IoKIPmmpwa+QAiKpTSwpbBKLeQcXHPZzB0UPMEbFQs9yhp0zETOk2Nexrpkv23ouCJtfMkdpkJxzu7ri3I97RhjtNuVEid5QharAZNc0UxpYsb0Yk0IFDNHeDOILcKFXfccIHukoHzKFx35C24brfCTqtz1a6fnFZubZMj8p38JCH5RU7IJemTARHk2Tv06l7DP/B/++f+xSrV96qaffIq/P4LCY7Dlw==</latexit>

t00,u

<latexit sha1_base64="Db4MfZHHTL2y52g5Qy2HLD8lINM=">AAAClXicjVHBThsxEPUuFOi2QIBDVXGxCFE5oMibQ0gOSIgi1FtBIoCUrCKvM0ksvN6VPYsUrfYT+oH9DMQP1En20AYOHcnW03ueZ82bOFPSImO/PX9t/cPG5tbH4NPn7Z3d2t7+vU1zI6AnUpWax5hbUFJDDyUqeMwM8CRW8BA/fZ/rD89grEz1Hc4yiBI+0XIsBUdHDWu/gmKwcOmbSRwVrMlctduncxB2WOhAt9tptbrlMQ6LgRVGZljdOFNA2WleHpdB0Ph/n2/vGoXOZlirLzsZo29BWIE6qepmWHsZjFKRJ6BRKG5tP2QZRgU3KIWCMmisyKmRzyCiQiktbBkMcgsZF098An0HNU/ARsVijpI2HDOi49S4o5Eu2L87Cp5YO0ti9zLhOLWr2px8T+vnOO5EhdRZjqDF8qNxriimdL4iOpIGBKqZA9wF5EahYsoNF+gWGbiMwtVE3oL7VjNsN9u3rfrFZZXWFjkkR+SEhOSMXJAf5Ib0iCCv3lfvyKv7X/xz/8q/Xj71varngPxT/s8/iPDDZg==</latexit>

t0,u

<latexit sha1_base64="DIhaa3W+eYUwSx/doz1VKW8F0YQ=">AAAClHicpVHLSiNBFK1uH6PtK6MwCG5KY9CFhO4sYgKzkBHBlSgYFZImVFduksLq6qbqthCa/gN/cD7D+YKpJL3Q6M4LVRzOuQ/uuVEqhUHf/+u4S8srqz/W1r2Nza3tncrP3QeTZJpDhycy0U8RMyCFgg4KlPCUamBxJOExer6c6o8voI1I1D1OUghjNlJiKDhDS/Urr17em3Xp6lEU5n7dt9Fsnk1B0PIDC9rtVqPRLo7xpJ/3DNcixfLHiQSaFceF59W+2yawbfqV6rzS9+lnEJSgSsq47VfeeoOEZzEo5JIZ0w38FMOcaRRcQuHVFuREixfgYS6l4qbwepmBlPFnNoKuhYrFYMJ8tkdBa5YZ0GGi7VNIZ+z7ipzFxkziyGbGDMdmUZuSX2ndDIetMBcqzRAUnw8aZpJiQqcXogOhgaOcWMCsQXYVysdMM472jp71KFh05DN4aNSDZr1516he/CndWiMH5IickoCckwtyTW5Jh3Dyz9l3Dp0j95f72710r+aprlPW7JEP4d78B+Jywyc=</latexit>

t0u
<latexit sha1_base64="mY7vlGfqpJ0v08YhJZ9Rw1HfInQ=">AAAClnicjVFNT+MwEHUCLJDlo7tcEFysbSs4oCrpobSXFQIhOBaJAlIbVY47LRaOE9kTpCrKX+D/7c9A4gfgtjlA4bAj2Xp6z/OseROlUhj0/X+Ou7K69mN9Y9P7ubW9s1v59fvOJJnm0OOJTPRDxAxIoaCHAiU8pBpYHEm4j54uZvr9M2gjEnWL0xTCmE2UGAvO0FLDyouXD+YufT2Jwtxv+LZarZMZCNp+YEGn0242O0UNh/nAcC1SLG+cSqDBCc2KWuF59f83OvreydoMK9VFp+/TryAoQZWU1R1WXgejhGcxKOSSGdMP/BTDnGkUXELh1ZfkRItn4GEupeKm8AaZgZTxJzaBvoWKxWDCfD5HQeuWGdFxou1RSOfsx46cxcZM48i+jBk+mmVtRn6n9TMct8NcqDRDUHzx0TiTFBM62xEdCQ0c5dQCZgOyo1D+yDTjaDfp2YyC5US+grtmI2g1WjfN6tl5mdYGOSR/yDEJyCk5I9ekS3qEkzfnwKk6NXff/eteuleLp65T9uyRT+V23wEDiMOR</latexit>

t1,u

<latexit sha1_base64="JYMJqVvZkLisfhgDhjojvcyoAbk=">AAAClnicjVHBTttAEF2bUsCFEuCC2suqSUQPKLJ9CMkFRaCqPaZSA0iJFa03k7BivbZ2x0iR5V/g//gMJD6ATeJDG3LoSLt6em/nreZNnElh0PefHXfrw/bHnd0979P+wefD2tHxjUlzzWHAU5nqu5gZkELBAAVKuMs0sCSWcBs/XC/020fQRqTqD84ziBI2U2IqOENLjWtPXjFaugz1LI4Kv+XbarfPFyDo+IEF3W4nDLtlA8fFyHAtMqxunEug4TnNy0bpec3/Nzrb6BRYm3Gtvur0ffoeBBWok6r649rLaJLyPAGFXDJjhoGfYVQwjYJLKL3mmpxq8Qg8KqRU3JTeKDeQMf7AZjC0ULEETFQs5yhp0zITOk21PQrpkv27o2CJMfMkti8ThvdmXVuQm7RhjtNOVAiV5QiKrz6a5pJiShc7ohOhgaOcW8BsQHYUyu+ZZhztJj2bUbCeyHtwE7aCdqv9O6z3rqq0dslX8o18JwG5ID3yi/TJgHDy6nxx6k7DPXUv3R/uz9VT16l6Tsg/5fbfAAV4w5I=</latexit>

t2,u

<latexit sha1_base64="z+JIuVChpB3Q9GLR86W9p/DTp3A=">AAAClnicjVHRShtBFJ1dbbXbWlN9kfoymIT6IGE3hZi8lGAp+piCUSFZwuzkJhmcnV1m7gbCsr/g//UzBD/ASbIPNfrghRkO58w9wz03SqUw6Pv/HHdr+8PHnd1P3ucve1/3K98ObkySaQ59nshE30XMgBQK+ihQwl2qgcWRhNvo/vdSv52DNiJR17hIIYzZVImJ4AwtNao8ePlw5TLQ0yjM/YZvq9U6W4Kg7QcWdDrtZrNT1HCUDw3XIsXyxoUE+vOMZkWt8Lz6+41+vOkUWJtRpbru9H36GgQlqJKyeqPK43Cc8CwGhVwyYwaBn2KYM42CSyi8+oacaDEHHuZSKm4Kb5gZSBm/Z1MYWKhYDCbMV3MUtG6ZMZ0k2h6FdMX+35Gz2JhFHNmXMcOZ2dSW5FvaIMNJO8yFSjMExdcfTTJJMaHLHdGx0MBRLixgNiA7CuUzphlHu0nPZhRsJvIa3DQbQavR+tusdi/KtHbJMTkhpyQg56RLrkiP9AknT853p+rU3CP3l/vHvVw/dZ2y55C8KLf3DAdow5M=</latexit>

t3,u

<latexit sha1_base64="tCk6AI11nMGTdgTVopyzmAqftno=">AAACmHicjVHBThsxEPUuBdIt0NDe2h6shgAHGq1zSJNbVA5tb2nVAFKyirzOJFh4vSt7Fims9h/6e3wGl55xkj20gUNHsvX0nudZ8ybOlLQYhveev/Vie2e39jJ4tbd/8Lp++ObCprkRMBSpSs1VzC0oqWGIEhVcZQZ4Eiu4jG/Ol/rlLRgrU/0LFxlECZ9rOZOCo6Mm9d9BMV65jMw8joqwFbrqdM6WgHVD5kCv1223e+URToqxFUZmWN24UEDvPrEzmpdHZRA0/9/q5Fkv5mwm9ca6MwzpU8Aq0CBVDSb1h/E0FXkCGoXi1o5YmGFUcINSKCiD5oacGnkLIiqU0sKWwTi3kHFxw+cwclDzBGxUrOYoadMxUzpLjTsa6Yr9u6PgibWLJHYvE47XdlNbks9poxxn3aiQOssRtFh/NMsVxZQut0Sn0oBAtXCAu4DcKFRcc8MFul0GLiO2mchTcNFusU6r86Pd6H+p0qqR9+QjOSWMfCZ98o0MyJAI8sf74DW9Y/+d3/e/+t/XT32v6nlL/in/5yO9SMRM</latexit>

tz�1,u

<latexit sha1_base64="r5K6Dj7GiF4EJCB4tJXXM4nX+co=">AAAClnicjVFNT+MwEHWywEL42C5cEFws2goOqEp66LaXFVqE4FgkCkhtVDnutFg4TmRPkEqUv7D/b38G0v4A3DYHKBwYydbTe55nzZsolcKg7/9z3G8rq2vf1ze8za3tnR+Vn7u3Jsk0hx5PZKLvI2ZACgU9FCjhPtXA4kjCXfR4PtPvnkAbkagbnKYQxmyixFhwhpYaVv56+WDu0teTKMz9hm+r1TqdgaDtBxZ0Ou1ms1PUcJgPDNcixfLGqQT6fEqzolZ4Xv3rRsefOgXWZlipLjp9n34EQQmqpKzusPIyGCU8i0Ehl8yYfuCnGOZMo+ASCq++JCdaPAEPcykVN4U3yAykjD+yCfQtVCwGE+bzOQpat8yIjhNtj0I6Z9925Cw2ZhpH9mXM8MEsazPyM62f4bgd5kKlGYLii4/GmaSY0NmO6Eho4CinFjAbkB2F8gemGUe7Sc9mFCwn8hHcNhtBq9G6blbP/pRprZNDckROSEB+kTNyRbqkRzj57xw4Vafm7ru/3Qv3cvHUdcqePfKu3O4rkPjD2g==</latexit>

tz,u
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1. Server E�ciently Dealing with a Client’s Puzzles.

Fig. 3: MH-TLP Workflow Outline.

5.2 Detailed Construction

Next, we present a detailed description of MH-TLP.

1. Setup. S.Setup(1λ)→ (., pkS)

Server S only once takes the following steps:

(a) Setting a field’s parameter : generates a sufficiently large prime number p, where log2(p) is the security
parameter.

(b) Generating public x-coordinates: sets ~x = [x1, x2, x3], where xi 6= xj, xi 6= 0, and xi /∈ U .

(c) Publishing public parameters: publishes pkS = (p, ~x). Note that, C itself can generate (p, ~x), too.

2. Key Generation. C.Setup(1λ)→ K

Client C takes the flowing steps.
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(a) Generating RSA public and private keys: computes N = p1 · p2, where pi is a large randomly chosen
prime number, e.g., log2(pi) ≥ 2048. Next, it computes Euler’s totient function of N , as: φ(N) =
(p1 − 1) · (p2 − 1).

(b) Publishing public parameters: locally keeps secret key sk = φ(N) and publishes public key pk = N .

3. Puzzle Generation. GenPuzzle(~m,K, pkS, ~∆,maxss)→ (~o, prm)

Client C takes the following steps to generate z puzzles for messages ~m = [m1, . . . ,mz]. It wants S to
learn each message mj at time timej ∈ ~time, where ~time = [time1, . . . , timez], ∆̄j = timej − timej−1,
~∆ = [∆̄1, . . . , ∆̄z], and 1 ≤ j ≤ z.

(a) Checking public parameters: checks the bit-size of p and elements of ~x in pkS, to ensure log2(p) ≥ 128,
xi 6= xj, xi 6= 0, and xi /∈ U . If it does not accept the parameters, it returns (⊥,⊥) and does not take
further action.

(b) Generating secret keys: generates a vector of master keys ~mk = [mk1, . . . ,mkz] and two secret keys

kj and sj for each mkj in ~mk as follows. It constructs an empty vector ~mk. Then, it

i. sets each exponent aj.

∀j, 1 ≤ j ≤ z : aj = 2Tj mod φ(N)

where Tj = maxss · ∆̄j is the total number of squaring needed to decrypt an encrypted solution
mj after previous solution mj−1 is revealed.

ii. computes each master key mkj as follows. For every j, where 1 ≤ j ≤ z :

• when j = 1 :

A. selects a uniformly random base rj
$← ZN .

B. sets key mkj as mkj = r
aj
j mod N .

C. appends mkj to ~mk.

• when j > 1 :

A. derives a fresh base rj from the previous master key as rj = PRF(j||0,mkj−1).

B. sets key mkj as mkj = r
aj
j mod N .

C. appends mkj to ~mk.

iii. derives two secret keys kj and sj from each mkj.

∀j, 1 ≤ j ≤ z : kj = PRF(1,mkj), sj = PRF(2,mkj)

(c) Generating blinding factors: generates six pseudorandom values, by using kj and sj.

∀j, 1 ≤ j ≤ z and ∀i, 1 ≤ i ≤ 3 : zi,j = PRF(i, kj), wi,j = PRF(i, sj)

(d) Encoding plaintext message:

i. represents each plaintext solution mj as a polynomial, such that the polynomial’s constant term
is the message.

∀j, 1 ≤ j ≤ z : πj(x) = x+mj mod p
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ii. computes three y-coordinates of each πj(x).

∀j, 1 ≤ j ≤ z and ∀i, 1 ≤ i ≤ 3 : πi,j = πj(xi) mod p

where xi ∈ ~x.

(e) Encrypting the solution: encrypts the y-coordinates using the blinding factors.

∀j, 1 ≤ j ≤ z and ∀i, 1 ≤ i ≤ 3 : oi,j = wi,j · (πi,j + zi,j) mod p

(f) Committing to the solution: commits to each plaintext message:

∀j, 1 ≤ j ≤ z : comj = Com(mj,mkj)

Let ~com = [com1, . . . , comz].

(g) Managing messages: publishes ~o =
[
[o1,1, o2,1, o3,1], . . . , [o1,z, o2,z, o3,z]

]
and pp = ( ~com, r1). It lo-

cally keeps secret parameters sp = ~mk. It sets prm = (sp, pp). It deletes everything else, including
mj,πj(x), π1,j, π2,j, and π3,j for every j, 1 ≤ j ≤ z.

4. Linear Combination. Evaluate(〈S(~o,∆, maxss, pp, pk, pkS), C(∆,maxss,K, prm, q1, pkS), . . . , C(∆, maxss,
K, prm, qz, pkS)〉)→ (~g, pp(Evl))

In this phase, client C produces certain messages that allow S to find a linear combination of its plaintext
solutions after time ∆.

(a) Granting the computation: client C takes the following steps.

i. Generating temporary secret keys: generates a temporary master key tk and two secret keys k′

and s′. Moreover, it generates z − 1 secret key [fj, . . . , fz]. To do that, the following steps are
taken: C computes the exponent:

b = 2Y mod φ(N)

where Y = ∆ ·maxss. It selects a base uniformly at random: h
$← ZN and then sets a temporary

master key tk:
tk = hb mod N

It derives two keys from tk:

k′ = PRF(1, tk), s′ = PRF(2, tk)

It picks fresh z − 1 random keys ~f = [f2, . . . , fz], where fj
$← {0, 1}poly(λ).

ii. Generating blinding factors: regenerates its original blinding factors, for each j-th puzzle. Specif-
ically, for every j, derives two secret keys kj and sj from mkj as follow.

∀j, 1 ≤ j ≤ z : kj = PRF(1,mkj), sj = PRF(2,mkj)

Then, it regenerates pseudorandom values, by using kj and sj.

∀j, 1 ≤ j ≤ z and ∀i, 1 ≤ i ≤ 3 : zi,j = PRF(i, kj), wi,j = PRF(i, sj)

It also generates new pseudorandom values using keys (k′, s′):

∀i, 1 ≤ i ≤ 3 : z′i = PRF(i, k′), w′i = PRF(i, s′)

It computes new sets of (zero-sum) blinding factors, using the keys in ~f , as follows. ∀j, 1 ≤ j ≤ z :
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• if j = 1:

∀i, 1 ≤ i ≤ 3 : yi,j = −
z∑
j=2

PRF(i, fj) mod p

• if j > 1:
∀i, 1 ≤ i ≤ 3 : yi,j = PRF(i, fj) mod p

where fj ∈ ~f .

iii. Generating y-coordinates of a random root : picks a random root, root
$← Fp. It represents root

as a polynomial, such that the polynomial’s root is root. Specifically, it computes polynomial
γ(x) as:

γ(x) = x− root mod p

Then, it computes three y-coordinates of γ(x):

∀i, 1 ≤ i ≤ 3 : γi = γ(xi) mod p

iv. Committing to the root : computes com′ = Com(root, tk).

v. Re-encoding outsourced puzzle: participates in an instance of OLE+ with S, for every j-th puzzle
and every i, where 1 ≤ j ≤ z and 1 ≤ i ≤ 3. The inputs of client C to the i-th instance of OLE+

are:
ei,j = γi · qj · w′i · (wi,j)−1 mod p, e′i,j = −(γi · qj · w′i · zi,j) + z′i + yi,j mod p

The input of S to the (i, j)-th instance of OLE+ is corresponding encrypted y-coordinate: e′′i,j = oi,j.
Accordingly, the (i, j)-th instance of OLE+ returns to S:

di,j = ei,j · e′′i,j + e′i,j
= γi · qj · w′i · πi,j + z′i + yi,j mod p

where qj is a coefficient for j-th solution mj.

vi. Publishing public parameters: publishes pp(Evl) = (h, com′).

(b) Computing encrypted linear combination: Server S sums all of the outputs of OLE+ instances that it
has invoked as follows. ∀i, 1 ≤ i ≤ 3 :

gi =

z∑
j=1

di,j mod p

= (w′i · γi ·
z∑
j=1

qj · πi,j) + z′i mod p

Note that in gi,j there is no yi,j, because yi,j in different di,j have canceled out each other.

(c) Disseminating encrypted result : server S publishes ~g = [g1, g2, g3].

5. Solving a Puzzle. Solve(~o, pp,~g, ~pp(Evl), pk, pkS, cmd)→ (~m, ~ζ)

Server S takes the following steps.

Case 1. when solving a puzzle related to the linear combination.
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(a) Finding secret keys:

i. finds temporary key tk, where tk = h2Y mod N , via repeated squaring of h modulo N .

ii. derives two keys from tk:

k′ = PRF(1, tk), s′ = PRF(2, tk)

(b) Removing blinding factors: removes the blinding factors from [g1, g2, g3] ∈ ~g.

∀i, 1 ≤ i ≤ 3 :

θi =
(
PRF(i, s′)

)−1︸ ︷︷ ︸
(w′i)

−1

·
(
gi −

z′i︷ ︸︸ ︷
PRF(i, k′)

)
mod p

= γi ·
z∑
j=1

qj · πi,j mod p

(c) Extracting a polynomial : interpolates a polynomial θ, given pairs (x1, θ1), (x2, θ2), (x3, θ3).
Note that θ will have the form:

θ(x) = (x− root) ·
z∑
j=1

qj · (x+mj) mod p

We can rewrite θ(x) as:

θ(x) = ψ(x)− root ·
z∑
j=1

qj ·mj mod p

where ψ(x) is a polynomial of degree two with constant term being 0.

(d) Extracting the linear combination: retrieves the result (i.e., the linear combination ofm1, . . . ,mz)

from polynomial θ(x)’s constant term: cons = −root ·
z∑
j=1

qj ·mj as follows:

m = cons · (−root)−1 mod p

=

z∑
j=1

qj ·mj

(e) Extracting valid roots: extracts the root(s) of θ. Let set R contain the extracted roots. It
identifies the valid root, by finding a root root in R, such that Ver(com′, (root, tk)) = 1.

(f) Publishing the result : initiates vectors ~m and ~ζ. It appends m to ~m and (root, tk) to ~ζ. It

publishes ~m and ~ζ.

Case 2. when solving each j-th puzzle ~oj,u of client Cu (i.e., when cmd = clientPzl), server S takes the
following steps. ∀j, 1 ≤ j ≤ z :

(a) Finding secret bases and keys: sets base rj and mkj as follows.

• if j = 1 : sets the base to r1, where r1 ∈ pp. Then, it finds mk1 where mk1 = r2T1

1 mod N

through repeated squaring of r1 modulo N . It also initiates vectors ~m and ~ζ.
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• if j > 1 : computes base rj as rj = PRF(j||0,mkj−1). Next, it finds mkj where mkj =

r2
Tj

j mod N through repeated squaring of rj modulo N .

It derive two keys from mkj:

kj = PRF(1,mkj), sj = PRF(2,mkj)

(b) Removing blinding factors: re-generates six pseudorandom values using kj and sj:

∀i, 1 ≤ i ≤ 3 : zi,j = PRF(i, kj), wi,j = PRF(i, sj)

Next, it uses the blinding factors to unblind ~oj = [o1,j, o2,j, o3,j]:

∀i, 1 ≤ i ≤ 3 : πi,j =
(
(wi,j)

−1 · oi,j
)
− zi,j mod p

(c) Extracting a polynomial : interpolates a polynomial πj, given pairs (x1, π1,j), (x2, π2,j), (x3, π3,j).

(d) Publishing the solution: considers the constant term of πj as the plaintext message, mj. It

appends (mj, j) to ~m and mkj to ~ζ. If j = z, then it publishes ~m and ~ζ.

6. Verification. Verify(m, ζ, ., pp,~g, ~pp(Evl), pkS, cmd)→ v̈ ∈ {0, 1}

A verifier (that can be anyone) takes the following steps.

Case 1. when verifying a solution related to the linear combination, i.e., when cmd = evalPzl:

(a) Checking the commitment’s opening : verify the validity of (root, tk) ∈ ζ, provided by S in
step 5f of Case 1:

Ver
(
com′, (root, tk)

) ?
= 1

If the verification passes, it proceeds to the next step. Otherwise, it returns v̈ = 0 and takes
no further action.

(b) Checking the resulting polynomial’s valid roots: checks if the resulting polynomial contains
the root root in ζ, by taking the following steps.

i. derives two keys from tk:

k′ = PRF(1, tk), s′ = PRF(2, tk)

ii. removes the blinding factors from ~g = [g1, g2, g3] that were provided by server S in step
4c. Specifically, for every i, 1 ≤ i ≤ 3 :

θi =
(
PRF(i, s′)

)−1︸ ︷︷ ︸
(w′i)

−1

·
(
gi −

z′i︷ ︸︸ ︷
PRF(i, k′)

)
mod p

= γi ·
z∑
j=1

qj · πi,j mod p

iii. interpolates a polynomial θ, given (x1, θ1), (x2, θ2), (x3, θ3). Note that θ will have the
form:

θ(x) = (x− root) ·
z∑
j=1

qj · (x+mj) mod p

= ψ(x)− root ·
z∑
j=1

qj ·mj mod p
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where ψ(x) is a polynomial of degree 2 whose constant term is 0.

iv. checks if root is a root of θ(x), by evaluating θ(x) at root and checking if the result is

0, i.e., θ(root)
?
= 0. It proceeds to the next step if the check passes. It returns v̈ = 0

and takes no further action, otherwise.

(c) Checking the final result : retrieves the result (which is the linear combination ofm1, . . . ,mz)

from polynomial θ(x)’s constant term: t = −root ·
z∑
j=1

qj ·mj as follows:

res′ = −t · root−1 mod p

=

z∑
j=1

qj ·mj

It checks res′
?
= m, where m is the result that S sent to it, in step 5f of Case 1.

(d) Accepting or rejecting the result : If all the checks pass, it accepts m and returns v̈ = 1.
Otherwise, it returns v̈ = 0.

Case 2. when verifying the j-th solution of a single puzzle belonging to client C:

(a) Checking the commitment’ opening : checks whether opening mj ∈ m and mkj ∈ ζ, given
by S in step 5d of Case 2, matches the commitment:

Ver
(
comj, (mj,mkj)

) ?
= 1

(b) Accepting or rejecting the solution: accepts the solution mj and returns v̈ = 1, if the above
check passes. It rejects the solution, and it returns v̈ = 0 otherwise.

Remark 1. In step 3(b)iiA, index j is concatenated with 0 to avoid any collision (i.e., generating the same
pseudorandom value more than once), because j, as input of PRF, will be used as input in other steps.

Theorem 2. If the sequential modular squaring assumption holds, factoring N is a hard problem, PRF, OLE+,
and the commitment schemes are secure, then MH-TLP presented above is secure, regarding Definition 9.

Theorem 3. The MH-TLP protocol presented above meets completeness, efficiency, and compactness, re-
garding Definitions 6, 7, and 8 respectively.

The remainder of this section provides proof for Thereoms 2 and 3.

5.3 Proof of Theorem 2

Proof (sketch). There will be a significant overlap between the proofs of Theorems 2 and Tempora-Fusion
(i.e., Theorem 5 in Appendix B). The proof of Theorem 2 differs from that of Theorem 5 from a key
perspective. Namely, the former requires an additional discussion on the privacy of each base rj′ before the
(j′ − 1)-th puzzle is solved, for every j′, where 2 ≤ j′ ≤ z.

Briefly, the additional discussion will rely on the security of standard RSA-based TLP, the hiding property
of the commitment, and the security of PRF.

Specifically, before the j-th puzzle is solved the related master key mkj cannot be extracted except for a
probability negligible in the security parameter, µ(λ), if the sequential modular squaring assumption holds,
factoring N is a hard problem, and the commitment scheme satisfies the hiding property. This argument
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holds for any j, where 1 ≤ j ≤ z. Therefore, with a probably at most µ(λ) an adversary can find a key
mkj′−1 of PRF to compute the base rj′ , which has been set as rj′ = PRF(j′||0,mkj′−1), for any j′, where
2 ≤ j′ ≤ z. Furthermore, since rj′ is the output of PRF, due to the security of PRF (that its output is
indistinguishable from the output of a random function), the probability of correctly computing it is µ(λ),
without the knowledge of mkj′−1. �

5.4 Proof of Theorem 3

Proof. We begin with proving the completeness of MH-TLP.

Lemma 1. MH-TLP satisfies completeness, regarding Definition 6.

We start by addressing Case 1, which involves solving a single puzzle. Due to the correctness and deterministic
nature of the original TLP [34], particularly through repeated squaring, a server can consistently derive the
master key mkj through a fixed number of repeated squaring. Furthermore, the correctness and deterministic
property of PRF ensures that the server can extract rj and subsequently compute keys kj, sj and blinding
factors zi,j and wi,j. Given these blinding factors, the server can remove them from each oi,j, resulting in a set
of y-coordinates. Due to the correctness (especially deterministic nature) of interpolation algorithms, such as
Lagrange interpolation, the server can recover the identical polynomial that the client initially constructed,
i.e., polynomial πj(x) = x + mj mod p. Given, each polynomial πj(x), the server can easily recover its
constant term mj, which is the solution to the related puzzle.

Case 2 focuses on the correctness of solving a puzzle related to the linear combination. Similar to the above
case, due to the correctness and deterministic nature of repeated squaring and PRF, the server can find
the temporary key tk and accordingly discover keys k′ and s′. These keys allow the server to remove the
blinding factors from each masked y-coordinate gi, yielding three y-coordinates θ1, θ2, and θ3. Because the
interpolation algorithm is deterministic, the server will recover a polynomial of the form θ(x) = (x− root) ·
z∑
j=1

qj · (x + mj) mod p. The main reasons that polynomial θ(x) maintains this form are (1) the correctness

of OLE+, (2) the properties of polynomial arithmetic, as explained in Section 3.4, and (3) the product of
multiple polynomials preserves each individual polynomial’s roots. Given θ(x), one can easily retrieve its

constant term and multiply it by (−root)−1 which yields the linear combination of solutions:
z∑
j=1

qj ·mj.

We proceed to Case 3, which pertains to the correctness of verification for a single puzzle. Building on the
argument presented in Case 1, the server can always retrieve the master key mkj and the related solution
mj. Assuming the commitment verification algorithm is correct, an honest server’s proof (mkj,mj) is always
accepted by an honest verifier.

Case 4 considers the correctness of verification for the linear combination. As discussed in Case 2, an honest
server can always find the temporary key tk and the keys derived from it k′ and s′. Given these keys, it
can find the root root. Due to the correctness of the commitment’s verification algorithm, proof (root, tk)
is always accepted by an honest verifier. Moreover, due to the correctness and deterministic nature of PRF,
a verifier can derive from tk the same keys (k′, s′) as the client used to blind its y-coordinates. These keys
allow the verifier to unblind the y-coordinates to obtain θ1, θ2, and θ3. Because the interpolation algorithm

is deterministic, the verifier will recover a polynomial of the form θ(x) = (x− root) ·
z∑
j=1

qj · (x+mj) mod p.

Also, evaluating polynomial θ(x) at root will always result in 0, because root is a root of θ(x). Given
root and the constant term t of θ(x), the verifier can always extract the linear combination of messages

−t · root−1 mod p =
z∑
j=1

qj ·mj, which will be equal to the result
z∑
j=1

qj ·mj that the prover sends. �

Lemma 2. MH-TLP satisfies efficiency, regarding Definition 7.
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We will initially focus on Condition 1: multi-instance. The time complexity of (traditional and multi-instance)
TLPs is dominated by the number of modular squaring. When a traditional TLP encounters z instances of
a puzzle at once, it must deal with each puzzle individually. Therefore, in this setting, its time complexity

is Ψtrad(z) = maxss ·
z∑
j=1

∆j. However, in MH-TLP, the puzzles are solved sequentially, resulting in the time

complexity of Ψmulti(z) = maxss ·
(
∆1+

z∑
j=2

(∆j−∆j−1)
)
. Therefore, the difference between the time complexity

of the TLPs in these two settings is:

Ψtrad(z)− Ψmulti(z) = maxss ·
(
(

z∑
j=1

∆j)− (∆1 +

z∑
j=2

(∆j −∆j−1)
)

= maxss ·
z−1∑
j=1

∆j

Thus, Ψtrad(z)− Ψmulti(z) = poly(z,maxss, ∆1, . . . ,∆z), for a fixed polynomial poly, meeting the criteria set
out in Condition 1.

We proceed to Condition 2: polynomial-time solving. The core primitive upon which MH-TLP and in par-
ticular the algorithm Solve() relies to solve a puzzle is the standard sequential squaring. The complexity of

Solve() is maxss ·
(
∆1 +

z∑
j=2

(∆j −∆j−1)
)
, which itself can be represented as ˆpoly(z, Tmax, log(N)), where ˆpoly

is a fixed polynomial and Tmax = maxss ·∆z.

We move on to Condition 3: faster puzzle generation property. The main operation in the algorithm
GenPuzzle() that generates puzzles is generating each value mkj = r

aj
j mod N , where aj = 2Tj mod φ(N).

The complexity of generating each aj is O(log2(T ) · log2

2(φ(N))) ≈ O(log2(T ) · log2

2(N)), while the complex-
ity of generating each mkj is O(log2(aj) · log2

2(N)) ≈ O(log2(N) · log2
2(N)). Thus, the total complexity is

O((log2(T ) + log2(N)) · z · log2

2(N)), which can be represented as poly′(z, log(T ), log(N)), where poly′ is a
fixed polynomial and T is the maximum time paramter.

Next, we turn our attention to Condition 4: faster puzzle evaluation. The Evaluate() algorithm involves gener-
ating a temporary key tk = hb mod (N), where b = 2Y mod φ(N). Based on the above analysis, these opera-
tions’ total complexity is O((log2(T )+log2(N))·log2

2(N)), where T = ∆·maxss. The Evaluate() algorithm also
involves operations to compute a linear combination of solutions m1, . . . ,mz using the coefficients q1, . . . , qz to
realize the functionality FPLC. The operation to complete the linear combination is linear with the total num-
ber of puzzles. Hence, the complexity of Evaluate() can be represented as poly′′(log(T ), log(N),FPLC

(
(q1,m1),

. . . , (qz,mz)), for a fixed polynomial poly′′. �

Lemma 3. MH-TLP satisfies compactness, regarding Definition 8.

The algorithm Evaluate() outputs a vector of three elements as a puzzle ~g = [g1, g2, g3] along with a small set
of public parameters ~pp(Evl). The bit size of each element gi of the puzzle vector ~g is log2(p). Thus, the bit

size of ~g can be represented as ||~g|| = poly
(

log(p), ||FPLC
(
(q1,m1), . . . , (qz,mz)

)
||
)

, for a fixed polynomial

poly. �

This concludes the proof of Theorem 3 as we have proved the completeness (Lemma 1), efficiency (Lemma
2), and compactness (Lemma 3). �

6 Multi-Instance Multi-Client Partially Homomorphic TLP

In this section, we present Multi-Instance Multi-Client Partially Homomorphic TLP (MMH-TLP), a protocol
that can be considered as a generalization of MH-TLP, presented in Section 5. MMH-TLP is built upon
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MH-TLP and the Tempora-Fusion introduced in [1]. It offers the features of both schemes within one unified
protocol. MMH-TLP will (i) allow a client to generate multi-puzzles such that the server can solve them
sequentially, (ii) enable the server to homomorphically compute a linear combination of puzzles of a single
client, (iii) allow the server to homomorphically compute a linear combination of puzzles of different clients,
and (iv) enable anyone to verify the correctness of each puzzle’s solution and computations’ outputs.

6.1 An Overview

At a high level, the protocol works as follows. Initially, S generates and publishes a set of public parameters,
including vector ~x and a sufficiently large prime number p. Each client independently generates its secret
and public keys. It publishes the public key. In the puzzle generation phase, each client, possessing a set of
solutions, creates puzzles for these solutions using the chaining technique described in Section 5. Each client
then publishes the puzzles along with some public parameters.

To enable S to learn a homomorphic linear combination of messages (encoded into the published puzzles)
belonging to a single client, the client engages with S through the interactive algorithm Evaluatesc(). Following
the execution of this algorithm, the client publishes a set of public parameters, and S releases a puzzle
encoding the computation result.

To facilitate S learning a homomorphic linear combination of messages, where each message (encoded into a
published puzzle) originates from a different client, the clients interact with S using algorithm Evaluatemc().
Upon completing this algorithm, the clients publish a set of public parameters, and S publishes a puzzle
encoding the computation result. After a certain period, S solves a puzzle, related to (i) the linear combination
of a single client’s solutions, (ii) the linear combination of multiple clients’ solutions, or (iii) a single client’s
solution. S then publishes the solution and the corresponding proof. Given the public parameters and the
solution, anyone can verify the proof. Figure 4 illustrates the MMH-TLP workflow.

Regarding system design, MMH-TLP differs from MH-TLP (and Tempora-Fusion) in several ways. We briefly
outline the differences.

1. In MMH-TLP, the server needs to generate t̄ x-coordinates (instead of generating only 3 x-coordinates
in MH-TLP) and each client should use these t̄ x-coordinates, for the following reason. In MMH-TLP,
each client’s outsourced polynomial (that represents its puzzle) is of degree 1. During Phase 5 (Linear
Combination for Multiple Clients), this polynomial is multiplied by ẗ polynomials each representing a
random root and is of degree 1. The resulting polynomial will have degree ẗ + 1. Therefore, at least
t̄ = ẗ+ 2 (y, x)-coordinate pairs are needed to interpolate a polynomial encoding a linear combination of
the solutions.

2. There will be two different algorithms for the linear combination, one algorithm, called Evaluatesc, to
perform a linear combination of a single client’s puzzles, and another one, called Evaluatemc, to perform
a linear combination of n different clients’ puzzles.

3. During the linear combination of different clients’ puzzles, Evaluatemc() takes a new input idu for each
client Cu. This approach allows each Cu to specify which one of its outsourced puzzles must be used as
an input to the computation.

4. Algorithms Solve() and Verify() take a new input string ˆcmd ∈ {SingleClient,MultiClient} that specifies
whether the encrypted linear combination ~g is the result of a homomorphic linear combination of messages
belonging to a single client or multiple clients. Moreover, now, these two algorithms consider three
different cases (rather than two); namely, (i) when solving or verifying a puzzle related to the linear
combination of messages where all messages belong to the same client, (ii) when solving or verifying a
puzzle related to the linear combination of messages, where each message belong to a different client,
and (iii) when solving or verifying each client’s single puzzle.

MMH-TLP and Tempora-Fusion differ from aspects 2–4 as well.
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<latexit sha1_base64="2N87FzSxzmasWRfIhEouAspq4aw=">AAACL3icbZDLSsNAFIYnXmu8RV26CTZFVyWpeNkIRV24VLRaaEOYTE906GQSZiZCDX0EH0bc6nOIG3Hr0jdw2mahrQcGvvn/czicP0wZlcp1342p6ZnZufnSgrm4tLyyaq2tX8skEwQaJGGJaIZYAqMcGooqBs1UAI5DBjdh92Tg39yDkDThV6qXgh/jW04jSrDSUmBtm077FJjCjmlWnKtg9+hy9A92HS0U/OAEVtmtusOyJ8EroIyKOg+s73YnIVkMXBGGpWx5bqr8HAtFCYO+WRmzE0Hvgfg5Y5zIvtnOJKSYdPEttDRyHIP08+G9fbuilY4dJUI/ruyh+nsix7GUvTjUnTFWd3LcG4j/ea1MRYd+TnmaKeBktCjKmK0SexCe3aECiGI9DZgIqk+xyR0WmCgdsakz8sYTmYTrWtXbr+5d1Mr14yKtEtpEW2gHeegA1dEZOkcNRNAjekYv6NV4Mt6MD+Nz1DplFDMb6E8ZXz9OjKZE</latexit>

�

.


.


.

.
.
.

<latexit sha1_base64="r0GpLGQ8AUtv02FudhdBjsXOYxA=">AAADMHicrVK7jtNAFB2b12Iem4WSZkQSQREiO0VIqFYsBeUikd2VYisaT26S0V57rJlxpMTyL/AxiBa+AypES8cfMHZcQHYLCq40o6Nz7hz7Xp04Q6GN739z3Bs3b92+c3DXu3f/wcPD1tGjMy1zxWHCJUp1ETMNKFKYGGEQLjIFLIkRzuPLk0o/X4PSQqbvzSaDKGHLVCwEZ8ZSsyPnWfcV5TLJclMzlCFKK8KcGkl1BrxuRtxQLXEN1KyAZvl2i+B5RVj/wFQt46jw+76t4bBXgWDkBxaMx6PBYFx2TlBAamZFqLkSmWlus0GgQdnxvO4/O4UxU+EbQMOuddv2aF52yv/p+CLoVZazVnvn4vv0Kgga0CZNnc5av8K55HliB+fItJ4GfmaigikjOELpdfdkqcQaeFQgplyXXphryBi/ZEuYWpiyBHRU1DOVtGuZOV1IZU9qaM3++aJgidabJLadCTMrva9V5HXaNDeLUVSI1MYBUr770CLHKgtVeuhcKODGhmEumF2SHYXyFVOMG5sxz+4o2N/IVXA26AfD/vDdoH38utnWAXlCnpLnJCAvyTF5S07JhHDng/PJ+ex8cT+6X93v7o9dq+s0bx6Tv8r9+Rud2fyK</latexit>

Client1
<latexit sha1_base64="zgYqxtx+XFzaFgGdTgvKZBf/21o=">AAACUHicdVHBThsxEJ1NW0iXloZy7MVqQOJQRZulJOGG4MKRSg0gJavI60yCFa93Zc8iRav9JT4GceHQ/kNvvbXekJVa1I5k++m9eWP5Oc6UtBQEj17jxctXG5vN1/7Wm7fb71o77y9tmhuBQ5Gq1FzH3KKSGockSeF1ZpAnscKreHFW6Ve3aKxM9VdaZhglfK7lTApOjpq0zovxasjIzOOoCDrHg154FH4KOkHQDw97FQj7n8PDcu9MSdQ0KcZWGJnReqelQhaWe+Wk1a7drHaz2s26jqmqDeu6mLR+jKepyBM3VChu7agbZBQV3JAUCkt//5mcGnmLIiqU0sKW/ji3mHGx4HMcOah5gjYqVm8p2b5jpmyWGrc0sRX7p6PgibXLJHadCacb+1yryH9po5xmg6iQOssJtXi6aJYrRimr0mVTaVCQWjrAXUDuKUzccMMFuT/wXUZ1EOz/4DLsdHud3pewfXK6TqsJH+AjHEAX+nAC53ABQxBwBw/wDb57995P71fDe2qtT9iFv6rh/wY35bJT</latexit>

Client2 .
.
.

<latexit sha1_base64="zLGLcpXijOZAUSDD2A5BdmTYhVg=">AAACUHicdVHBThsxEJ0NlMLSQlqOvVgEJA5VtBspIblF5cKRSgSQklXkdSbBwutd2bNI0Wp/iY9BvfRA/6E3buCErNQiGMn203vzxvJznClpKQh+e7W19Q8bHze3/O1Pn3d261++Xtg0NwIHIlWpuYq5RSU1DkiSwqvMIE9ihZfxzclCv7xFY2Wqz2meYZTwmZZTKTg5alw/LUbLIUMzi6MiaLaDsNc5/h40gyBstzsO9HrddhiWBydKoqZxMbLCyIxWO80Vsrw8KMf1RuVmlZtVbhY6ZlENWNXZuP53NElFnrihQnFrh2GQUVRwQ1IoLP3DV3Jq5C2KqFBKC1v6o9xixsUNn+HQQc0TtFGxfEvJDh0zYdPUuKWJLdl/HQVPrJ0nsetMOF3b19qCfEsb5jTtRoXUWU6oxctF01wxStkiXTaRBgWpuQPcBeSewsQ1N1yQ+wPfZVQFwd4HF61m2Gl2frYa/R+rtDbhG+zDEYRwDH04hTMYgIA7+AUP8Me79x69p5r30lqdsAf/Vc1/Bsa3sqo=</latexit>

Clientu

<latexit sha1_base64="zgYqxtx+XFzaFgGdTgvKZBf/21o=">AAACUHicdVHBThsxEJ1NW0iXloZy7MVqQOJQRZulJOGG4MKRSg0gJavI60yCFa93Zc8iRav9JT4GceHQ/kNvvbXekJVa1I5k++m9eWP5Oc6UtBQEj17jxctXG5vN1/7Wm7fb71o77y9tmhuBQ5Gq1FzH3KKSGockSeF1ZpAnscKreHFW6Ve3aKxM9VdaZhglfK7lTApOjpq0zovxasjIzOOoCDrHg154FH4KOkHQDw97FQj7n8PDcu9MSdQ0KcZWGJnReqelQhaWe+Wk1a7drHaz2s26jqmqDeu6mLR+jKepyBM3VChu7agbZBQV3JAUCkt//5mcGnmLIiqU0sKW/ji3mHGx4HMcOah5gjYqVm8p2b5jpmyWGrc0sRX7p6PgibXLJHadCacb+1yryH9po5xmg6iQOssJtXi6aJYrRimr0mVTaVCQWjrAXUDuKUzccMMFuT/wXUZ1EOz/4DLsdHud3pewfXK6TqsJH+AjHEAX+nAC53ABQxBwBw/wDb57995P71fDe2qtT9iFv6rh/wY35bJT</latexit> C
li
en

t 2
<latexit sha1_base64="r0GpLGQ8AUtv02FudhdBjsXOYxA=">AAADMHicrVK7jtNAFB2b12Iem4WSZkQSQREiO0VIqFYsBeUikd2VYisaT26S0V57rJlxpMTyL/AxiBa+AypES8cfMHZcQHYLCq40o6Nz7hz7Xp04Q6GN739z3Bs3b92+c3DXu3f/wcPD1tGjMy1zxWHCJUp1ETMNKFKYGGEQLjIFLIkRzuPLk0o/X4PSQqbvzSaDKGHLVCwEZ8ZSsyPnWfcV5TLJclMzlCFKK8KcGkl1BrxuRtxQLXEN1KyAZvl2i+B5RVj/wFQt46jw+76t4bBXgWDkBxaMx6PBYFx2TlBAamZFqLkSmWlus0GgQdnxvO4/O4UxU+EbQMOuddv2aF52yv/p+CLoVZazVnvn4vv0Kgga0CZNnc5av8K55HliB+fItJ4GfmaigikjOELpdfdkqcQaeFQgplyXXphryBi/ZEuYWpiyBHRU1DOVtGuZOV1IZU9qaM3++aJgidabJLadCTMrva9V5HXaNDeLUVSI1MYBUr770CLHKgtVeuhcKODGhmEumF2SHYXyFVOMG5sxz+4o2N/IVXA26AfD/vDdoH38utnWAXlCnpLnJCAvyTF5S07JhHDng/PJ+ex8cT+6X93v7o9dq+s0bx6Tv8r9+Rud2fyK</latexit> C

li
en

t 1

<latexit sha1_base64="rK9wgUkuAYw8SyR9MCZ4hqRxD9A=">AAACUHicbVHBThsxEJ1NSxu20KblyMVqQOoBRd4g0uSG4MKRSg0gJavI60yChde7smeRotX+Uj+m6qUH+Adu3FpvSKU2dCTbT+89jzXPSa6VI85/Bo0XLzdevW5uhm+2tt++a73/cOGywkocykxn9ioRDrUyOCRFGq9yiyJNNF4mN6e1fnmL1qnMfKVFjnEq5kbNlBTkqUnrrBwvm4zsPIlL3uG9owEfHPDOEY/6S8B5r989rPZOtUJDk3LspFU5rXZaaGSm2qsmrXbtrYs9B9EKtGFV55PWw3iaySL1TaUWzo0inlNcCktKaqzC/TU5s+oWZVxqbaSrwnHhMBfyRsxx5KERKbq4XM5SsX3PTNkss34ZYkv27xulSJ1bpIl3poKu3bpWk//TRgXN+nGpTF4QGvn00KzQjDJWp8umyqIkvfBA+ID8KExeCysk+T8IfUbReiLPwUW3E/U6vS/d9vHJKq0m7MJH+AQRfIZjOINzGIKEb/AD7uA++B48Br8awZP1zwk78E81wt80ybJO</latexit>

Clientn

<latexit sha1_base64="rK9wgUkuAYw8SyR9MCZ4hqRxD9A=">AAACUHicbVHBThsxEJ1NSxu20KblyMVqQOoBRd4g0uSG4MKRSg0gJavI60yChde7smeRotX+Uj+m6qUH+Adu3FpvSKU2dCTbT+89jzXPSa6VI85/Bo0XLzdevW5uhm+2tt++a73/cOGywkocykxn9ioRDrUyOCRFGq9yiyJNNF4mN6e1fnmL1qnMfKVFjnEq5kbNlBTkqUnrrBwvm4zsPIlL3uG9owEfHPDOEY/6S8B5r989rPZOtUJDk3LspFU5rXZaaGSm2qsmrXbtrYs9B9EKtGFV55PWw3iaySL1TaUWzo0inlNcCktKaqzC/TU5s+oWZVxqbaSrwnHhMBfyRsxx5KERKbq4XM5SsX3PTNkss34ZYkv27xulSJ1bpIl3poKu3bpWk//TRgXN+nGpTF4QGvn00KzQjDJWp8umyqIkvfBA+ID8KExeCysk+T8IfUbReiLPwUW3E/U6vS/d9vHJKq0m7MJH+AQRfIZjOINzGIKEb/AD7uA++B48Br8awZP1zwk78E81wt80ybJO</latexit> C
li
en

t n

.


.


.

.


.


.

.


.


.

<latexit sha1_base64="JINvhvD8+VQ2cVxEWFnGQUhhQtI=">AAACnHicbVFda9swFJW9r877yrbHwRBLAtsoQcqwG7+VtQ+DMehgSQuxCbJyk4rKspHkQjD+F/tz+xl73dNk1w9b2gsSh3PuPeIeZaUUxhLyy/Pv3X/w8NHB4+DJ02fPXwxevlqYotIc5ryQhb7ImAEpFMytsBIuSg0szyScZ1cnrX5+DdqIQv2wuxLSnG2V2AjOrKNWg59BnXQuS73N0ppMQkLj6OiQTAihYRg5EMezkNJmlJyCtGxVJ4ZrUdr+tjsJuGpGTRCM96xIFMYkPuw8Zx0gJJpNPzWjEylA2TutlLNaDYZtb1v4NqA9GKK+zlaD38m64FXuTLlkxiwpKW1aM20Fl9AE4z250OIaeFpLqbhpgqQyUDJ+xbawdFCxHExad7s0eOyYNd4U2h1lccf+O1Gz3JhdnrnOnNlLs6+15F3asrKbWVoLVVYWFL95aFNJbAvc/hReCw3cyp0DzAXkVsH8kmnGrfvPwGVE9xO5DRbTCY0m0ffp8Phzn9YBeoPeofeIoiN0jL6gMzRHHP3xsPfB++i/9U/9r/63m1bf62deo//KX/wF3n3HPg==</latexit>

�u

<latexit sha1_base64="4bXi6bVVBLvAP6e8KtFBwtefdbs=">AAAC6HicbZLLjtMwFIadDJch3MqwZGPRVmJRVXZQMsluxCDEcpDozEhtVDmu2zHjOJHtVCpR3oEdYstbseMVeAPcJAvI9Ei2fp3LZ59jp4Xg2iD0y3GP7t1/8PD4kff4ydNnzwcvTi51XirKZjQXubpOiWaCSzYz3Ah2XShGslSwq/T2fB+/2jKleS4/m13BkoxsJF9zSox1LQe/Pc+rFg1nrjZpUqEpshaGk73AEcJWxHHk+3E9Mstqoanihel2sxMMfp1AXI9qCxr3SAHCcXjakoIgbEkBttmL90wYchBXNqw+CoVBjOJJw4waYS8Z+W/r0bngTB6+mbSo5WDYtoQQvCtwJ4ags4vl4M9ildMys1AqiNZzjAqTVEQZTgWrvXEvnCu+ZTSphJBU196i1Kwg9JZs2NxKSTKmk6rppYZj61nBda7skgY23n8rKpJpvctSm5kRc6P7sb3zUGxemnWUVFwWpWGStgetSwFNDvevDldcMWrEzgpiB2RbgfSGKEKN/RuenRHuT+SuuPSnOJyGn/zh2btuWsfgFXgN3gAMTsEZ+AguwAxQ54MjnNLZul/cb+5390eb6jpdzUvwn7k//wKDyt/c</latexit>

tz,1

<latexit sha1_base64="8pJAjUkeheeufwNH3K5yub8ohQc=">AAAC6nicbZJNb9MwGMed8DbCW4EjF4u2EodS2UHJktvEOOw4JLpNaqPKcd3OmuNEtrOtRPkS3BBXvhRXvgHfADfJAbI+kq2/npef/Tx2WgiuDUK/HPfe/QcPHx089p48ffb8xeDlqzOdl4qyGc1Fri5Sopngks0MN4JdFIqRLBXsPL063sXPr5nSPJdfzLZgSUY2kq85Jca6loPfnudVi4YzV5s0qdAUWQvDyU7gCGEr4jjy/bgemWW10FTxwnS72QoGv77HE4jrUW1R4x4rQDgOD1tWEIQtK8A2e/GJCUP2AsuG1UehMIhRPGmYUSPsNSP/Qz06FpzJ/XeTFrUcDNumEIJ3Be7EEHR2uhz8WaxyWmYWSgXReo5RYZKKKMOpYLU37oVzxa8ZTSohJNW1tyg1Kwi9Ihs2t1KSjOmkanqp4dh6VnCdK7ukgY3334qKZFpvs9RmZsRc6n5s59wXm5dmHSUVl0VpmKTtQetSQJPD3bvDFVeMGrG1gtgB2VYgvSSKUGN/h2dnhPsTuSvO/CkOp+Fnf3j0sZvWAXgD3oJ3AINDcAROwCmYAeqcONK5cW5d4X5zv7s/2lTX6Wpeg//M/fkXzurgTg==</latexit>

tz�1,1

<latexit sha1_base64="u3XZOly4jesrTdZtTsQKfnYTBEE=">AAAC6HicbZJNa9swGMdldy+d95Z1x13EksAOIUgudu1bWcfYsYOlLSQmyIqSapVlI8mBYPwddhu77lvttq+wbzDF9mFz84DEn+flJz2PlBaCa4PQL8c9evDw0ePjJ97TZ89fvBy8OrnSeakom9Fc5OomJZoJLtnMcCPYTaEYyVLBrtO7i338esuU5rn8YnYFSzKykXzNKTHWtRz89jyvWjScudqkSYWmyFoYTvYCRwhbEceR78f1yCyrhaaKF6bbzU4weDqBuB7VFjTukQKE4/CsJQVB2JICbLMXH5gw5CCubFh9FAqDGMWThhk1wl4y8k/r0YXgTB6+mbSo5WDYtoQQvC9wJ4ags8vl4M9ildMys1AqiNZzjAqTVEQZTgWrvXEvnCu+ZTSphJBU196i1Kwg9I5s2NxKSTKmk6rppYZj61nBda7skgY23n8rKpJpvctSm5kRc6v7sb3zUGxemnWUVFwWpWGStgetSwFNDvevDldcMWrEzgpiB2RbgfSWKEKN/RuenRHuT+S+uPKnOJyGn/3h+ftuWsfgDXgL3gEMzsA5+AQuwQxQ56MjnNLZul/db+5390eb6jpdzWvwn7k//wLj+9+V</latexit>

t3,1

<latexit sha1_base64="oNDxMyCjL8HsuTjUDo+crbrg/Ko=">AAAC6HicbZJNa9swGMdldy+d95Z1x13EksAOIUgedu1bWcfYsYOlLSQmyIqSqpVlI8mBYPwddhu77lvttq+wbzDF9mFz84DEn+flJz2PlBaCa4PQL8c9evDw0ePjJ97TZ89fvBy8OrnUeakom9Fc5Oo6JZoJLtnMcCPYdaEYyVLBrtK78338asuU5rn8anYFSzKykXzNKTHWtRz89jyvWjScudqkSYWmyFoYTvYCRwhbEceR78f1yCyrhaaKF6bbzU4w6E8grke1BY17pADhODxtSUEQtqQA2+zFRyYMOYgrG1YfhcIgRvGkYUaNsJeM/Pf16FxwJg/fTFrUcjBsW0II3he4E0PQ2cVy8GexymmZWSgVROs5RoVJKqIMp4LV3rgXzhXfMppUQkiqa29RalYQekc2bG6lJBnTSdX0UsOx9azgOld2SQMb778VFcm03mWpzcyIudH92N55KDYvzTpKKi6L0jBJ24PWpYAmh/tXhyuuGDViZwWxA7KtQHpDFKHG/g3Pzgj3J3JfXPpTHE7DL/7w7EM3rWPwBrwF7wAGp+AMfAYXYAao88kRTuls3Vv3m/vd/dGmuk5X8xr8Z+7Pv+G735Q=</latexit>

t2,1

<latexit sha1_base64="0m6JsqdZdhM9SBBGUHlAtSpuK34=">AAAC6HicbZJNa9swGMdldy+d95Z1x13EksAOIUgedu1bWcfYsYOlLSQmyIqSqpVlI8mBYPwddhu77lvttq+wbzDF9mFz84DEn+flJz2PlBaCa4PQL8c9evDw0ePjJ97TZ89fvBy8OrnUeakom9Fc5Oo6JZoJLtnMcCPYdaEYyVLBrtK78338asuU5rn8anYFSzKykXzNKTHWtRz89jyvWjScudqkSYWmyFoYTvYCRwhbEceR78f1yCyrhaaKF6bbzU4wiCcQ16PagsY9UoBwHJ62pCAIW1KAbfbiIxOGHMSVDauPQmEQo3jSMKNG2EtG/vt6dC44k4dvJi1qORi2LSEE7wvciSHo7GI5+LNY5bTMLJQKovUco8IkFVGGU8Fqb9wL54pvGU0qISTVtbcoNSsIvSMbNrdSkozppGp6qeHYelZwnSu7pIGN99+KimRa77LUZmbE3Oh+bO88FJuXZh0lFZdFaZik7UHrUkCTw/2rwxVXjBqxs4LYAdlWIL0hilBj/4ZnZ4T7E7kvLv0pDqfhF3949qGb1jF4A96CdwCDU3AGPoMLMAPU+eQIp3S27q37zf3u/mhTXaereQ3+M/fnX99735M=</latexit>

t1,1

<latexit sha1_base64="VThn/YOeUYQY1JIMOiI3++m+vJQ=">AAAC8XicfZJNb9MwGMed8DbCW4EjF4u2EoeqsjMlS24T48CNIdFtUhNVjut21hwnsp1JVRT4HNwQVz4RH4Ej3wA3yQGyiUey9dfz8rOfx85KwbVB6Kfj3rl77/6Dg4feo8dPnj4bPX9xpotKUbaghSjURUY0E1yyheFGsItSMZJngp1nVyf7+Pk1U5oX8pPZlSzNyVbyDafEWNdq9MvzvDppOUu1zdIazZG1MJztBY4QtiKOI9+Pm0mSEZW8Y8KQVZ1oqnhp+t3sBIP+DOJm0ljidIAMEI7Dow4ZBGGHDLDN/g+uallDFAqDGMWzlhm1wt428g+byYngTJpbUdKiVqNx1xtC8KbAvRiD3k5Xo9/JuqBVbqFUEK2XGJUmrYkynArWeNNBuFD8mtG0FkJS3XhJpVlJ6BXZsqWVkuRMp3XbSwOn1rOGm0LZJQ1svX9X1CTXepdnNjMn5lIPY3vnbbFlZTZRWnNZVoZJ2h20qQQ0Bdw/P1xzxagROyuIHZBtBdJLogg19pN4dkZ4OJGb4syf43AefvTHx2/7aR2AV+A1eAMwOALH4D04BQtAnQ9O5Xx2vrja/ep+c793qa7T17wE/5j74w+fc+NR</latexit>

�̄2,1

<latexit sha1_base64="08QS2rQS0d8mp0n+6IbxINPPia8=">AAAC8XicfZJNb9MwGMed8DbCW4EjF4u2EoeqsjMlS24T48CNIdFtUhNVjut21hwnsp1JVRT4HNwQVz4RH4Ej3wA3yQGyiUey9dfz8rOfx85KwbVB6Kfj3rl77/6Dg4feo8dPnj4bPX9xpotKUbaghSjURUY0E1yyheFGsItSMZJngp1nVyf7+Pk1U5oX8pPZlSzNyVbyDafEWNdq9MvzvDppOUu1zdIazZG1MJztBY4QtiKOI9+Pm0mSEZW8Y8KQVZ1oqnhp+t3sBIOHM4ibSWOJ0wEyQDgOjzpkEIQdMsA2+z+4qmUNUSgMYhTPWmbUCnvbyD9sJieCM2luRUmLWo3GXW8IwZsC92IMejtdjX4n64JWuYVSQbReYlSatCbKcCpY400H4ULxa0bTWghJdeMllWYloVdky5ZWSpIzndZtLw2cWs8abgpllzSw9f5dUZNc612e2cycmEs9jO2dt8WWldlEac1lWRkmaXfQphLQFHD//HDNFaNG7KwgdkC2FUgviSLU2E/i2Rnh4URuijN/jsN5+NEfH7/tp3UAXoHX4A3A4Agcg/fgFCwAdT44lfPZ+eJq96v7zf3epbpOX/MS/GPujz+hs+NS</latexit>

�̄3,1

<latexit sha1_base64="VJCT5z7Epbhx7zZZZes8MkE/FW0=">AAAC8XicfZLLjtMwFIadcBvCrcCSjUVbiUVV2UHJJLsRw4Idg0RnRmqiynHdjjWOE9nOSCUKPAc7xJYn4hFY8ga4SRaQGXEkW7/O5bPPsbNScG0Q+um4t27fuXvv4L734OGjx09GT5+d6qJSlC1oIQp1nhHNBJdsYbgR7LxUjOSZYGfZ5fE+fnbFlOaF/Gh2JUtzspV8wykx1rUa/fI8r05azlJts7RGc2QtDGd7gSOErYjjyPfjZpJkRCVvmTBkVSeaKl6afjc7weCnGcTNpLHE6QAZIByHhx0yCMIOGWCb/R9c1bKGKBQGMYpnLTNqhb1t5L9uJseCM2luREmLWo3GXW8IwesC92IMejtZjX4n64JWuYVSQbReYlSatCbKcCpY400H4ULxK0bTWghJdeMllWYloZdky5ZWSpIzndZtLw2cWs8abgpllzSw9f5dUZNc612e2cycmAs9jO2dN8WWldlEac1lWRkmaXfQphLQFHD//HDNFaNG7KwgdkC2FUgviCLU2E/i2Rnh4USui1N/jsN5+MEfH73pp3UAXoCX4BXA4BAcgXfgBCwAdd47lfPZ+eJq96v7zf3epbpOX/Mc/GPujz9BguOZ</latexit>

�̄z,1

<latexit sha1_base64="PX+qXExmV7HVzbMLngaRANwLEWw=">AAAC7XicfZLLbtQwFIadcCvhNsCSjcXMSCxGIzsoabKrKAskNkVi2kqTaOR4PFOrjhNsp9I0ymOwQ2x5Jh6AB+AN8CRZQFpxJFu/zuWzz7GzUnBtEPrpuHfu3rv/4OCh9+jxk6fPRs9fnOqiUpQtaCEKdZ4RzQSXbGG4Eey8VIzkmWBn2eXxPn52xZTmhfxsdiVLc7KVfMMpMda1Gv3yPK9OWs5SbbO0RnNkLQxne4EjhK2I48j342aSvGfCkFWdaKp4afrd7ASD1zOIm0ljadMBLkA4Dg87XBCEHS7A+L+4qmUNUSgMYhTPWmbUCnvTyH/bTI4FZ9LcipIWtRqNu74QgjcF7sUY9HayGv1O1gWtcgulgmi9xKg0aU2U4VSwxpsOwoXiV4ymtRCS6sZLKs1KQi/Jli2tlCRnOq3bXho4tZ413BTKLmlg6/27oia51rs8s5k5MRd6GNs7b4stK7OJ0prLsjJM0u6gTSWgKeD+6eGaK0aN2FlB7IBsK5BeEEWosR/EszPCw4ncFKf+HIfz8JM/PnrXT+sAvAKvwRuAwSE4Ah/ACVgA6nx0vjjXTu0W7lf3m/u9S3WdvuYl+MfcH38AxGbh4A==</latexit>

�z,1

<latexit sha1_base64="wMtkAFhPI0JNHlIxPiHkJbfqitY=">AAAC7XicfZLLbtQwFIadcCvhNsCSjcXMSCxGIztV0mRXURZIbIrEtJUm0cjxeKZWHSfYTqUhymOwQ2x5Jh6AB+AN8CRZQFpxJFu/zuWzz7GzUnBtEPrpuHfu3rv/4OCh9+jxk6fPRs9fnOmiUpQtaCEKdZERzQSXbGG4EeyiVIzkmWDn2dXJPn5+zZTmhfxkdiVLc7KVfMMpMda1Gv3yPK9OWs5SbbO0RnNkLQxne4EjhK2I48j342aSvGPCkFWdaKp4afrd7ASDeAZxM2ksbTrABQjH4VGHC4KwwwUY/xdXtawhCoVBjOJZy4xaYW8a+YfN5ERwJs2tKGlRq9G46wsheFPgXoxBb6er0e9kXdAqt1AqiNZLjEqT1kQZTgVrvOkgXCh+zWhaCyGpbryk0qwk9Ips2dJKSXKm07rtpYFT61nDTaHskga23r8rapJrvcszm5kTc6mHsb3zttiyMpsorbksK8Mk7Q7aVAKaAu6fHq65YtSInRXEDsi2AuklUYQa+0E8OyM8nMhNcebPcTgPP/rj47f9tA7AK/AavAEYHIFj8B6cggWgzgfns/PFqd3C/ep+c793qa7T17wE/5j74w8gJuGX</latexit>

�1,1
<latexit sha1_base64="5s+MuyxbAbzh+kswFBDO+18dths=">AAAC7XicfZLLbtQwFIadcCvhNsCSjcXMSCxGIztV0mRXURZIbIrEtJUm0cjxeKZWHSfYTqUhymOwQ2x5Jh6AB+AN8CRZQFpxJFu/zuWzz7GzUnBtEPrpuHfu3rv/4OCh9+jxk6fPRs9fnOmiUpQtaCEKdZERzQSXbGG4EeyiVIzkmWDn2dXJPn5+zZTmhfxkdiVLc7KVfMMpMda1Gv3yPK9OWs5SbbO0RnNkLQxne4EjhK2I48j342aSvGPCkFWdaKp4afrd7ASD/gziZtJY2nSACxCOw6MOFwRhhwsw/i+uallDFAqDGMWzlhm1wt408g+byYngTJpbUdKiVqNx1xdC8KbAvRiD3k5Xo9/JuqBVbqFUEK2XGJUmrYkynArWeNNBuFD8mtG0FkJS3XhJpVlJ6BXZsqWVkuRMp3XbSwOn1rOGm0LZJQ1svX9X1CTXepdnNjMn5lIPY3vnbbFlZTZRWnNZVoZJ2h20qQQ0Bdw/PVxzxagROyuIHZBtBdJLogg19oN4dkZ4OJGb4syf43AefvTHx2/7aR2AV+A1eAMwOALH4D04BQtAnQ/OZ+eLU7uF+9X95n7vUl2nr3kJ/jH3xx8iZuGY</latexit>

�2,1
<latexit sha1_base64="I80MK7fXRUZG2SDzmxFLYgqTuCI=">AAAC7XicfZLLbtQwFIadcCvhNsCSjcXMSCxGIztV0mRXURZIbIrEtJUm0cjxeKZWHSfYTqUhymOwQ2x5Jh6AB+AN8CRZQFpxJFu/zuWzz7GzUnBtEPrpuHfu3rv/4OCh9+jxk6fPRs9fnOmiUpQtaCEKdZERzQSXbGG4EeyiVIzkmWDn2dXJPn5+zZTmhfxkdiVLc7KVfMMpMda1Gv3yPK9OWs5SbbO0RnNkLQxne4EjhK2I48j342aSvGPCkFWdaKp4afrd7ASDhzOIm0ljadMBLkA4Do86XBCEHS7A+L+4qmUNUSgMYhTPWmbUCnvTyD9sJieCM2luRUmLWo3GXV8IwZsC92IMejtdjX4n64JWuYVSQbReYlSatCbKcCpY400H4ULxa0bTWghJdeMllWYloVdky5ZWSpIzndZtLw2cWs8abgpllzSw9f5dUZNc612e2cycmEs9jO2dt8WWldlEac1lWRkmaXfQphLQFHD/9HDNFaNG7KwgdkC2FUgviSLU2A/i2Rnh4URuijN/jsN5+NEfH7/tp3UAXoHX4A3A4Agcg/fgFCwAdT44n50vTu0W7lf3m/u9S3WdvuYl+MfcH38AJKbhmQ==</latexit>

�3,1

<latexit sha1_base64="1UkDabpEgNb8PsEr2erZY15hMsc=">AAACTHicbVBNS8NAFNzUr1q/qh69BKvgQUoSta03UQ8eFawKbSib7WtdutmE3RehhPwhf4x41X8heBPBTc1BqwO7DDNvdnkTxIJrdJwXqzQzOze/UF6sLC2vrK5V1zdudJQoBm0WiUjdBVSD4BLayFHAXayAhoGA22B0lvu3D6A0j+Q1jmPwQzqUfMAZRSP1qudpd/JIRw0DP3Xqx62Gd+TtO3XHaXoHjZx4zUPvINvBXtrVTPEYixvHAtx9L9vJetVaHshh/yVuQWqkwGWv+tbtRywJQSITVOuO68Top1QhZwKyyu6UHSn+AMxPhZBMZ5VuoiGmbESH0DFU0hC0n072yOxdo/TtQaTMkWhP1J+JlIZaj8PATIYU7/W0l4v/eZ0EBy0/5TJOECT7/miQCBsjO2/W7nMFDMXYEGoaMqvY7J4qytD0XzEdudON/CU3Xt1t1BtXXu3ktGirTLbINtkjLmmSE3JBLkmbMPJInskLebWerHfrw/r8Hi1ZRWaT/EJp/gs/RbE4</latexit>

t1,2
<latexit sha1_base64="EbhsZ7CV1d/G+PjYhFgL80yDJec=">AAACTHicbVBNSyNBFOyJ61fWj+ge9zIYhT1ImOloojdZ9+AxglEhGUJP5yU29vQM3W8CYZg/5I8Rr+6/WPAmgj3JHDRuQTdF1atuXoWJFAY979mpLH1bXlldW69+39jc2q7t7F6bONUcujyWsb4NmQEpFHRRoITbRAOLQgk34f154d9MQBsRqyucJhBEbKzESHCGVhrU/mT92SM9PQ6DzGucnrToMT30Gp7Xps1WQWj7iDbzfRxkfcO1SLC8cSqBHtJ8Px/U6kWggPuV+CWpkxKdQe1ffxjzNAKFXDJjer6XYJAxjYJLyKsHC3asxQR4kEmpuMmr/dRAwvg9G0PPUsUiMEE22yN3D6wydEextkehO1M/JjIWGTONQjsZMbwzi14h/s/rpTg6CTKhkhRB8flHo1S6GLtFs+5QaOAop5Yw25BdxeV3TDOOtv+q7chfbOQruaYNv9VoXdL62e+yrTXyk+yRX8QnbXJGLkiHdAknD+SJPJO/zqPz4rw6b/PRilNmfpBPqKy8A0DtsTk=</latexit>

t2,2
<latexit sha1_base64="WzxfbKXokOPozyev5Fbjjkt8Frw=">AAACTXicbVFNT9tAEF2nhdDwFeDYy6oBiQOKbAcSuCFQpR6p1ASkxIrWm0lYZb22dseRIsu/iB9TcQR+BYfeqqrrxIc2MNKunt6bN6t5GyZSGHTdJ6fy4ePaenXjU21za3tnt7633zNxqjl0eSxjfRcyA1Io6KJACXeJBhaFEm7D6XWh385AGxGrHzhPIIjYRImx4AwtNax/zQaLIX09CYPMbV6ct/0z/8Rtum7Hb7UL4HdO/VZ+iMNsYLgWCZY3ziXQ1omfH+bDeqNwFEXfAq8EDVLWzbD+OhjFPI1AIZfMmL7nJhhkTKPgEvLa0YocazEDHmRSKm7y2iA1kDA+ZRPoW6hYBCbIFovk9MgyIzqOtT0K6YL915GxyJh5FNrOiOG9WdUK8j2tn+L4PMiESlIExZcPjVNJMaZFtHQkNHCUcwuYjciuQvk904yj/YCazchbTeQt6PlNr91sf/cbl1dlWhvkM/lCjolHOuSSfCM3pEs4eSCP5Jm8OD+dX85v58+yteKUngPyX1WqfwGxfbFk</latexit>

t3,2

<latexit sha1_base64="IP7AA/V1yWEtxXkX5oi0uJKfSsI=">AAACTXicbVFNSysxFM1Unx99Pq26dBOsggspM6O2uhNFcKlgVWiHkklvazCTGZI7Qh3mF/ljxKXv/QoX7kTM1FlofRcSDufcc8M9CRMpDLrus1OZmv41Mzs3X/298Gdxqba8cmniVHNo81jG+jpkBqRQ0EaBEq4TDSwKJVyFt8eFfnUH2ohYXeAogSBiQyUGgjO0VK92knXHQzp6GAaZ2zjYb/p7/rbbcN2Wv9MsgN/a9XfyDexlXcO1SLC8cSSB3m/7+Ubeq9ULR1H0J/BKUCdlnfVqL91+zNMIFHLJjOl4boJBxjQKLiGvbk7IsRZ3wINMSsVNXu2mBhLGb9kQOhYqFoEJsvEiOd20TJ8OYm2PQjpmvzoyFhkzikLbGTG8MZNaQf5P66Q42A8yoZIUQfHPhwappBjTIlraFxo4ypEFzEZkV6H8hmnG0X5A1WbkTSbyE1z6Da/ZaJ779cOjMq05skbWyRbxSIscklNyRtqEkwfyRP6Sf86j8+q8Oe+frRWn9KySb1WZ/QAnJLGr</latexit>

tz,2

<latexit sha1_base64="j+3kgLjMPXj9BG/X9UxIErgVp/k=">AAACTXicbVFNSysxFM30+Vm/6ntLN8EquJCSqVjrTnw8cKlgVWiHkklva2gmMyR3hDLML/LHPN5S/RUu3D3ETJ2FVg8kHM6594Z7EiZKWmTswav8mJtfWFxarq6srq1v1DZ/Xtk4NQI6IlaxuQm5BSU1dFCigpvEAI9CBdfh+HfhX9+BsTLWlzhJIIj4SMuhFByd1K/9yXrTIV0zCoOMNVjr8Jgd77PGIfPbU8JYq908yHewn/WsMDLB8saJAurvOyvv1+pFYQH6lfglqZMS5/3ac28QizQCjUJxa7s+SzDIuEEpFOTV3Rk7NvIORJAppYXNq73UQsLFmI+g66jmEdggmy6S012nDOgwNu5opFP1Y0fGI2snUegqI463dtYrxO+8borDdpBJnaQIWrw/NEwVxZgW0dKBNCBQTRzhLiK3ChW33HCB7gOqLiN/NpGv5KrZ8FuN1kWzfnJaprVEtsg22SM+OSIn5Iyckw4R5J78I4/kyfvrvXj/vdf30opX9vwin1BZfAO067Fm</latexit>

t1,3
<latexit sha1_base64="Lgn0CZPqLPnWfiRTUCFmL0x1eaw=">AAACTXicbVFNaxsxENW6H0ncL7c95iLiBnowRusQ176FlEKODsR2wF6MVh47wlrtIs0azLK/qD+m9JjkV/TQWwnR2ntI7D6QeLw3M2KewkRJi4zdepUXL1+93ts/qL55++79h9rHTwMbp0ZAX8QqNtcht6Ckhj5KVHCdGOBRqGAYLr4X/nAJxspYX+EqgSDicy1nUnB00qT2Ixuvh4zMPAwy1mTt0y7rNljzlPmdNWGs3Wmd5F9wko2tMDLB8saVAtpqOCuf1OpFYQG6S/yS1EmJ3qT2ZzyNRRqBRqG4tSOfJRhk3KAUCvLq8ZYdG7kEEWRKaWHz6ji1kHCx4HMYOap5BDbI1ovk9NgpUzqLjTsa6Vp92pHxyNpVFLrKiOON3fYK8X/eKMVZJ8ikTlIELTYPzVJFMaZFtHQqDQhUK0e4i8itQsUNN1yg+4Cqy8jfTmSXDFpNv91sX7bqZ+dlWvvkkByRr8Qn38gZuSA90ieC/CS/yR259355f71/3sOmtOKVPZ/JM1T2HgG2k7Fn</latexit>

t2,3
<latexit sha1_base64="5Gnhm2av0QgCFKPQ+vZn9eZFHLo=">AAACTXicbVFNaxsxENW6H3GdtnHbYy8iTqCHYLQOduybSSnk6EDtBOzFaOWxI6zVLtKswSz7i/pjSo9JfkUPvZUQrb2HxukDicd7MyPmKUyUtMjYrVd58fLV673qm9r+23fvD+ofPo5snBoBQxGr2FyH3IKSGoYoUcF1YoBHoYKrcPm18K9WYKyM9XdcJxBEfKHlXAqOTprWv2WTzZCxWYRBxpqs0+6x3glrtpnf3RDGOt3WaX6E02xihZEJljeuFdDTE2fl03qjKCxAnxO/JA1SYjCt/57MYpFGoFEobu3YZwkGGTcohYK8drxjx0auQASZUlrYvDZJLSRcLPkCxo5qHoENss0iOT12yozOY+OORrpR/+3IeGTtOgpdZcTxxu56hfg/b5zivBtkUicpghbbh+apohjTIlo6kwYEqrUj3EXkVqHihhsu0H1AzWXk7ybynIxaTb/T7Fy2Gv3zMq0q+UwOyRfikzPSJxdkQIZEkB/kF7kj995P74/313vYlla8sucTeYLK3iO4O7Fo</latexit>

t3,3
<latexit sha1_base64="5g70F5JjscJANTt0Iz7h+A6lJgM=">AAACTXicbVFNaxsxENW6zUedL7c59iLqBHIIRutg17mFhkCPKcROwF6MVh47IlrtIs0anGV/UX5MyLHJr8ght1CqtfeQOn0g8XhvZsQ8hYmSFhn77VU+fFxZXVv/VN3Y3NreqX3+0rNxagR0RaxicxVyC0pq6KJEBVeJAR6FCi7Dm9PCv5yCsTLWFzhLIIj4RMuxFBydNKydZYP5kL6ZhEHGGqzdOmbHh6zRYn5nThhrd5pH+R4Os4EVRiZY3jhTQG8PnZUPa/WisAB9T/yS1EmJ82HteTCKRRqBRqG4tX2fJRhk3KAUCvLq/pIdGzkFEWRKaWHz6iC1kHBxwyfQd1TzCGyQzRfJ6b5TRnQcG3c00rn6tiPjkbWzKHSVEcdru+wV4v+8forjTpBJnaQIWiweGqeKYkyLaOlIGhCoZo5wF5FbhYprbrhA9wFVl5G/nMh70ms2/Haj/atZP/lRprVOvpJv5ID45Ds5IT/JOekSQe7IA3kkT9699+K9en8WpRWv7Nkl/6Cy9hct4rGv</latexit>

tz,3

<latexit sha1_base64="f98hMlMp9DuG/M5zNH4XK9mqc/A=">AAACTnicbVFdSyMxFM3U/ajdr6qPvgSr7D5ISYRW+yYKso8uWBXaoWTS2xrMZIbkjlCG+Uf+GPFN9E/44pvsZuo8aN0LCYdz7rnhnkSpVg4ZuwtqSx8+fvpcX258+frt+4/myuqpSzIroS8TndjzSDjQykAfFWo4Ty2IONJwFl0elvrZFVinEnOCsxTCWEyNmigp0FOj5lE+nA8Z2GkU5qzdYbzX3d1mbcZ4p9P1oNfb63BebOLPUT500qoUqxtnGijbzorNYtRslZay6HvAK9AiVR2Pmo/DcSKzGAxKLZwbcJZimAuLSmooGlsLcmLVFcgw19pIVzSGmYNUyEsxhYGHRsTgwny+SUG3PDOmk8T6Y5DO2deOXMTOzeLId8YCL9yiVpL/0wYZTvbCXJk0QzDy5aFJpikmtMyWjpUFiXrmgfAR+VWovBBWSPQ/0PAZ8cVE3oPTnTbvtrt/dlr7B1VadbJONsgvwsku2Se/yTHpE0muyS25Jw/BTfAUPAd/X1prQeVZI2+qVv8HoYOx3w==</latexit>

t00,u

<latexit sha1_base64="xaDG2ev7J5eBckQ8Lgipt97jwck=">AAACTHicbVBNaxsxFNS6bZpsv5z22IuoHdpDMSuD7fgWmhx6TKD+gPVitPKzI6zVLtJbg1n2D+XHlF7TfxHoLRSqdfbQOh2QGGbeSLyJMyUtBsGt13jy9NnB88Mj/8XLV6/fNI/fjm2aGwEjkarUTGNuQUkNI5SoYJoZ4EmsYBKvzyt/sgFjZaq/4TaDKOErLZdScHTSvHlRzHaPhGYVR0XQ6QVs2B98DjpBwHq9viPD4WmPsbKNH+fFzAojM6xv3Cqgedku581WFahAHxNWkxapcTlv3s0WqcgT0CgUtzZkQYZRwQ1KoaD0T/bs1MgNiKhQSgtb+rPcQsbFmq8gdFTzBGxU7PYo6YlTFnSZGnc00p36d6LgibXbJHaTCcdru+9V4v+8MMflaVRIneUIWjx8tMwVxZRWzdKFNCBQbR3hriC3ChXX3HCBrn/fdcT2G3lMxt0O63f6V93W2Ze6rUPynnwgnwgjA3JGvpJLMiKC3JAf5Jb89L57v7x77/fDaMOrM+/IP2gc/AGVDLFv</latexit>

t0u
<latexit sha1_base64="EBwrZEQCcQCzIXPUUZG1UePCfUg=">AAACTnicbZFNqxoxFIYz3n5Ye9va22U3oSrchUhmFlZ30kLp0kL9AB0kE48azGSG5Iwgw/yj+2Mu3ZX2T3TTXWmjzqLVHkh4eN+chPMmSpW0yNhXr3L14OGjx9UntafXz56/qL+8GdskMwJGIlGJmUbcgpIaRihRwTQ1wONIwSTavj/4kx0YKxP9GfcphDFfa7mSgqOTFvUP+fx4ycysozBnHeaq220fwO8x30G/3wuCftHERT63wsgUyx33CihrU79oFot649TLGL0Ev4QGKWu4qP+YLxORxaBRKG7tzGcphjk3KIWCotY6sxMjdyDCXCktbFGbZxZSLrZ8DTOHmsdgw/w4SUFbTlnSVWLc0kiP6t8dOY+t3ceROxlz3Nhz7yD+z5tluOqFudRphqDF6aFVpigm9JAtXUoDAtXeAXcZuVGo2HDDBbofqLmM/PNELmEcdPxup/spaAzelWlVyWvyhtwSn7wlA/KRDMmICHJHvpBv5Lt37/30fnm/T0crXtnzivxTleofC/Oxgw==</latexit>

t0,1

<latexit sha1_base64="neuSI9/pZsWxvk1pczJ5LAOaFNA=">AAACfXicbVFdS8MwFE3rd/2a+uhLcBv6IKPdw9zeRF98VHAqbGWk2d0MpmlJboVR+kPFX+Ev0KxW0M0LCYdzzr3hnkSpFAZ9/81xV1bX1jc2t7ztnd29/drB4YNJMs2hzxOZ6KeIGZBCQR8FSnhKNbA4kvAYvVzP9cdX0EYk6h5nKYQxmyoxEZyhpUa1zMuH5ZSBnkZh7rf8ss6XQNHA00bhec1//J1OaQu6fmBBr9dtt3tz/ygfGq5FitWNMwk0KBrFqFb/mUuXQVCBOqnqdlT7GI4TnsWgkEtmzCDwUwxzplFwCYXXXJATLV6Bh7mUipvCG2YGUsZf2BQGFioWgwnzco+CNi0zppNE26OQluzvjpzFxsziyDpjhs9mUZuT/2mDDCfdMBcqzRAU/35okkmKCZ1/BR0LDRzlzAJmA7KrUP7MNONoP8yzGQWLiSyDh3Yr6LQ6d+365VWV1iY5JifkjATkglySG3JL+oSTd8dxPGfb+XSb7rnb+ra6TtVzRP6Ue/EFJXG5YA==</latexit>

t0
<latexit sha1_base64="MI1+D1G+dDWrQOtLECpDKEbKJxc=">AAAClHicdVFRSxtBEN47rbXX1kaFIviyNQ36IOEuDzEBH0KD0CdRMCokR9jbTOLi3t6xOyeE4/6Bf9Cf0f6Cbs4TbKIDu3x838w3zEyUSmHQ958cd239w8bHzU/e5y9ft77VtneuTZJpDgOeyETfRsyAFAoGKFDCbaqBxZGEm+i+v9BvHkAbkagrnKcQxmymxFRwhpYa1x69fFS6DPUsCnO/6ZdxvAKKn3g4zkeGa5Fi9eNcArVK4XmNN2za7bI66PiBBd1up9XqvmsTWJtxrf7Sjq6CoAJ1UsXFuPZnNEl4FoNCLpkxw8BPMcyZRsElFF5jSU60eAAe5lIqbgpvlBlIGb9nMxhaqFgMJszLOQrasMyEThNtn0Jasq8rchYbM48jmxkzvDPL2oJ8SxtmOO2EuVBphqD4c6NpJikmdHEhOhEaOMq5BcwuyI5C+R3TjKO9o2d3FCxvZBVct5pBu9m+bNV7v6ptbZJ9ckCOSEBOSI/8JhdkQDj56+w5P5wD97t76vbds+dU16lqdsl/4Z7/A+AdwqU=</latexit>

t00

<latexit sha1_base64="RN0ZyOWMONZvAuY/YnynRB7cGUw=">AAAC2nicfVJNb9NAEF2br2I+GuDIZUUSiQOKbBeSwKmiPfRYJNJWik203kycVddra3dcKbJ84Ya49pf1xs/gH7B2jQQJYiSvnua9mfW82aSQwqDv/3DcO3fv3X+w99B79PjJ0/3es+dnJi81hxnPZa4vEmZACgUzFCjhotDAskTCeXJ51PDnV6CNyNVn3BQQZyxVYiU4Q5ta9G48z/tAuRSgkC5BQmoJlVKeZ0WJrYhiTnEN1IC2nbxhFbXXznWaxJU/8tt4swPqQXQMEtmg9nZq3k/H4buwlU7Cg3EDwsnb8KAeHDWD4KKKDNeiwO7EjQSq6qaVbfY/kW2x6PV//wPdBUEH+qSL00XvZ7TMeZlZC7hkxswDv8C4YhoFl1B7wy061+IKeFxJqbipvag0UDB+yVKYW6hYBiau2nlrOrSZJV3l2n7W4Tb7Z0XFMmM2WWKVGcO12eaa5L+4eYmraVwJZbcEit9etCpluyy7Z7oUGjjKjQXM+mNHoXzNNONoX4NnPQq2HdkFZ+EoGI/Gn8L+4cfOrT3ykrwir0lAJuSQnJBTMiPcmTpfnNRZu5H71f3mfr+Vuk5X84L8Fe71L+o+3Eo=</latexit>

: client delegating computation to the server

<latexit sha1_base64="T8jZRe++hIRuEDlprJwjI5t4ds8=">AAAC+HicfVJdb9MwFHXCx0b46uCRF4u2Eg+oSjLWbnuaGA88Dol2k5qoclyntebYkX0zqc3yCL+DN8Qr/4Z/Af8AJ8skaBFXsnV0zj3X19dOcsEN+P4Px71z9979nd0H3sNHj5887ew9mxhVaMrGVAmlLxJimOCSjYGDYBe5ZiRLBDtPLk9r/fyKacOV/AirnMUZWUieckrAUrPOT8/zjjHBRomiZjAoDEuG82K9FgwzSdWcy0XD1WcQjanKEi4bP1Zpo9y6jdcvo6apqV4kcekP/CZeb4GqF71jAkiv8rY8R4fD8CBsUkfh/rAG4ehNuF/1TusWYFZGhmqeQ7vDynYqq7qULfa/JFti1une9oC3QdCCLmrjbNb5Fc0VLTImgQpizDTwc4hLooFTwSqvvyErza8YjUshJDWVFxWG5YRekgWbWihJxkxcNvetcN8yc5wqbZcE3LB/OkqSGbPKEpuZEViaTa0m/6VNC0gP45LLvAD7hDcHpYVoXtf+AjznmlEQKwuInY+9CqZLogkF+1c8O6NgcyLbYBIOguFg+CHsnrxtp7WLXqCX6BUK0AidoPfoDI0RdSbOtfPJ+eyu3S/uV/fbTarrtJ7n6K9wv/8GCyzofQ==</latexit>

: a solution to the puzzle encoding the linear combination of the solutions

<latexit sha1_base64="o0WLh4G/yGDEZRJjrhuyes45V+A=">AAACx3icfVHLbtNAFB2bVxleAZZsRiQRLFBku5AUVhVlAWJTpKatFFvReHKTjjoeWzPXEanlBV/Gd/AZ/AFj10iQIK40o6N7zn2nhZIWg+CH59+4eev2nb279N79Bw8f9R4/ObV5aQRMRa5yc55yC0pqmKJEBeeFAZ6lCs7Sy6OGP1uDsTLXJ7gpIMn4SsulFByda977Til9xzgTSoLGF5ZZqVcKWFFeXSmgwypua8zMKk2qYBS09moH1IP4Ayjkg5ruxLw9GEdvolY6ifbHDYgmr6P9enDUdI3zKrbCyAK7Hzeuvq6bVC7Z/0QuxbzX/90D2wVhB/qks+N572e8yEWZuWmF4tbOwqDApOIGpVBQ0+EWnRu5BpFUSmlhaxqXFgouLvkKZg5qnoFNqnbemg2dZ8GWuXFPI2u9f0ZUPLN2k6VOmXG8sNtc4/wXNytxeZBUUhclghbXhZalYpiz5qhsIQ0IVBsHuNuPG4WJC264QHd66nYUbm9kF5xGo3A8Gn+J+ofvu23tkWfkOXlJQjIhh+QjOSZTIryh99k78ab+Jz/31/7Xa6nvdTFPyV/mf/sFw7HT8Q==</latexit>

: a client’s single puzzle
<latexit sha1_base64="/ggCr/Bomar9umxn3/nBxUNSRtE=">AAAC1XicfVLNbtNAEF67/LTmp6EcuaxIIjigyHYgKZwqyoFjkUhTFFvRejNJV12vrd1xpdTyDfXaJ+MBeIy+AWvXSJAgRtrVt998M7Mzu0kuhUHf/+m4O/fuP3i4u+c9evzk6X7n2cGpyQrNYcIzmemzhBmQQsEEBUo4yzWwNJEwTS6Oa//0ErQRmfqK6xzilK2UWArO0FLzzg/P8z5QRk0mi5qhmNkTlwIUvjLUCLWSQPPi6kqC1y+jpuJMr5K49Ad+Y2+2QNWLPoFE1qu8rZj3h6PwXdhIx+FwVINw/DYcVr3jugecl5HhWuTY7ri29VVVp7LJ/ieyKead7u870G0QtKBLWjuZd26jRcaL1HbLJTNmFvg5xiXTKLiEyutvuDMtLoHHpZSKm8qLCgM54xdsBTMLFUvBxGXTb0X7llnQZabtUkgb9s+IkqXGrNPEKlOG52bTV5P/8s0KXB7GpVB5gaD4XaFlIeunq5+YLoQGjnJtAbPzsa1Qfs4042g/gmdnFGxOZBuchoNgNBh9CbtHH9tp7ZIX5CV5TQIyJkfkMzkhE8KdofPNSRzuTt3K/e5e30ldp415Tv4y9+YXKd3Zng==</latexit>

: a solution to a client’s single puzzle

<latexit sha1_base64="qjrbH4SGBJRNwgjdFvjZ5Ytfiso=">AAAC6HicfVLNjtMwEHbCzy7mrwtHLhZtJQ6oSrLQLpxWLEIcF4nurtREleM6rVnHjuxJpW6Ud+CGuPJW3HgF3gAnGyRoESPZ+jzfN+OZsdNCCgtB8N3zb9y8dXtv/w6+e+/+g4e9g0dnVpeG8SnTUpuLlFouheJTECD5RWE4zVPJz9PLk4Y/X3NjhVYfYVPwJKdLJTLBKDjXvPcDY/yaUFKUV1eSE66YXgi1JLDipMlJDWE6T4Vq9URnLWO1LJuzxcMqbouYmWWaVMEoaO35DqgH8VsugQ5qvBPz6mgcvYxa6SQ6HDcgmryIDuvBSVMCzKvYMiMK6HbYuEpV3aRyyf4ncinmvf7vGsguCDvQR52dzns/44VmZc4VMEmtnYVBAUlFDQgmeY2HW7Q2Ys1ZUkmpmK1xXFpeUHZJl3zmoKI5t0nV9luTofMsSKaNWwpI6/0zoqK5tZs8dcqcwspuc43zX9yshOwoqYQqSnBPeH1RVkoCmjSvThbCcAZy4wB183GtELaihjJwfwO7GYXbE9kFZ9EoHI/GH6L+8ZtuWvvoCXqKnqEQTdAxeo9O0RQx750nvdJb+5/8z/4X/+u11Pe6mMfoL/O//QJwGuHc</latexit>

: a puzzle encoding the linear combination of the solutions

<latexit sha1_base64="rrlDDRc1gqyEwkijaINkX/CZ2gQ=">AAAC03icfVLdbtMwFHbC3xb+ClzuxqKt4AKqJIN2cDVtXHA5JLpOaqLiOKedNceJ7JNJXZQbxC1PxhPwGLzBnCxI0CKOZPvT+c6Pv2MnhRQGff+n4966fefuvZ1d7/6Dh48e9548PTV5qTlMeS5zfZYwA1IomKJACWeFBpYlEmbJxXHDzy5BG5Grz7guIM7YSoml4Ayta9H74Xnee8oolwIUvjBUw2tQPE8hpUaolQRalFdX9vCGVdT2m+tVElf+yG/t1RaoB9EHkMgGtbeV8+5gHL4N29BJuD9uQDh5E+7Xg+NGAS6qyHAtCux2XNvOqm5K2WL/C7IlFr3+7zvQbRB0oE86O1n0fkVpzsvMKueSGTMP/ALjimkUXELtDTfoXItL4HElpeKm9qLSQMH4BVvB3ELFMjBx1eqt6dB6UrrMtV0Kaev9M6NimTHrLLGRGcNzs8k1zn9x8xKXB3ElVFGifaibRstSUsxp88A0FRo4yrUFzM7HSqH8nGnG0X4Dz84o2JzINjgNR8F4NP4U9g+PumntkD3ynLwkAZmQQ/KRnJAp4U7gzJwvDnOnbuV+db/dhLpOl/OM/GXu92teHNh/</latexit>

: a client’s re-encoded single puzzle

<latexit sha1_base64="sisg6o1HxbFI0CMHWyITMShi5t4=">AAADC3iclVLNjtMwEHbC3xJ+tgtHLhZtBYelSnooLacVcOC4SHR3pSaqHGfaWuvEkT2p1EZ5BMQVnoMb4spD8Bi8AU6aA3ThsCPZ+vR9M2PPT5xLYdD3fzrujZu3bt85uOvdu//g4WHn6NGZUYXmMOVKKn0RMwNSZDBFgRIucg0sjSWcx5dvav18DdoIlX3ATQ5RypaZWAjO0FLzI8d9RblK8wIbgjIpldUgoaioyYE3vlJuqFFyDRRXQPNiu5Xgef0ybD4w08s4Kv2Bb200Oq5BMPYDCyaT8XA4qXr4rHct93kZGq5Fju2NGwl0+yKoetV18oQx0+FbkMj+l/C4sCnnne4ui+/TqyBoQZe0djrv/AoTxYsUMuSSGTML/ByjkmkUXELl9fdkpcUaeFRKmXFTeWFhIGf8ki1hZmHGUjBR2dRU0b5lErpQ2p4MacP+GVGy1JhNGlvPlOHK7Gs1+S9tVuBiHJUis6OGjO8eWhSynnO9GDQRGjjaQSeC2SbZUihfMc042vXxbI+C/Y5cBWfDQTAajN4Puyev224dkCfkKXlOAvKSnJB35JRMCXeE88n57HxxP7pf3W/u952r67Qxj8lf5v74DfM37C8=</latexit>

: computation allocated to specifically solve the puzzle

<latexit sha1_base64="YrWx1cRROHtpGImyElhi/O1nEcM=">AAADJXiclVJNb9MwGHbC1wgf68YRDq/oqnEYUVKkrr0NetlhlYpYt0ltVDmu01pznMh2htooJ34M4gq/gxtC4sRv4B/gJEWCbhdeydaj932ex35fO0w5U9rzflj2rdt37t7buu88ePjo8XZjZ/dMJZkkdEQSnsiLECvKmaAjzTSnF6mkOA45PQ8v+2X9/IpKxRJxqpcpDWI8FyxiBGuTmu5YzxxwXrnwjkpDg34Sp5lmYg4YTowlrlIhExUdkggGGdcs5RT6nFGh1T4Ms9WKU+WC0/JdeA2qtqKROaWk8CXMKOYK3jO9APJHltYyYAIGg+OXpydD13GcVj6pmhrLeRjknuuZ6HQOSuB3Pd+AXq/bbveKPT3NJ4pIlur1rpfmVqsDyIq94r+M9m908o3NtNGslZ4H14G/Bk20juG08WsyS0gWmxYJx0qNfS/VQY6lZoTTwmltlBPJrigJcs4FUYUzyRRNMbnEczo2UOCYqiCv+iigZTIziBJpltBQZf9W5DhWahmHhhljvVCbtTJ5U22c6agb5EyYl6eC1AdFGQedQPllYMYkJdUzMmwGZFoBssASE20+lmNm5G9O5Do4a7t+x+28bTeP3qyntYWeoufoBfLRITpCx2iIRohYH6xP1mfri/3R/mp/s7/XVNtaa56gf8L++Rs/qvc4</latexit>

3. Server Computing a Linear Combination of Multiple Clients’ Puzzles.

<latexit sha1_base64="Vk3dh1g5IBkU6RiBtKCumdIring=">AAADZniclVJdb9MwFHVWPoaB0YEQD7xc0VXlYURJkUr7NujLHlapiHWb1EaV4zqtNceJbGeojfLv+BP8A8Qbgh+AmwYE3V52JVtH595z7HvtMBVcG8/76uzU7ty9d3/3AX746PHek/r+0zOdZIqyEU1Eoi5Copngko0MN4JdpIqROBTsPLzsr/PnV0xpnshTs0xZEJO55BGnxFhquu8EGHDbhU9M2TLoJ3GaGS7nQODEWpKSCrksyyGJLN8XnEnT0jDMVivBtIubb29hMMiE4alglY9u/fUB3PRdeA96Y8Uie811iVjCjBGh4TM3C6B/ZOlGBlzCYHD85vRk6GKMm/mknMpYzcMg91zPRqdzuAZ+1/Mt6PW67XavODDTfKKp4qmpdrO0t1odQlYcFLcyat3o5Fubab2xUXoeXAd+BRqoiuG0/mMyS2gW2xapIFqPfS81QU6U4VSwAje30oniV4wGuRCS6gJPMs1SQi/JnI0tlCRmOsjLPgpoWmYGUaLskgZK9l9FTmKtl3FoK2NiFno7tyZvyo0zE3WDnEv78kzSzUFRJsAksP5zMOOK0fIZObEDsq0AXRBFqLE/E9sZ+dsTuQ7O2q7fcTsf242jD9W0dtFL9Aq9Rj56h47QMRqiEaLOF+e789P5tfOttld7XnuxKd1xKs0z9F/U4DfCXww6</latexit>

2. Server Computing a Linear Combination of a Client’s Puzzles.

<latexit sha1_base64="W94poGmLFdzoLpV75WlZos++bCw=">AAADm3iclVLbattAEF1bvaTqzWkeS+lSxziFREguOPZbWrcQig0ujZOALcxqvbKXrC7srlJsoZ/o3/Uz+ti3jiS3Te28ZEBiODPn7JzZ9WLBlbbtH5Wqce/+g4c7j8zHT54+e17bfXGuokRSNqKRiOSlRxQTPGQjzbVgl7FkJPAEu/Cuenn94ppJxaPwTC9j5gZkHnKfU6IBmu5WvjsW/sok9OBPPuCchVos8UdGQHKOv3G9wD2Ro6qJh8lqJZiyTGw2Wn95vSiIE513E9yHOUgBeTwszsCRD3gp0VT/JBrv7iAwSITmsWDbo8Ak4OA9VqUUu+FhBh5U6YD+ocUlDfMQDwanR2f9oWWaZiOdFKscy7nnprZlQ7Tbh3nidGwHkm6302p1s309TSeKSh7r9V8vYarVIU6y/exOQs1blRyQmdbqJdO28XbirJM6WsdwWvs5mUU0CcAiFUSpsWPH2k2J1JwKlpmNjXIk+TWjbipESFVmThLFYkKvyJyNIQ1JwJSbFj4y3ABkhv1IwhdqXKA3GSkJlFoGHnQGRC/UZi0Hb6uNE+133JSHcPMspOVBfiKwjnD+UPGMS0aLa+QEFgRWMF0QSaiG52zCjpzNjWwn5y3LaVvtL636yYf1tnbQS/QGHSAHHaMTdIqGaIRo5Vf1dfWg+tZ4ZfSMz0a/bK1W1pw99F8Yo99Zqx0R</latexit>

1. Server E�ciently Dealing with Clients’ Puzzles.

.


.


.

Fig. 4: MMH-TLP Workflow Overview.

6.2 Detailed Construction

In this section, we present a detailed description of MMH-TLP.

1. Setup. S.Setup(1λ, ẗ, t)→ (., pkS)

The server S (or any party) only once takes the following steps:

(a) Setting a field’s parameter : generates a sufficiently large prime number p, where log2(p) is a security
parameter, e.g., log2(p) ≥ 128.

(b) Generating public x-coordinates: let ẗ be the total number of leader clients. It sets t̄ = ẗ + 2 and
~x = [x1, . . . , xt̄], where xi 6= xj, xi 6= 0, and xi /∈ U .

(c) Publishing public parameters: publishes pkS = (p, ~x, t).

2. Key Generation. C.Setup(1λ)→ Ku

Each party Cu in C = {C1, . . . , Cn} takes the following steps:

(a) Generating RSA public and private keys: computes Nu = p1 ·p2, where pi is a large randomly chosen
prime number, where log2(pi) is a security parameter, e.g., log2(pi) ≥ 2048. Next, it computes Euler’s
totient function of Nu, as: φ(Nu) = (p1 − 1) · (p2 − 1).

(b) Publishing public parameters: locally keeps secret key sku = φ(Nu) and publishes public key pku =
Nu.

3. Puzzle Generation. GenPuzzle(~mu,Ku, pkS, ~∆u,maxss)→ (~ou, prmu)
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Each client Cu takes the following steps to generate z puzzles for messages ~mu = [m1,u, . . . ,mz,u] and
wants S to learn each message mj,u at time timej,u ∈ ~timeu, where ~timeu = [time1,u, . . . , timez,u],

∆̄j,u = timej,u − timej−1,u, ~∆u = [∆̄1,u, . . . , ∆̄z,u], 1 ≤ j ≤ z, and 1 ≤ u ≤ n.

(a) Checking public parameters: checks the bit-size of p and elements of ~x in pkS, to ensure log2(p) ≥ 128,
xi 6= xj, xi 6= 0, and xi /∈ U . If it does not accept the parameters, it returns (⊥,⊥) and does not take
further action.

(b) Generating secret keys: generates a vector of master keys ~mku = [mku,1, . . . ,mku,z] and two secret

keys ku,j and su,j for each master key mku,j in ~mku as follows. It constructs an empty vector ~mku.
Then, it

i. sets each exponent aj,u.
∀j, 1 ≤ j ≤ z : aj,u = 2Tj mod φ(Nu)

where Tj = maxss · ∆̄j,u is the total number of squaring needed to decrypt an encrypted solution
mj,u after the previous solution mj−1,u is revealed.

ii. computes each master key mkj,u as follows. For every j, where 1 ≤ j ≤ z :

• when j = 1 :

A. picks a uniformly random base rj
$← ZNu .

B. sets key mkj,u as mkj,u = r
aj
j mod Nu.

C. appends mkj,u to ~mku.

• when j > 1 :

A. derives a fresh base rj from the previous master key as rj = PRF(j||0,mkj−1,u).

B. sets key mkj,u as mkj,u = r
aj
j mod Nu.

C. appends mkj,u to ~mku.

iii. derives two secret keys kj,u and sj,u from each mkj,u.

∀j, 1 ≤ j ≤ z : kj,u = PRF(1,mkj,u), sj,u = PRF(2,mkj,u)

(c) Generating blinding factors: generates 2 · t̄ pseudorandom values for each j, by using kj,u and sj,u.

∀j, 1 ≤ j ≤ z and ∀i, 1 ≤ i ≤ t̄ : zi,j,u = PRF(i, kj,u), wi,j,u = PRF(i, sj,u)

(d) Encoding plaintext messages:

i. represents each plaintext solution mj,u as a polynomial, such that the polynomial’s constant term
is the message.

∀j, 1 ≤ j ≤ z : πj,u(x) = x+mj,u mod p

ii. computes t̄ y-coordinates of each πj,u(x):

∀i, 1 ≤ j ≤ z and ∀i, 1 ≤ i ≤ t̄ : πi,j,u = πj,u(xi) mod p

(e) Encrypting the messages: encrypts the y-coordinates using the blinding factors as follows:

∀j, 1 ≤ j ≤ z and ∀i, 1 ≤ i ≤ t̄ : oi,j,u = wi,j,u · (πi,j,u + zi,j,u) mod p

30



(f) Committing to the message: commits to the plaintext messages:

comj,u = Com(mj,u,mkj,u)

Let ~comu = [com1,u, . . . , comz,u].

(g) Managing messages: publishes ~ou =
[
[o1,1,u, . . . , ot̄,1,u], . . . , [o1,z,u, . . . , ot̄,z,u]

]
and ppu = ( ~comu, r1).

It locally keeps secret parameters spu = ~mku. It sets prmu = (spu, ppu). It deletes everything else,
including each mj,u and πj,u(x).

4. Linear Combination for a Single Client. Evaluatesc(〈S(~ou, ∆u,maxss, ppu, pku, pkS), Cu(∆u,maxss,Ku,
prmu, q1,u, pkS), . . . , Cu(∆u, maxss, Ku, prmu, qz,u, pkS)〉)→ (~gu, pp

(Evl)
u )

In this phase, a client Cu produces certain messages that allow S to find a linear combination of its
plaintext solutions after time ∆u.

(a) Granting the computation: client Cu takes the following steps.

i. Generating temporary secret keys: generates a temporary master key tk and two secret keys k′

and s′. It also computes z − 1 secret key [fj, . . . , fz]. To generate them, it takes the following
steps. It computes an exponent:

b = 2Y mod φ(Nu)

where Y = ∆u ·maxss and ∆u is the period after which the solution must be discovered. It selects

a base uniformly at random: h
$← ZNu and then sets a temporary master key tk:

tk = hb mod Nu

It derives two keys from tk:

k′ = PRF(1, tk), s′ = PRF(2, tk)

It picks fresh z − 1 random keys ~f = [f2, . . . , fz], where fj
$← {0, 1}poly(λ).

ii. Generating blinding factors: regenerates its original blinding factors, for each j-th puzzle. Specif-
ically, for every j, derives two secret keys kj,u and sj,u from mkj,u ∈ Ku as follow.

∀j, 1 ≤ j ≤ z : kj,u = PRF(1,mkj,u), sj,u = PRF(2,mkj,u)

It regenerates z · t̄ pseudorandom values, by using kj,u and sj,u.

∀j, 1 ≤ j ≤ z and ∀i, 1 ≤ i ≤ t̄ : zi,j,u = PRF(i, kj,u), wi,j,u = PRF(i, sj,u)

It also generates new 2 · t̄ pseudorandom values using keys (k′, s′).

∀i, 1 ≤ i ≤ t̄ : z′i = PRF(i, k′), w′i = PRF(i, s′)

It computes new sets of (zero-sum) blinding factors, using each key fj ∈ ~f , as follows. ∀j, 1 ≤
j ≤ z :

• if j = 1:

∀i, 1 ≤ i ≤ t̄ : yi,j = −
z∑
j=2

PRF(i, fj) mod p
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• if j > 1:
∀i, 1 ≤ i ≤ t̄ : yi,j = PRF(i, fj) mod p

iii. Generating y-coordinates of a random root : picks a random root, root
$← Fp. It represents root

as a polynomial γ(x), where root is the polynomial’s root, as setting γ(x) = x− root mod p. It
generates t̄ y-coordinates of γ(x):

∀i, 1 ≤ i ≤ t̄ : γi = γ(xi) mod p

iv. Committing to the root : computes com′ = Com(root, tk).

v. Re-encoding outsourced puzzle: participates in an instance of OLE+ with S, for every j-th puzzle
and every i, where 1 ≤ j ≤ z and 1 ≤ i ≤ t̄. The inputs of client Cu to the i-th instance of OLE+

are:

ei,j = γi · qj,u · w′i · (wi,j,u)−1 mod p, e′i,j = −(γi · qj,u · w′i · zi,j,u) + z′i + yi,j mod p

The input of S to the (i, j)-th instance of OLE+ is the corresponding encrypted y-coordinate:
e′′i,j = oi,j,u. Accordingly, the (i, j)-th instance of OLE+ returns to S:

di,j = ei,j · e′′i,j + e′i,j
= γi · qj,u · w′i · πi,j,u + z′i + yi,j mod p

where qj,u is a coefficient for j-th solution mj,u. If client Cu detects misbehavior during the
execution of OLE+, it outputs a special symbol ⊥ and halts.

vi. Publishing public parameters: publishes pp(Evl)
u = (h, com′).

(b) Computing encrypted linear combination: Server S sums all of the outputs of OLE+ instances that it
has invoked. ∀i, 1 ≤ i ≤ t̄ :

gi =

z∑
j=1

di,j mod p

= (w′i · γi ·
z∑
j=1

qj,u · πi,j,u) + z′i mod p

(c) Disseminating encrypted result : server S publishes ~g = [g1, . . . , gt̄].

5. Linear Combination for Multiple Clients. Evaluatemc(〈S(~o,∆, maxss, ~pp, ~pk, pkS), C1(∆,maxss,K1,

prm1, q1, pkS, id1), . . . , Cn(∆, maxss, Kn, prmn, qn, pkS, idn)〉)→ (~g, ~pp(Evl))

In this phase, the clients interact with S to compute certain messages that enable S to find a linear
combination of the clients’ plaintext messages after time ∆.

(a) Randomly selecting leaders: all parties in C = {C1, . . . , Cn} agree on a random key r̂, e.g., through

a coin tossing protocol. Each Cu deterministically identifies indices of ẗ leader clients: ∀j, 1 ≤ j ≤ ẗ :
idxj = G(j||r̂). Let I be a vector containing these ẗ clients.

(b) Granting the computation by each leader client : each leader client Cu in I takes the following steps.

i. Generating temporary secret keys: generates a temporary master key tku and two secret keys k′u
and s′u for itself. Moreover, it generates a secret key fl for each client. To do that, it takes the
following steps. It computes an exponent:

bu = 2Y mod φ(Nu)
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where Y = ∆·maxss, ∆ is the period after which the solution representing the linear combination
of the messages must be discovered, and Nu ∈ ~pk = [N1, . . . , Nn]. It selects a base uniformly at

random: hu
$← ZNu and then sets a temporary master key tku:

tku = hbuu mod Nu

It derives two keys from tku:

k′u = PRF(1, tku), s′u = PRF(2, tku)

It picks a random key fl for each client Cl excluding itself, i.e., fl
$← {0, 1}poly(λ), where Cl ∈ C\Cu.

It sends fl to each Cl.

ii. Generating temporary blinding factors: derives t̄ pseudorandom values from s′u:

∀i, 1 ≤ i ≤ t̄ : w′i,u = PRF(i, s′u)

iii. Generating an encrypted random root : picks a random root: rootu
$← Fp. It represents rootu as a

polynomial γu(x) = x− rootu mod p, such that the polynomial’s root is rootu.

It computes t̄ y-coordinates of γu(x):

∀i, 1 ≤ i ≤ t̄ : γi,u = γu(xi) mod p

It encrypts each y-coordinate γi,u using blinding factor w′i,u:

∀i, 1 ≤ i ≤ t̄ : γ′i,u = γi,u · w′i,u mod p

It sends #»γ ′u = [γ′1,u, . . . , γ
′̄
t,u] to the rest of the clients.

iv. Generating blinding factors: receives (f̄l,
#»γ ′l) from every other client in I.

Let j = idu be the index of one of its own outsourced puzzles, which it wants to use as an input
for the linear combination. It regenerates its original blinding factors for its j-th solution:

kj,u = PRF(1,mkj,u), sj,u = PRF(2,mkj,u)

∀i, 1 ≤ i ≤ t̄ : zi,j,u = PRF(i, kj,u), wi,j,u = PRF(i, sj,u)

where mkj,u ∈ prmu. It also generates new ones:

∀i, 1 ≤ i ≤ t̄ : z′i,u = PRF(i, k′u)

It sets values vi,u and yi,u as follows. ∀i, 1 ≤ i ≤ t̄ :

vi,u = γ′i,u ·
∏

∀C
l
∈I\Cu

γ′i,l mod p

yi,u = −
∑

∀C
l
∈C\Cu

PRF(i, fl) +
∑

∀C
l
∈I\Cu

PRF(i, f̄l)mod

where Cu ∈ I.
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v. Re-encoding outsourced puzzle: obliviously prepares the puzzle (held by S) for the computation.
To do that, it participates in an instance of OLE+ with S, for every i, where 1 ≤ i ≤ t̄. The inputs
of Cu to the i-th instance of OLE+ are:

ei,u = qu · vi,u · (wi,j,u)−1 mod p

e′i,u = −(qu · vi,u · zi,j,u) + z′i,u + yi,u mod p

The input of S to i-th instance of OLE+ is Cu’s encrypted y-coordinate of its j-th puzzle: e′′i,u =
oi,j,u (where oi,j,u ∈ ~o). Accordingly, the i-th instance of OLE+ returns to S:

di,u = ei,u · e′′i,u + e′i,u
= qu · vi,u · πi,j,u + z′i,u + yi,u mod p

= qu · γi,u · w′i,u · (
∏

∀C
l
∈I\Cu

γi,l · w′i,l) · πi,j,u + z′i,u + yi,u mod p

where qu is the party’s coefficient. If Cu detects misbehavior during the execution of OLE+, it
sends a special symbol ⊥ to all parties and halts.

vi. Committing to the root : computes com′u = Com(rootu, tku).

vii. Publishing public parameters: publishes pp(Evl)
u = (hu, com

′
u, Y ). Note that every leader client

Cu ∈ I uses identical Y . Let ~pp(Evl) contain all the triples pp(Evl)
u published by Cu, where Cu ∈ I.

(c) Granting the computation by each non-leader client : each non-leader client Cu takes the following
steps.

i. Generating blinding factors: receives (f̄l,
#»γ ′l) from every other leader client in I.

As before, let j = idu be the index of one of client Cu outsourced puzzles that it wants to use as
an input for the linear combination. It regenerates its original blinding factors:

kj,u = PRF(1,mkj,u), sj,u = PRF(2,mkj,u)

∀i, 1 ≤ i ≤ t̄ : zi,j,u = PRF(i, kj,u), wi,j,u = PRF(i, sj,u)

It set values vi,u and yi,u as follows. ∀i, 1 ≤ i ≤ t̄ :

vi,u =
∏
∀C
l
∈I

γ′i,l mod p

yi,u =
∑
∀C
l
∈I

PRF(i, f̄l) mod p

ii. Re-encoding outsourced puzzle: participates in an instance of OLE+ with the server S, for every i,
where 1 ≤ i ≤ t̄. The inputs of Cu to the i-th instance of OLE+ are:

ei,u = qu · vi,u · (wi,j,u)−1 mod p

e′i,u = −(qu · vi,u · zi,j,u) + yi,u mod p

The input of S to the i-th instance of OLE+ is Cu’s encrypted y-coordinate: e′′i = oi,j,u. Accordingly,
the i-th instance of OLE+ returns to S:

di,u = ei,u · e′′i,u + e′i,u
= qu · vi,u · πi,j,u + yi,u mod p

= qu · (
∏

∀C
l
∈I\Cu

γi,l · w′i,l) · πi,j,u + yi,u mod p
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where qu is the party’s coefficient. If Cu detects misbehavior during the execution of OLE+, it
sends a special symbol ⊥ to all parties and halts.

(d) Computing encrypted linear combination: server S sums all of the outputs of OLE+ instances that it
has invoked, ∀i, 1 ≤ i ≤ t̄ :

gi =
∑
∀Cu∈C

di,u mod p

= (
∏
∀Cu∈I

γi,u · w′i,u︸ ︷︷ ︸
vi,u

·
∑
∀Cu∈C

qu · πi,j,u) +
∑
∀Cu∈I

z′i,u mod p

(e) Disseminating encrypted result : server S publishes ~g = [g1, . . . , gt̄].

6. Solving a Puzzle. Solve(~ou, ppu, ~g, ~pp
(Evl), pp(Evl)

u , ~pk, pkS, cmd, ˆcmd)→ (~m, ~ζ)

Server S takes the following steps.

Case 1. when solving a puzzle corresponding to the linear combination of messages (i.e., when cmd =

evalPzl), where all messages belong to the same client Cu, i.e., when ˆcmd = SingleClient. Note
that in this case, ~ou and ~pp(Evl) can be null.

(a) Finding secret keys:

i. finds temporary key tk, where tk = h2Y mod Nu, via repeated squaring of h modulo
Nu, where h ∈ pp(Evl)

u , Nu ∈ ~pk.

ii. derives two keys from tk:

k′ = PRF(1, tk), s′ = PRF(2, tk)

(b) Removing blinding factors: removes the blinding factors from [g1, . . . , gt̄] ∈ ~g.

∀i, 1 ≤ i ≤ t̄ :

θi =
(
PRF(i, s′)

)−1︸ ︷︷ ︸
(w′i)

−1

·
(
gi −

z′i︷ ︸︸ ︷
PRF(i, k′)

)
mod p

= γi ·
z∑
j=1

qj,u · πi,j,u mod p

(c) Extracting a polynomial : interpolates a polynomial θ(x), given pairs (x1, θ1), . . . , (xt̄, θt̄).
Note that θ(x) will have the form:

θ(x) = (x− root) ·
z∑
j=1

qj,u · (x+mj,u) mod p

We can rewrite θ(x) as:

θ(x) = ψ(x)− root ·
z∑
j=1

qj,u ·mj,u mod p

where ψ(x) is a polynomial of degree two with constant term being 0.
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(d) Extracting the linear combination: retrieves the result (i.e., the linear combination ofm1,u, . . . ,

mz,u) from polynomial θ(x)’s constant term: cons = −root ·
z∑
j=1

qj,u ·mj,u as follows:

m = cons · (−root)−1 mod p

=

z∑
j=1

qj,u ·mj,u

(e) Extracting valid roots: extracts the root(s) of polynomial θ(x). Let set R contain the ex-
tracted roots. It identifies the valid root, by finding a root root in R, where it can pass the
verification of the commitment scheme, i.e., Ver(com′, (root, tk)) = 1.

(f) Publishing the result : initiates vectors ~m and ~ζ. It appends m to ~m and (root, tk) to ~ζ. It

publishes ~m and ~ζ.

Case 2. when solving a puzzle related to the linear combination of messages (i.e., when cmd = evalPzl),

where each message belongs to a different client, i.e., when ˆcmd = MultiClient. In this case, ~ou
and pp(Evl)

u can be null.

(a) Finding secret keys: for each leader client Cu ∈ I:

i. finds tku (where tku = h2Y

u mod Nu) through repeated squaring of hu modulo Nu. Note
that (hu, Y,Nu) ∈ ~pp(Evl).

ii. derives two keys from tku:

k′u = PRF(1, tku), s′u = PRF(2, tku)

(b) Removing blinding factors: removes the blinding factors from [g1, . . . , gt̄] ∈ ~g.

∀i, 1 ≤ i ≤ t̄ :

θi =
( ∏
∀Cu∈I

PRF(i, s′u)︸ ︷︷ ︸
w′i,u

)−1 ·
(
gi −

∑
∀Cu∈I

z′i,u︷ ︸︸ ︷
PRF(i, k′u)

)
mod p

= (
∏
∀Cu∈I

γi,u) ·
∑
∀Cu∈C

qu · πi,j,u mod p

(c) Extracting a polynomial : interpolates a polynomial θ(x), given pairs (x1, θ1), . . . , (xt̄, θt̄).
Polynomial θ(x) will have the following form:

θ(x) =
∏
∀Cu∈I

(x− rootu) ·
∑
∀Cu∈C

qu · (x+mj,u) mod p

Note that j = idu and may have different value for different client Cu. It is possible to
rewrite θ(x) as:

θ(x) = ψ(x) +
∏
∀Cu∈I

(−rootu) ·
∑
∀Cu∈C

qu ·mj,u mod p

with ψ(x) being a polynomial of degree ẗ+ 1 that has constant term 0.
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(d) Extracting the linear combination: retrieves the final result, that is the linear combination
of the messagesmj,1, . . . ,mj,n, from polynomial θ(x)’s constant term: cons =

∏
∀Cu∈I

(−rootu)·∑
∀Cu∈C

qu ·mj,u as follows:

m = cons · (
∏
∀Cu∈I

(−rootu))−1 mod p

=
∑
∀Cu∈C

qu ·mj,u

where each j = idu.

(e) Extracting valid roots: retreives the roots of polynomial θ(x). Let set R contain the ex-
tracted roots. It identifies the valid roots, by finding every rootu in R, such that it passes
the commitment’s verification: Ver(com′u, (rootu, tku)) = 1. This check is performed for
every Cu in I.

(f) Publishing the result : initiates empty vectors ~m and ~ζ. It appends m to ~m. Also, for every

Cu in I, it appends (rootu, tku) to ~ζ. It publishes ~m and ~ζ.

Case 3 when solving each j-th puzzle ~oj in ~o of client C (i.e., when cmd = clientPzl), server S takes
the following steps. Note that in this case, ~pp(Evl) and pp(Evl)

u and can be null. ∀j, 1 ≤ j ≤ z :

(a) Finding secret bases and keys: sets base rj and mkj,u as follows.

• if j = 1 : sets the base to r1, where r1 ∈ ppu. Then, it finds mk1,u where mk1,u =

r2T1

1 mod Nu, through repeated squaring of r1 modulo Nu. It initiates vectors ~m and ~ζ.

• if j > 1 : computes base rj as rj = PRF(j||0,mkj−1,u). Next, it finds mkj,u where

mkj,u = r2
Tj

j mod Nu, via repeated squaring of rj modulo Nu.

It derive two keys from mkj,u:

kj,u = PRF(1,mkj,u), sj,u = PRF(2,mkj,u)

(b) Removing blinding factors: re-generates 2 · t̄ pseudorandom values using kj,u and sj,u:

∀i, 1 ≤ i ≤ t̄ : zi,j,u = PRF(i, kj,u), wi,j,u = PRF(i, sj,u)

Next, it uses the blinding factors to unblind ~oj,u = [o1,j,u, . . . , ot̄,j,u]:

∀i, 1 ≤ i ≤ t̄ : πi,j,u =
(
(wi,j,u)−1 · oi,j,u

)
− zi,j,u mod p

(c) Extracting a polynomial : interpolates a polynomial πj,u(x), given pairs (x1, π1,j,u), . . . , (xt̄,
πt̄,j,u).

(d) Publishing the solution: considers the constant term of πj,u(x) as the plaintext message,

mj,u. It appends (mj,u, j) to ~m and mkj,u to ~ζ. If j = z, then it publishes ~m and ~ζ.

7. Verification. Verify(~m, ~ζ, ., ppu, ~g, ~pp
(Evl), pp(Evl)

u , pkS, cmd, ˆcmd)→ v̈ ∈ {0, 1}

A verifier (that can be anyone, not just Cu ∈ C) takes the following steps.

Case 1. when verifying a solution related to the linear combination of messages (i.e., when cmd =

evalPzl), where all messages belong to the same client Cu, i.e., when ˆcmd = SingleClient.
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(a) Checking the commitment’s opening : verify the validity of (root, tk) ∈ ~ζ with the help of
com′ ∈ pp(Evl)

u .

Ver
(
com′, (root, tk)

) ?
= 1

If the above check passes, it moves on to the next step. Otherwise, it returns v̈ = 0 and
takes no further action.

(b) Checking the resulting polynomial’s valid roots: checks if the resulting polynomial contains

the root root ∈ ~ζ, by taking the following steps.

i. derives two keys from tk:

k′ = PRF(1, tk), s′ = PRF(2, tk)

ii. removes the blinding factors from ~g = [g1, . . . , gt̄] that were provided by server S in
step 4c. Specifically, for every i, 1 ≤ i ≤ t̄ :

θi =
(
PRF(i, s′)

)−1︸ ︷︷ ︸
(w′i)

−1

·
(
gi −

z′i︷ ︸︸ ︷
PRF(i, k′)

)
mod p

= γi ·
z∑
j=1

qj,u · πi,j,u mod p

iii. interpolates a polynomial θ(x), given (x1, θ1), . . . , (xt̄, θt̄). Note that polynomial θ(x)
will have the form:

θ(x) = (x− root) ·
z∑
j=1

qj,u · (x+mj,u) mod p

= ψ(x)− root ·
z∑
j=1

qj,u ·mj,u mod p

where ψ(x) is a polynomial of degree 2 whose constant term is 0.

iv. checks whether root ∈ ~ζ is a root of θ(x), i.e., θ(root)
?
= 0. It proceeds to the next step

if the check passes. It returns v̈ = 0 and takes no further action, otherwise.

(c) Checking the final result : retrieves the result (i.e., the linear combination of m1,u, . . . ,mz,u)

from polynomial θ(x)’s constant term: t = −root ·
z∑
j=1

qj,u ·mj,u as follows:

res′ = −t · root−1 mod p

=

z∑
j=1

qj,u ·mj,u

It checks res′
?
= m, where m ∈ ~m is the result that S sent to it, in step 6f of Case 1.

(d) Accepting or rejecting the result : if all the checks pass, it accepts ~m and returns v̈ = 1.
Otherwise, it returns v̈ = 0.

Case 2. when solving a puzzle related to the linear combination of messages (i.e., when cmd = evalPzl),

where each message belongs to a different client, i.e., when ˆcmd = MultiClient.

38



(a) Checking the commitments’ openings: verifies the validity of every (rootu, tku) ∈ ~ζ, pro-
vided by S in Case 2, step 6f:

∀Cu ∈ I : Ver
(
com′u, (rootu, tku)

) ?
= 1

where com′u ∈ ~pp(Evl). If all of the verifications pass, it proceeds to the next step. Otherwise,
it returns v̈ = 0 and takes no further action.

(b) Checking the resulting polynomial’s valid roots: checks if the resulting polynomial contains

all the roots in ~ζ, by taking the following steps.

i. derives two keys from tku:

k′u = PRF(1, tku), s′u = PRF(2, tku)

ii. removes the blinding factors from [g1, . . . , gt̄] ∈ ~g that were provided by S in step 5e.

∀i, 1 ≤ i ≤ t̄ :

θi =
( ∏
∀Cu∈I

PRF(i, s′u)
)−1 ·

(
gi −

∑
∀Cu∈I

PRF(i, k′u)
)

mod p

=
∏
∀Cu∈I

γi,u ·
∑
∀Cu∈C

qu · πi,u mod p

iii. interpolates a polynomial θ(x), using pairs (x1, θ1), . . . , (xt̄, θt̄). This results in a poly-
nomial θ(x) having the form:

θ(x) =
∏
∀Cu∈I

(x− rootu) ·
∑
∀Cu∈C

qu · (x+mu) mod p

= ψ(x) +
∏
∀Cu∈I

(−rootu) ·
∑
∀Cu∈C

qu ·mu mod p

where ψ(x) is a polynomial of degree ẗ+ 1 whose constant term is 0.

iv. if the following checks pass, it will proceed to the next step; it checks if every rootu ∈ ~ζ
is a root of θ(x), i.e., θ(rootu)

?
= 0. Otherwise, it returns v̈ = 0 and takes no further

action.

(c) Checking the final result : retrieves the result (i.e., the linear combination of the messages
m1, . . . ,mn) from polynomial θ(x)’s constant term: cons =

∏
∀Cu∈I

(−rootu) ·
∑
∀Cu∈C

qu ·mu as

follows:

res′ = cons · (
∏
∀Cu∈I

(−rootu))−1 mod p

=
∑
∀Cu∈C

qu ·mu

It checks res′
?
= m, where m ∈ ~m is the result that S sent to it.

(d) Accepting or rejecting the result : If all the checks pass, it accepts ~m and returns v̈ = 1.
Otherwise, it returns v̈ = 0.

Case 3. when verifying a solution of a single puzzle belonging to Cu, i.e., when cmd = clientPzl:
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(a) Checking the commitment’ opening : checks whether opening mj,u ∈ ~m and mkj,u ∈ ~ζ
matches the commitment:

Ver
(
comj,u, (mj,u,mkj,u)

) ?
= 1

where comj,u ∈ ppu.

(b) Accepting or rejecting the solution: accepts the solution #»m and returns v̈ = 1 if the above
check passes. It rejects the solution and returns v̈ = 0, otherwise.

Theorem 4 (informal). If MH-TLP and Tempora-Fusion are secure, then MMH-TLP is secure.

Proof (sketch). From the security perspective, MMH-TLP does not introduce any new security mechanism
and relies on those proposed in MH-TLP and Tempora-Fusion. Thus, its security (i.e., privacy and solution
validity) boils down to the security of MH-TLP and Tempora-Fusion. �

7 Evaluation

In this section, we evaluate the costs and features of our schemes and compare them with those of existing
TLPs that support homomorphic linear combinations, namely, with the TLPs proposed in [1,28,27,16]. We
exclude the TLP in [37], from our analysis, as its authors acknowledge that it is far from practically efficient.
Tables 1 and 2 summarize the results.

7.1 Asymptotic Cost

MH-TLP. We begin by analyzing the computation cost of a client.

Client’s Costs. The computation costs of a client are as follows. In the Puzzle Generation phase, in each step
3(b)i and 3(b)ii, a client performs z modular exponentiation over φ(N) and N respectively. Furthermore, in
steps 3(b)ii, 3(b)iii, and 3c, in total the client invokes 9 · z − 1 instances of PRF. In step 3(d)i, it performs z
modular addition. In step 3(d)ii, it evaluates a polynomial of degree one at three x-coordinates, which will
involve 3 · z modular additions. In step 3e, the client performs 3 · z additions and multiplications to encrypt
the y-coordinates. In step 3f, the client invokes the hash function z times to commit to each message.

In the Linear Combination Phase, in step 4(a)i, it performs two modular exponentiations, one over φ(N)
and the other over N . In the same step, it invokes PRF twice. In step 4(a)ii, it invokes 11 · z + 3 instances of
PRF. In the same step, it performs z − 1 modular addition. In step 4(a)iii, it performs 3 additions. In step
4(a)iv, the client invokes the hash function one. In step 4(a)v, the client performs 6 · z additions and 12 · z
multiplications. In the same step, it invokes 3 · z instances of OLE+. Therefore, the computation complexity
of the client is O(z).

The communication costs of a client are as follows. In the Key Generation phase, step 2b, the client publishes
a single public key of size about 2048 bits. In the Puzzle Generation phase, step 3g, the client publishes 4·z+1
values. In the Linear Combination phase, in step 4(a)v, it invokes 3 · z instances of OLE+ where each instance
imposes O(1) communication cost. In step 4(a)vi, the client publishes two elements. Therefore, the client’s
communication complexity is O(z).

Verifier’s Costs. The computation costs of a verifier include the following operations. In the Verification
phase, the computation cost of a verifier in Case 1 is as follows. In step 6a, it invokes an instance of the hash
function. In step 6b, it invokes 6 instances of PRF. In step 6(b)ii, it performs 3 additions and 1 multiplication.
In step 6(b)iii, it interpolates a polynomial of degree 2. In step 6(b)iv, it evaluates a polynomial of degree
2 at a single point, requiring 2 additions and multiplications. In step 6c, it performs a single multiplication.
Thus, the verifier’s computation complexity in Case 1 is O(1). In the Verification phase, the computation
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cost of a verifier in Case 2 involves only a single invocation of the hash function to check the opening of a
commitment, for each puzzle. Hence, the computation complexity of the verifier O(z).

Server’s Costs. Now, we consider the computation cost of a server. In step 4(a)v, server S engages 3 · z
instances of OLE+ with each client. In step 4b, S performs 3 · z modular addition. During the Solving Puzzles
phase, in Case 1 step 5a, S performs Y repeated modular squaring and invokes two instances of PRF. In step
5b, S performs 3 additions and 3 multiplications. In step 5c, it interpolates a polynomial of degree 2 that
involves O(1) addition and multiplication operations (note that the complexity is constant with regard to
the number of puzzles). In step 5d, it performs a single modular multiplication. In step 5e, it factorizes a
polynomial of degree 2 to find its root, costing O(1). In the same step, it invokes the hash function once to
identify the valid roots. Thus, the computation complexity of S in Case 1 is O(Y + z).

In Case 2, the cost of S for a client Cu involves the following operations. S performs O(maxss ·
z∑
j=1

∆̄j,u)

modular squaring over N to find the master keys. It invokes 9 · z − 1 instances of PRF. It performs 3
addition and 3 multiplication to decrypt y-coordinates. It interpolates a polynomial of degree 2 using 3
coordinates, requiring O(1) addition and multiplication operations. Hence, the complexity of S in Case 2 is

O(maxss ·
z∑
j=1

∆̄j,u).

Next, we analyze the communication costs of S. In the Setup phase, S publishes 4 messages. In the Linear
Combination phase, step 4(a)v, it invokes 3 ·z instances of OLE+ with the client, where each instance imposes
O(1) communication cost. In step 4c, it publishes 3 messages. In the Solving a Puzzle phase, step 5f, it
publishes 3 messages. In Case 2, step 5d, the server publishes two messages. Hence, the communication
complexity of S is O(z).

MMH-TLP. As before, we begin by evaluating the computation cost of a client.

Client’s Costs. The computation costs of a client are as follows. Recall that in MMH-TLP, the number of
x-coordinates is linear with the number of leaders ẗ, whereas in MH-TLP it is 3. However, the client in
MMH-TLP takes the same types of steps as it takes in MH-TLP. Thus, the computation cost complexity of
a client in MMH-TLP is O(ẗ · z).

We proceed to analyze the communication costs of a client. In Phase 2, the client publishes a single public
key of size about 2048 bits. In Phase 3, the client publishes (t̄ + 1) · z + 1 messages. In Phase 4, it invokes
t̄ ·z instances of OLE+ where each instance imposes O(1) communication cost. In the same phase, it publishes
two elements. In Phase 5, we will consider the communication cost of a leader client, as it transmits more
messages than non-leader clients. The leader client transmits to each client a key for PRF. It also sends t̄
encrypted y-coordinates of a random root to the rest of the clients. It invokes t̄ instances of OLE+. The leader
client also publishes three elements (hu, com

′
u, Y ). Therefore, the leader client’s communication complexity

is O(t̄ · n). Hence, the client’s communication complexity is O((ẗ+ n) · z).

Verifer’s Costs. We will analyze only the computation costs of a verifier, as the protocol imposes no commu-
nication overhead on the verifier. In the Verification phase, in Case 1, a verifier performs the same type of
computation it does in Case 1 of MH-TLP, however, in the former the number of x-coordinates is t̄ (instead
of being 3 in MH-TLP). Hence, the verifier’s computation complexity in Case 1 is O(ẗ). In Case 2, the
computation cost of the verifier is as follows. In step 7a, it invokes ẗ instances of the hash function. In step 7b
it invokes 2 · (t̄ · ẗ+ 1) instances of PRF. In step 7(b)ii, it performs t̄ · ẗ+ 1 additions and t̄ · ẗ multiplication. In
step 7(b)iii, it interpolates a polynomial of degree ẗ+ 1. This involves O(ẗ) addition and O(ẗ) multiplication.
In step 7(b)iv, it evaluates a polynomial of degree ẗ + 1 at ẗ points, resulting in ẗ2 + ẗ additions and ẗ2 + ẗ
multiplication. Moreover, in step 7c, it performs ẗ+ 1 multiplication. Therefore, its complexity in Case 2 is
ẗ2 + ẗ. The computation cost of the verifier in Case 3 involves a single invocation of the hash function to check
the opening of a commitment for each puzzle. Thus, its complexity in this case is O(z). We conclude that
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when it verifies z puzzles of a client and a linear combination of n clients’ messages, the total computation
complexity of the verifier is O(ẗ2 + ẗ+ z).

Server’s Costs. Initially, we will focus on the computation costs of S. During Phase 4 (Linear Combination
for a Single Client), in step 4(a)v, S engages t̄ · z instances of OLE+ with a client. In step 4b, S performs
t̄ · z modular addition. Thus, its computation complexity in this phase is O(ẗ · z). Within Phase 5 (Linear
Combination for Multiple Clients), in step 5(b)v, S engages t̄ instances of OLE+ with each client. In step 5d,
S performs t̄ · n modular addition. Therefore, its complexity in this phase is O(ẗ · n).

During Phase 6, Case 1, step 6a, server S performs Y repeated modular squaring and invokes two instances
of PRF. In step 6b, it performs t̄ addition and t̄ multiplication. In step 6c, it interpolates a polynomial
using t̄ data points, which results in O(ẗ) computation complexity. In step 6d, it performs a single modular
multiplication. In step 6e, it factorizes a polynomial of degree 2 to find its root, which will cost O(1). In step
6e, it invokes the hash function once. Therefore, the overall computation complexity of S in Phase 6, Case
1 is O(Y + ẗ · (z + n)).

In Phase 6, Case 2, the cost of S is as follows. In step 6a, S performs Y modular squaring to find master key
mku for each leader client. In the same step, it invokes 2 instances of PRF for each leader client. In step 6b, it
invokes 2 · (t̄+ 1) instances of PRF. In the same step, it performs t̄+ 1 addition and t̄ multiplication. In step
6c, it interpolates a polynomial using t̄ points, involving O(ẗ) addition and O(ẗ) multiplication operations.
In step 6d, it performs ẗ + 1 multiplication. In step 6e, it factorizes a polynomial of degree ẗ + 1 with the
computation complexity of O(ẗ2). Hence, the total computation complexity of S (for n clients) in Phase 6,
Case 2 is O(ẗ · n+ ẗ2 + ẗ · Y ).

In Phase 6, Case 3, the costs of S for a client Cu are as follows. In step 6a, S performs O(maxss ·
z∑
j=1

∆̄j,u)

modular squaring over N to find the master keys mk1,u, . . . ,mkz,u. In steps 6a and 6b, in total, it invokes
z ·(3+ t̄)−1 instances of PRF. In step 6b, it performs t̄ addition and t̄ multiplication. In step 6c, it interpolates
a polynomial using t̄ coordinates, involving O(ẗ) addition and multiplication. Hence, the complexity of S in

Case 3 is O(ẗ+maxss ·
z∑
j=1

∆̄j,u).

Next, we move on to the communication costs of S. In Phase 1, S publishes t̄ messages. In Phase 4, it
invokes t̄ · z instances of OLE+, where each instance imposes O(1) communication cost. In the same phase,
it publishes t̄ encrypted y-coordinates. In Phase 5, it invokes t̄ · n instances of OLE+ and also publishes t̄
encrypted y-coordinates. In Phase 6, Case 1, it publishes 3 messages. In Phase 6, Case 2, S publishes 2 · ẗ+ 1
messages. In Phase Case 3, S publishes 3 · z messages. Thus, the total communication complexity of S is
O(ẗ · n+ z).

The Scheme Proposed in [1]. Initially, we consider a client’s costs in this multi-client scheme.

Client’s Costs. During the Puzzle Generation phase, a client performs two modular exponentiations, one
over φ(N) and another over N . Within the same phase, it invokes PRF and performs modular addition
and multiplication linear with the number of leaders ẗ. During the Linear Combination phase, it performs
modular arithmetics, invocations of PRF, and executions of OLE+ linearly with ẗ. Thus, the client’s overall
computation complexity is O(ẗ). The communication cost of the client is O(ẗ · n) as it transmits to each
client ẗ encrypted y-coordinates of a random root.

Verifier’s Costs. During the verification of the result of the linear combination it (a) invokes O(ẗ) instances

of the hash function, (b) invokes O(ẗ2) instances of PRF, and (c) performs O(ẗ2) addition and multiplication.
Its cost during the verification of a solution related to a client’s single puzzle is O(1) as it involves a single
invocation of a hash function. Hence, when it verifies z puzzles of a client and a linear combination of n
clients’ messages, the verifier’s computation complexity is O(ẗ2 + z).
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Server’s Computation Cost. During computing the linear combination of clients’ puzzles, S invokes O(ẗ)

instances of OLE+ with each client. In the same phase, it performs O(ẗ · n) modular addition. During the
Solving Puzzles phase, when it needs to deal with puzzles related to the linear combination, S performs
O(ẗ · Y ) repeated modular squaring and invokes O(ẗ) instances of PRF. Within the same phase, it performs
O(ẗ2) addition and multiplication. It also factorizes a polynomial, with the cost of O(ẗ2). Therefore, the
computation complexity of S in this case is O(ẗ2 + ẗ · n + ẗ · Y ). During the Solving Puzzles phase, when
it needs to deal with a single puzzle of a client Cu, server S performs maxss ·∆u modular squaring to find
master key mku. It invokes O(ẗ) instances of PRF and performs O(ẗ) addition and multiplication. Therefore,
the complexity of S in this case is O(ẗ + maxss · ∆u). In the multi-instance case, where the client has z
puzzles where each puzzle j-th puzzle needs to be disclosed after period ∆j,u, S needs to deal with each

of the puzzles separately, which leads to the total computation complexity of O(ẗ + maxss ·
z∑
j=1

∆j,u). The

communication cost of S is dominated by OLE+ invocations, which is linear with the total number of leaders
and clients, i.e., O(ẗ · n).

TLP in [28]. The homomorphic linear combination TLP proposed in [28, p.634], requires a trusted setup
involving a trusted party.

Trusted Party’s Costs. In the Setup phase, it computes a set of private and public parameters and publishes
the public ones. In this phase, the trusted party, only once, performs a modular squaring over φ(N). Thus,
this party’s computation cost is O(1). The trusted party’s communication complexity is also O(1), as it only
publishes 4 values.

Client’s Costs. In the Puzzle Generation phase, a client performs 3 modular exponentiations, one over N
and the other two over N 2. Thus, the computation complexity of the client is O(1), with respect to n which
is the total number of clients involved. The client’s communication complexity is O(1).

Server’s Costs. To solve a puzzle (related to a single client’s puzzle or a puzzle encoding a linear combination
of solutions), a server performs maxss · ∆ repeated modular squaring, similar to conventional TLPs. To
compute a homomorphic linear combination of puzzles, the server performs n modular multiplication over
N and n modular multiplication over N 2. Therefore, the computation complexity of the server is O(n). The
server’s communication complexity is O(1). In the multi-instance case, where a client Cu has z puzzles, where
each j-th puzzle must be found after period ∆j,u, the server needs to deal with each puzzle independently,

leading to the additional computation complexity of O(maxss ·
z∑
j=1

∆j,u).

TLP in [27]. The additive TLP proposed in [27] heavily relies on the above additive TLP of Malavolta and
Thyagarajan [28]. As a result, the overall complexities of the client and server in this scheme are similar to
that of the additive TLP in [28] with a main difference. Namely, the server in this TLP needs to perform
O( maxss·∆

log(maxss·∆) ) group operations to generate a proof. To check z puzzles of a client, a verifier’s complexity

is O(z). This scheme also does not provide any mechanism to efficiently handle the multi-instance setting,

imposing additional computation complexity of O(maxss ·
z∑
j=1

∆j,u) on the server, when each client has z

puzzles. The communication complexity for the parties in this TLP is comparable to that described in [28].

TLP in [16]. This TLP is also built upon the additive TLP introduced by Malavolta and Thyagarajan
[28]. Consequently, the computation complexity for a trusted party during the Setup phase and for each
client during the Puzzle Generation phase is comparable to that in the TLP of Malavolta and Thyagarajan.
However, this TLP requires the server to perform O(n2 +maxss ·∆) operations to combine the puzzles and
solve the combined puzzle. Since this scheme cannot efficiently handle the muti-instance setting, the server
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must deal with each puzzle independently, yielding additional computation complexity of O(maxss ·
z∑
j=1

∆j,u).

The parties’ communication complexity in this TLP is similar to that in [28].

7.2 Features

MH-TLP. This scheme can efficiently handle the multiple-instance setting and does not require a trusted
setup. It enables anyone to efficiently check the correctness of a solution for a client’s puzzle and a linear
combination of puzzles. This scheme allows different clients to have different time parameters for their puzzles.

MMH-TLP. This TLP supports multi-client as well as efficiently handling the multiple-instance setting.
This scheme also does not require a trusted setup. It also allows anyone to efficiently verify the correctness of
a solution for a client’s puzzle and a linear combination of puzzles. It allows different clients to have different
time parameters for their puzzles.

TLP in [1]. This scheme supports multi-client and does not require a trusted setup. It also supports efficient
verification of a solution for a client’s puzzle and a linear combination of puzzles. Similar to the above two
schemes, it is flexible regarding the time parameters of different puzzles.

TLP in [28]. The original homomorphic linear combination proposed in [28, p.634] requires all time pa-
rameters to be identical. This constraint limits its applicability, as different clients may prefer their solutions
to be disclosed at different times. To address this, the authors suggested an extension that involves a trusted
third party releasing a set of public parameters, each corresponding to a different time parameter during the
setup phase. However, this solution also restricts clients’ flexibility because they must choose from only the
time parameters initially generated by the trusted third party. The scheme supports multiple clients, how-
ever, it does not support the multi-instance setting. It does not provide any verification mechanism to allow
a verifier to check the solution that the server finds, which contributes to its overall lower cost compared to
those that support verification.

TLP in [27]. One of the TLPs introduced in [27] supports multi-client and homomorphic linear com-
binations. It allows a server to prove the validity of a solution for a single client’s puzzle, by relying on
computationally expensive public-key-based primitives. However, this scheme does not support verifying
the correctness of the linear combinations. This scheme also requires the involvement of a trusted party to
generate a set of public and private parameters. This scheme does not support any efficient solution for
the multi-instance setting. This scheme also lacks flexibility regarding the time parameter, as it assumes all
clients use an identical time parameter.

TLP in [16]. This scheme supports multi-client and allows a server to check whether a puzzle has been
created correctly. However, it does not offer any solution for the verification of a solution related to a single
puzzle or homomorphic linear combinations. This scheme also requires a trusted party and lacks flexibility
with respect to the time parameter, as it presumes that all clients use the same time parameter. It offers
the batch-solving feature, that enables the server to combine n puzzles into a single combined puzzle, such
that after solving this puzzle, the server can find the solution to each puzzle that was integrated into the
combined puzzle.

7.3 Comparison

Cost. The overall computation and communication complexity of all schemes, except the one in [16], is
linear with the number of puzzles z and the number of clients n. However, the computation complexity of

44



the TLP in [16] is quadradic regarding n. Note that the complexities of MH-TLP, MMH-TLP, and the TLP
in [1] are quadratic regarding the total number of leader clients ẗ. However, ẗ can be set to a small value, e.g.,
between 3 and 10, depending on the setting and security assumption. Moreover, only MH-TLP, MMH-TLP,
and the TLP in [1] can efficiently deal with the multi-instance setting.

Feature. Among the six schemes, only MMH-TLP provides both multi-client and multi-instance capabilities.
It stands out as the scheme that offers the most features. Additionally, MH-TLP, MMH-TLP, and the TLP
proposed in [1] (a) do not require a trusted setup, (b) support verification of both the solution to a client’s
puzzle and the solution to a linear combination of puzzles, and (c) allow flexible time parameters. Conversely,
only the TLP in [16] supports batch verification.

7.4 An Overview of Concrete Cost

The three main operations that impose non-negligible costs to the participants of our schemes are polynomial
factorization, invocations of PRF, and OLE+ execution. In our schemes, the computation complexity of a verifier
is quadratic with the number of leaders ẗ, which determines the degree of the polynomial to be factorized.
The runtime of polynomial factorization is also influenced by the field size, log2(p). As shown in [1], the total
combined computation cost imposed due to factorization and PRF invocations is about 6 milliseconds when
ẗ = 10 and log2(p) = 256-bit. The running time of OLE+ is low as well, for instance about 1 second for 214

input elements, as shown in [35]. Thus, we estimate our schemes will impose an additional cost of about 10
seconds when the total number of clients is 20. This estimation excludes the standard cost of solving puzzles.

8 Conclusion and Future Work

Time-Lock Puzzles (TLPs) have been developed to securely transmit private information into the future
without relying on a third party. They have applications in various domains, including transparent sched-
uled payments in private banking, e-voting, and secure aggregation in federated learning. To enhance the
scalability of TLPs, multi-instance TLPs have been designed, enabling a server to efficiently handle multi-
ple instances of a client’s puzzles. Separately, homomorphic TLPs have been developed to allow (verifiable)
computation on the puzzles of different clients.

In this work, we proposed two schemes MH-TLP and MMH-TLP to bridge these two research lines. Initially,
we proposed Multi-instance verifiable partially Homomorphic TLP (MH-TLP), the first multi-instance TLP
that supports efficient verifiable homomorphic linear combinations on puzzles. It enables a client to generate
many puzzles and transmit them to the server at once. In this setting, the server does not need to simulta-
neously deal with them; instead, it can solve them one after the other. MH-TLP enables the server to learn
the linear combination of the puzzles’ solutions after a certain time. It allows public verification of a single
puzzle’s solution and the computation’s result.

Next, we introduced Multi-instance Multi-client verifiable partially Homomorphic TLP (MMH-TLP). This
new variant combines the features of both (partially) homomorphic TLP and multi-instance TLP. It supports
verifiable partially homomorphic operations on the puzzles belonging to single or multiple clients while
maintaining the multi-instance feature. It enables single or multiple clients to ask the server to perform
homomorphic linear combinations of their puzzles. This scheme allows anyone to verify whether the server
has performed the computation correctly and provided a correct solution.

We have conducted a thorough analysis of these two schemes. Our analysis indicates that the overall overhead
of our schemes is linear with respect to the total number of clients and the number of puzzles. By comparing
our solutions to the state-of-the-art TLPs, we observed that MMH-TLP offers a set of appealing features
not simultaneously provided by any existing TLP.

Batch solving is an intriguing feature that allows a server to combine multiple puzzles into a single composite
puzzle. By solving this composite puzzle, one can determine the solution to each individual puzzle involved
[16]. It will be interesting to explore how MMH-TLP can be enhanced to offer this property while maintaining
its current features and efficiency.
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A Enhanced OLE’s Ideal Functionality and Protocol

The enhanced OLE ensures that the receiver cannot learn anything about the sender’s inputs, when it sets
its input to 0, i.e., c = 0. The enhanced OLE’s protocol (denoted by OLE+) is presented in Figure 5.

1. Receiver (input c ∈ F): Pick a random value, r
$← F, and send (inputS, (c−1, r)) to

the first FOLE.
2. Sender (input a, b ∈ F): Pick a random value, u

$← F, and send (inputR, u) to the
first FOLE, to learn t = c−1 · u+ r. Send (inputS, (t+ a, b− u)) to the second FOLE.

3. Receiver: Send (inputR, c) to the second FOLE and obtain k = (t+ a) · c+ (b− u) =
a · c+ b+ r · c. Output s = k − r · c = a · c+ b.

Fig. 5: Enhanced Oblivious Linear function Evaluation (OLE+) [21].

B The Tempora-Fusion Protocol

In this section, we present Tempora-Fusion, initially introduced in [1]

1. Setup. S.Setup(1λ, ẗ, t)→ (., pkS)

The server S only once takes the following steps:

(a) generates a sufficiently large prime number p, where log2(p) is a security parameter, e.g., log2(p) ≥
128.

(b) let ẗ be the total number of leader clients. It sets t̄ = ẗ+2 and ~x = [x1, . . . , xt̄], where xi 6= xj, xi 6= 0,
and xi /∈ U .

(c) publishes pkS = (p, ~x, t).

2. Key Generation. C.Setup(1λ)→ Ku

Each party Cu in C = {C1, . . . , Cn} takes the following steps:

(a) computes Nu = p1 ·p2, where pi is a large randomly chosen prime number, where log2(pi) is a security
parameter. It computes Euler’s totient function of Nu, as: φ(Nu) = (p1 − 1) · (p2 − 1).

(b) stores secret key sk
u

= φ(Nu) and publishes public key pku = Nu.
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3. Puzzle Generation. GenPuzzle(mu,Ku, pkS, ∆u,maxss)→ (~ou, prmu)

Each Cu independently takes the following steps to generate a puzzle for a message mu.

(a) checks the bit-size of p and elements of ~x in pkS, to ensure log2(p) ≥ 128, xi 6= xj, xi 6= 0, and xi /∈ U .
If it does not accept the parameters, it returns (⊥,⊥) and does not take further action.

(b) generates a master key mk
u

and two secret keys ku and su as follows:

i. sets exponent au as: au = 2Tu mod φ(Nu).

where Tu = ∆u ·maxss and φ(Nu) ∈ Ku.

ii. selects a base uniformly at random: ru
$← ZNu and then sets a master key mk

u
as follows:

mku = rauu mod Nu

iii. derive two keys from mku as: ku = PRF(1,mku), su = PRF(2,mku).

(c) generates 2 · t̄ pseudorandom blinding factors using ku and su:

∀i, 1 ≤ i ≤ t̄ : zi,u = PRF(i, ku), wi,u = PRF(i, su)

(d) encodes plaintext message as follows:

i. represents plaintext message mu as a polynomial, such that the polynomial’s constant term is
the message. Specifically, it computes polynomial πu(x) as: πu(x) = x+mu mod p.

ii. computes t̄ y-coordinates of πu(x) as: ∀i, 1 ≤ i ≤ t̄ : πi,u = πu(xi) mod p, where xi ∈ ~x and
p ∈ pkS.

(e) encrypts the y-coordinates using the blinding factors as follows:

∀i, 1 ≤ i ≤ t̄ : oi,u = wi,u · (πi,u + zi,u) mod p

(f) commits to the plaintext message: comu = Com(mu,mku).

(g) publishes ~ou = [o1,u, . . . , ot̄,u] and ppu = (comu, Tu, ru, Nu). It locally keeps secret parameters spu =
(ku, su) and deletes everything else, including mu,πu(x), π1,u, . . . , πt̄,u. It sets prmu = (spu, ppu).

4. Linear Combination. Evaluate(〈S(~o,∆, maxss, ~pp, ~pk, pkS), C1(∆,maxss,K1, prm1, q1, pkS), . . . , Cn(∆,
maxss, Kn, prmn, qn, pkS)〉)→ (~g, ~pp(Evl))

In this phase, the parties produce certain messages that allow S to find a linear combination of the
clients’ plaintext messages after time ∆.

(a) all parties in C agree on a random key r̂, e.g., by participating in a coin tossing protocol [8]. Each
Cu deterministically finds index of ẗ leader clients: ∀j, 1 ≤ j ≤ ẗ : idxj = G(j||r̂). Let I be a vector
contain these ẗ clients.

(b) each leader client Cu in I takes the following steps.

i. generates a temporary master key tku and two secret keys k′u and s′u for itself. Also, it generates
a secret key fl for each client. To do that, it takes the following steps. It computes the exponent:
bu = 2Y mod φ(Nu).

where Y = ∆·maxss. It selects a base uniformly at random: hu
$← ZNu and then sets a temporary

master key tku as: tku = hbuu mod Nu.

It derives two keys from tku as: k′u = PRF(1, tku), s′u = PRF(2, tku).
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It picks a random key fl for each client Cl excluding itself, i.e., fl
$← {0, 1}poly(λ), where Cl ∈ C\Cu.

It sends fl to each Cl.

ii. derives t̄ pseudorandom values from s′u:

∀i, 1 ≤ i ≤ t̄ : w′i,u = PRF(i, s′u)

iii. picks a random root: rootu
$← Fp. It represents rootu as a polynomial, such that the polynomial’s

root is rootu. Specifically, it computes polynomial γu(x) as: γu(x) = x− rootu mod p.

Then, it computes t̄ y-coordinates of γu(x) as: ∀i, 1 ≤ i ≤ t̄ : γi,u = γu(xi) mod p.

It encrypts each y-coordinate γi,u using blinding factor w′i,u:

∀i, 1 ≤ i ≤ t̄ : γ′i,u = γi,u · w′i,u mod p

It sends #»γ ′u = [γ′1,u, . . . , γ
′̄
t,u] to the rest of the clients.

iv. receives (f̄l,
#»γ ′l) from every other client which are in I. It regenerates its original blinding factors:

∀i, 1 ≤ i ≤ t̄ : zi,u = PRF(i, ku), wi,u = PRF(i, su)

where ku and su are in ~prmu and were generated in step 3(b)iii. It also generates new ones:

∀i, 1 ≤ i ≤ t̄ : z′i,u = PRF(i, k′u)

It sets values vi,u and yi,u as follows. ∀i, 1 ≤ i ≤ t̄ :

vi,u = γ′i,u ·
∏

∀C
l
∈I\Cu

γ′i,l mod p

yi,u = −
∑

∀C
l
∈C\Cu

PRF(i, fl) +
∑

∀C
l
∈I\Cu

PRF(i, f̄l)mod

where Cu ∈ I.

v. obliviously, without having to access a plaintext solution, prepares the puzzle (held by S) for
the computation. To do that, it participates in an instance of OLE+ with S, for every i, where
1 ≤ i ≤ t̄. The inputs of Cu to i-th instance of OLE+ are:

ei = qu · vi,u · (wi,u)−1 mod p

e′i = −(qu · vi,u · zi,u) + z′i,u + yi,u mod p

The input of S to the i-th instance of OLE+ is Cu’s encrypted y-coordinate: e′′i = oi,u (where
oi,u ∈ ~o). Accordingly, i-th instance of OLE+ returns to S:

di,u = ei · e′′i + e′i
= qu · vi,u · πi,u + z′i,u + yi,u mod p

= qu · γi,u · w′i,u · (
∏

∀C
l
∈I\Cu

γi,l · w′i,l) · πi,u + z′i,u + yi,u mod p

where qu is the party’s coefficient. If Cu detects misbehavior during the execution of OLE+, it
sends a special symbol ⊥ to all parties and halts.
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vi. computes com′u = Com(rootu, tku).

vii. publishes pp(Evl)
u = (hu, com

′
u, Y ). Note that all Cu ∈ I use identical Y . Let ~pp(Evl) contain all the

triples pp(Evl)
u published by Cu, where Cu ∈ I.

(c) each non-leader client Cu takes the following steps.

i. receives (f̄l,
#»γ ′l) from every other client which is in I. It regenerates its original blinding factors:

∀i, 1 ≤ i ≤ t̄ : zi,u = PRF(i, ku), wi,u = PRF(i, su)

It set values vi,u and yi,u as follows. ∀i, 1 ≤ i ≤ t̄ :

vi,u =
∏
∀C
l
∈I

γ′i,l mod p

yi,u =
∑
∀C
l
∈I

PRF(i, f̄l) mod p

ii. participates in an instance of OLE+ with the server S, for every i, where 1 ≤ i ≤ t̄. The inputs of
Cu to i-th instance of OLE+ are:

ei = qu · vi,u · (wi,u)−1 mod p

e′i = −(qu · vi,u · zi,u) + yi,u mod p

The input of S to i-th instance of OLE+ is Cu’s encrypted y-coordinate: e′′i = oi,u. Accordingly,
i-th instance of OLE+ returns to S:

di,u = ei · e′′i + e′i
= qu · vi,u · πi,u + yi,u mod p

= qu · (
∏

∀C
l
∈I\Cu

γi,l · w′i,l) · πi,u + yi,u mod p

where qu is the party’s coefficient. If Cu detects misbehavior during the execution of OLE+, it
sends a special symbol ⊥ to all parties and halts.

(d) server S sums all of the outputs of OLE+ instances that it has invoked, ∀i, 1 ≤ i ≤ t̄ :

gi =
∑
∀Cu∈C

di,u mod p

= (
∏
∀Cu∈I

γi,u · w′i,u ·
∑
∀Cu∈C

qu · πi,u) +
∑
∀Cu∈I

z′i,u mod p

Note that in gi,j does not exist any yi,j, because yi,j in different di,j canceled out each other after
they summed up.

(e) server S publishes ~g = [g1, . . . , gt̄].

5. Solving a Puzzle. Solve(~ou, ppu, ~g, ~pp
(Evl), ~pk, pkS, cmd)→ (m, ζ)

Server S takes the following steps.

Case 1. when solving a puzzle related to the linear combination, i.e., when cmd = evalPzl:

(a) for each Cu ∈ I:
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i. finds tku where tku = h2Y

u mod Nu through repeated squaring of hu modulo Nu, where

(hu, Y ) ∈ ~pp(Evl) and Nu ∈ ~pk.

ii. derives two keys from tku as: k′u = PRF(1, tku), s′u = PRF(2, tku).

(b) removes the blinding factors from [g1, . . . , gt̄] ∈ ~g.

∀i, 1 ≤ i ≤ t̄ :

θi =
( ∏
∀Cu∈I

PRF(i, s′u)
)−1 ·

(
gi −

∑
∀Cu∈I

PRF(i, k′u)
)

mod p

= (
∏
∀Cu∈I

γi,u) ·
∑
∀Cu∈C

qu · πi,u mod p

(c) interpolates a polynomial θ, given pairs (x1, θ1), . . . , (xt̄, θt̄). Note that θ will have the
following form:

θ(x) =
∏
∀Cu∈I

(x− rootu) ·
∑
∀Cu∈C

qu · (x+mu) mod p

We can rewrite θ(x) as follows:

θ(x) = ψ(x) +
∏
∀Cu∈I

(−rootu) ·
∑
∀Cu∈C

qu ·mu mod p

where ψ(x) is a polynomial of degree ẗ+ 1 whose constant term is 0.

(d) retrieves the final result (which is the linear combination of the messages m1, . . . ,mn) from
polynomial θ(x)’s constant term: cons =

∏
∀Cu∈I

(−rootu) ·
∑
∀Cu∈C

qu ·mu as follows:

res = cons · (
∏
∀Cu∈I

(−rootu))−1 mod p

=
∑
∀Cu∈C

qu ·mu

(e) extracts the roots of θ. Let set R contain the extracted roots. It identifies the valid roots,
by finding every rootu in R, such that Ver(com′u, (rootu, tku)) = 1. Note that S performs
the check for every Cu in I.

(f) publishes the solution m = res and the proof ζ =
{

(rootu, tku)
}
∀Cu∈I

.

Case 2. when solving a puzzle of single client Cu, i.e., when cmd = clientPzl:

(a) finds mku where mku = r2
Tu

u mod Nu through repeated squaring of ru modulo Nu, where
(Tu, ru) ∈ ppu. Then, it derives two keys from mku:

ku = PRF(1,mku), su = PRF(2,mku)

(b) re-generates 2 · t̄ pseudorandom values using ku and su:

∀i, 1 ≤ i ≤ t̄ : zi,u = PRF(i, ku), wi,u = PRF(i, su)

Then, it uses the blinding factors to unblind [o1,u, . . . , ot̄,u]:

∀i, 1 ≤ i ≤ t̄ : πi,u =
(
(wi,u)−1 · oi,u

)
− zi,u mod p
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(c) interpolates a polynomial πu, given pairs (x1, π1,u), . . . , (xt̄, πt̄,u).

(d) considers the constant term of πu as the plaintext solution, mu. It publishes the solution
m = mu and the proof ζ = mku.

6. Verification. Verify(m, ζ, ., ppu, ~g, ~pp
(Evl), pkS, cmd)→ v̈ ∈ {0, 1}

A verifier (that can be anyone, not just Cu ∈ C) takes the following steps.

Case 1. when verifying a solution related to the linear combination, i.e., when cmd = evalPzl:

(a) verifies the validity of every (rootu, tku) ∈ ζ, provided by S in Case 1, step 5f: ∀Cu ∈
I : Ver

(
com′u, (rootu, tku)

) ?
= 1, where com′u ∈ ~pp(Evl). If all of the verifications pass, it

proceeds to the next step. Otherwise, it returns v̈ = 0 and takes no further action.

(b) checks if the resulting polynomial contains all the roots in ζ, by taking the following steps.

i. derives two keys from tku as: k′u = PRF(1, tku), s′u = PRF(2, tku).

ii. removes the blinding factors from [g1, . . . , gt̄] ∈ ~g that were provided by S in step 4e.

∀i, 1 ≤ i ≤ t̄ :

θi =
( ∏
∀Cu∈I

PRF(i, s′u)
)−1 ·

(
gi −

∑
∀Cu∈I

PRF(i, k′u)
)

mod p

=
∏
∀Cu∈I

γi,u ·
∑
∀Cu∈C

qu · πi,u mod p

iii. interpolates a polynomial θ, given pairs (x1, θ1), . . . , (xt̄, θt̄), similar to step 5c. This
yields a polynomial θ having the form:

θ(x) =
∏
∀Cu∈I

(x− rootu) ·
∑
∀Cu∈C

qu · (x+mu) mod p

= ψ(x) +
∏
∀Cu∈I

(−rootu) ·
∑
∀Cu∈C

qu ·mu mod p

where ψ(x) is a polynomial of degree ẗ+ 1 whose constant term is 0.

iv. if the following checks pass, it will proceed to the next step. It checks if every rootu is

a root of θ, by evaluating θ at rootu and checking if the result is 0, i.e., θ(rootu)
?
= 0.

Otherwise, it returns v̈ = 0 and takes no further action.

(c) retrieves the linear combination of the messages m1, . . . ,mn from polynomial θ(x)’s con-
stant term: cons =

∏
∀Cu∈I

(−rootu) ·
∑
∀Cu∈C

qu ·mu as follows:

res′ = cons · (
∏
∀Cu∈I

(−rootu))−1 mod p

=
∑
∀Cu∈C

qu ·mu

It checks res′
?
= m, where m = res is the result that S sent to it.

(d) if all the checks pass, it accepts m and returns v̈ = 1. Otherwise, it returns v̈ = 0.

Case 2. when verifying a solution of a single puzzle belonging to Cu, i.e., when cmd = clientPzl:
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(a) checks whether opening pair m = mu and ζ = mku matches the commitment:

Ver
(
comu, (mu,mku)

) ?
= 1

where comu ∈ ppu.

(b) accepts the solution m and returns v̈ = 1 if the above check passes. It rejects the solution
and returns v̈ = 0, otherwise.

Theorem 5. If the sequential modular squaring assumption holds, factoring N is a hard problem, PRF, OLE+,
and the commitment schemes are secure, then the protocol presented above is secure.

We refer readers to [1] for the proof of Theorem 5.

C The Original RSA-Based TLP

Below, we restate the original RSA-based time-lock puzzle proposed in [34].

1. Setup: SetupTLP(1
λ, ∆,maxss).

(a) pick at random two large prime numbers, q1 and q2. Then, compute N = q1 ·q2. Next, compute Euler’s
totient function of N as follows, φ(N) = (q1 − 1) · (q2 − 1).

(b) set T = maxss · ∆ the total number of squaring needed to decrypt an encrypted message m, where
maxss is the maximum number of squaring modulo N per second that the (strongest) solver can
perform, and ∆ is the period, in seconds, for which the message must remain private.

(c) generate a key for the symmetric-key encryption, i.e., SKE.keyGen(1λ)→ k.

(d) choose a uniformly random value r, i.e., r
$← Z∗N .

(e) set a = 2T mod φ(N).

(f) set pk := (N,T, r) as the public key and sk := (q1, q2, a, k) as the secret key.

2. Generate Puzzle: GenPuzzleTLP(m, pk, sk).

(a) encrypt the message under key k using the symmetric-key encryption, as follows: o1 = SKE.Enc(k,m).

(b) encrypt the symmetric-key encryption key k, as follows: o2 = k + ra mod N .

(c) set o := (o1, o2) as puzzle and output the puzzle.

3. Solve Puzzle: SolveTLP(pk, o).

(a) find b, where b = r2T mod N , through repeated squaring of r modulo N .

(b) decrypt the key’s ciphertext, i.e., k = o2 − b mod N .

(c) decrypt the message’s ciphertext, i.e., m = SKE.Dec(k, o1). Output the solution, m.

The security of the RSA-based TLP relies on the hardness of the factoring problem, the security of the
symmetric key encryption, and the sequential squaring assumption. We restate its formal definition below
and refer readers to [3] for the proof.

Theorem 6. Let N be a strong RSA modulus and ∆ be the period within which the solution stays private. If
the sequential squaring holds, factoring N is a hard problem and the symmetric-key encryption is semantically
secure, then the RSA-based TLP scheme is a secure TLP.
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D Sequential and Iterated Functions

Definition 10 (∆, δ(∆))-Sequential function). For a function: δ(∆), time parameter: ∆ and security
parameter: λ = O(log(|X|)), f : X → Y is a (∆, δ(∆))-sequential function if the following conditions hold:

• There is an algorithm that for all x ∈ Xevaluates f in parallel time ∆, by using poly(log(∆), λ) processors.

• For all adversaries A which execute in parallel time strictly less than δ(∆) with poly(∆,λ) processors:

Pr
[
yA = f(x)

∣∣∣yA $← A(λ, x), x
$← X

]
≤ negl(λ)

where δ(∆) = (1− ε)∆ and ε < 1, as stated in [11].

Definition 11 (Iterated Sequential function). Let β : X → X be a (∆, δ(∆))-sequential function. A

function f : N × X → X defined as f(k, x) = β(k)(x) =

k Times︷ ︸︸ ︷
β ◦ β ◦ ... ◦ β is an iterated sequential function,

with round function β, if for all k = 2o(λ) the function h : X → X defined by h(x) = f(k, x) is (k∆, δ(∆))-
sequential.

The primary property of an iterated sequential function is that the iteration of the round function β is the
quickest way to evaluate the function. Iterated squaring in a finite group of unknown order, is widely believed
to be a suitable candidate for an iterated sequential function. Below, we restate its definition.

Assumption 1 (Iterated Squaring) Let N be a strong RSA modulus, r be a generator of ZN , ∆ be a time
parameter, and T = poly(∆,λ). For any A, defined above, there is a negligible function µ() such that:

Pr


A(N, r, y)→ b

r
$← ZN , b

$← {0, 1}
if b = 0, y

$← ZN
else y = r2T

 ≤ 1

2
+ µ(λ)

54


	Verifiable Homomorphic Linear Combination for Multi-Instance Time-Lock Puzzles

