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Abstract. Lattice-based identity-based encryption having both efficiency
and provable security in the standard model is currently still a challeng-
ing task and has drawn much attention. In this work, we introduce a new
IBE construction from NTRU lattices in the standard model, based on
the framework proposed by Agrawal, Boneh, and Boyen (EUROCRYPT
2010). Particularly, by introducing the NTRU trapdoor and the Ring-
LWE computational assumption, we remove a crux restriction of the
column number and obtain a more compact IBE construction in the
standard model. Besides, we provide a concrete implementation and de-
tailed performance results with a comparison of previous works in terms
of the security model and the assumption, which demonstrates the ad-
vantage of our construction.

Keywords: Lattice-based cryptography · Identity-based encryption ·
NTRU lattice · Standard model.

1 Introduction

Identity-based encryption (IBE) is a generalization of public key encryption,
where the public key can be an arbitrary string such as a name, a telephone num-
ber or an email address. The user’s secret key can only be generated by a trusted
authority, called a key generation center (KGC), which applies its master secret
key to the user’s identity after the user authenticates itself. Shamir [34] proposed
the notion of IBE as a way to simplify the public key and certificate manage-
ment. Since its first realization proposed by Boneh and Franklin [10], there has
been significant research in the past two decades [1,7,8,12,17,18,21,22,25,36,37],
constructing various IBE schemes from different assumptions. Recently, to pre-
vent attacks from quantum computers, post-quantum cryptography, especially
lattice-based cryptography, emerges as a popular research direction. In this pa-
per, we focus on lattice-based IBE.

⋆ Corresponding author.
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In [22], Gentry, Peikert and Vaikuntanathan made one of the major break-
throughs in lattice-based cryptography: they showed how to use the short trap-
door basis (known as Ajtai trapdoor [2]) to generate short lattice vectors without
revealing the trapdoor (known as GPV sampling). This sampler can be used to
construct the first lattice-based IBE construction, which can be proven secure
in the random oracle model (ROM). However, the constructions based on the
Ajtai trapdoor are not sufficiently efficient. Specifically, in [22], the Ajtai trap-
door generation algorithm outputs a pair (A,TA) ∈ Zn×mq × Zm×m where TA

is a trapdoor for the SIS function fA = Ax mod q. To guarantee the security
of TA, the distribution of A is set to be statistically close to the uniform dis-
tribution over Zn×mq , which induces the parameter constraint m = Θ(n log q),
and thus leads to large parameters. Later, Micciancio and Peikert [30] proposed
a more simple trapdoor (known as MP-trapdoor) than the Ajtai trapdoor, but
the parameter constraint still exists.

To overcome this efficiency bottleneck, Ducas, Lyubashevsky and Prest [18]
(DLP-IBE) instantiated the GPV sampling algorithm by using a particular dis-
tribution of NTRU lattices that have nearly optimal trapdoor lengths (known
as NTRU trapdoor). Specifically, for a polynomial ring R := Z[X]/(Xn + 1),
the NTRU trapdoor generation algorithm outputs a pair (h,Th) ∈ Rq × R2×2

satisfying [1|h] ·Th = 0 mod q. The security of the trapdoor Th is now obtained
from the computational hardness assumption of NTRU lattices. Compared with
the parameter constraint of the Ajtai trapdoor (m = Θ(n log q)), the NTRU
trapdoor only requires m = 2n, which results in better efficiency. Based on the
NTRU trapdoor, they proposed the first practical lattice-based IBE scheme.

On the security side, the above IBE constructions are all proven secure in
the ROM. However, the ROM is arguably “unnatural” and significantly differs
from real-world constructions, according to several works [5,11,23,28]. What’s
worse, Boneh et al. [9] pointed out that the ROM as in the classical setting is
not reasonable when considering security against quantum adversaries, and one
needs to alternatively prove post-quantum security of a scheme in the quantum
random oracle model (QROM) [26,38], which is challenging and may involve a
significant loss of security.

To obtain more reasonable security against quantum attacks, Agrawal, Boneh,
and Boyen [1] provided a lattice-based IBE (ABB-IBE) in the standard model
whose performance is comparable to the performance of the random-oracle sys-
tem from [22]. Same as [22], their construction is not efficient enough due to the
limitations of the Ajtai trapdoor.

Lattice-based IBE construction having both efficiency and provable security
in the standard model remains a challenging task. Constructing a standard model
IBE based on the NTRU trapdoor seems like a straight and promising idea, but
it is difficult to realize. The difficulty lies in the fact that the security proof in
the standard model requires that the real system and the simulated system are
indistinguishable. The existing approach using the Leftover Hash Lemma (LHL)
implicitly requires m = Θ(n log q), which is contrary to the original purpose of
using the NTRU trapdoor to improve efficiency. Therefore, it raises a natural
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question:

Can we construct a lattice-based IBE in the standard model,
whose performance is comparable to that of the random-oracle system from [18] ?

1.1 Our Results

In this paper, we provide and implement the first lattice-based IBE construction
based on the NTRU trapdoor in the standard model, whose performance is
comparable to the IBE in the ROM [18]. More precisely, our main contributions
are the following perspectives:
– NTRU trapdoor embedding in the standard model. We embed the

NTRU trapdoor into IBE construction in the standard model by a redesign
of the sampling lattices (Sect. 4.2). This modification leads to shorter public
parameters considering reasonable security against quantum attacks. Refer
to Tab. 1 for a detailed comparison.

– New proof techniques for NTRU trapdoor. We introduce the RLWE
computational assumption to eliminate the parameter constraint associated
with the two-side trapdoor’s indistinguishability (Sect. 3) and adapt the se-
curity proof to the new sampling lattices (Sect. 5.2), resulting in a more
compact IBE construction without leaking any secret information.

– Security analysis and implementation. We conduct a rigorous security
analysis against lattice reduction attacks and provide a comprehensive open-
source implementation3, complete with performance benchmarking. More-
over, we provide several concrete parameter settings for our IBE construc-
tion, achieving NIST level I, III, and V respectively. Refer to Tab. 2.

Note that we focus on compact IBE schemes with selective security, which can
be upgraded to the adaptively secure schemes via the well-known complexity
leveraging approach [8].

Table 1. Sizes Comparison between this paper and [18,1]. Compared to the most efficient
scheme to date [18], we achieve more reasonable security with comparable performance
(i.e., O(1)). Compared to the ring version of [1], we significantly reduce the sizes of all
components (i.e., O(log q)) under the same security model.

Scheme Standard model Assumption mpk msk skid ct

DLP-IBE [18] × NTRU/RLWE n log q > 2n log q < n log q > 2n log q

ABB-IBE [1] ✓ RSIS/RLWE n log2 q > 2n log q < 1
2
n log2 q n log2 q

Ours ✓ NTRU/RLWE 7n log q > 2n log q ≈ 3.5n log q 7n log q

3 https://anonymous.4open.science/r/mntru_ibe-DF11/

https://anonymous.4open.science/r/mntru_ibe-DF11/
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1.2 Techniques Overview

The ABB-IBE. We briefly review the general framework of IBE in the stan-
dard model proposed by [1]. The key idea is to construct a family of sampling
lattices that associates each identity with two distinct trapdoors for finding short
vectors. Now we generalize the original Ajtai trapdoor from Zq to Rq as in [25].
More concretely, on input a pair (a,Ta) ∈ Rkq×Rk×k satisfying a·Ta = 0 mod q,
a hash function H : {0, 1}∗ → R satisfying H(id1) ̸= H(id2) if and only if
id1 ̸= id2, the family of lattices for each identity id can be constructed as

pkid = [a|aR+ (H(id)−H(id∗))g] ∈ Rk+dq , (1)

where g = [1|b| · · · |bd−1] ∈ Rdq is a special gadget vector whose trapdoor Tg is
publicly known [30], R ∈ Rk×d is a random matrix with small spectral norm and

id∗ is the challenge identity. The critical step of [1] is that we can set T =

[
−R
I

]
,

which satisfies pkid · T = (H(id) − H(id∗))g, and thus inversion of fpkid can be
converted into the inversion of fg for Ajtai’s function (i.e., fa = a · x⊤ mod q)4.
Therefore, for a given target u ∈ Rq, we can sample a short vector eid ∈ Rk+d
satisfying

[a|aR+ (H(id)−H(id∗))g] · e⊤id = u.

We observe that there are two restrictions on k:
– Security of the Ajtai trapdoor Ta requires k > log q.
– Indistinguishability of the real system and the simulated system requires

“aR” to be close to the uniformly random distribution over Rdq , which implies
k > log q.

The parameter k has a direct impact on the dimensions of the master public key,
user’s secret key, and ciphertext. Eliminating constraints on the parameter k is
essential for designing a compact IBE scheme.

Remove Two Restrictions on k. To remove the first restriction on k, we
replace the Ajtai trapdoor with the NTRU trapdoor. In detail, the NTRU
trapdoor generation algorithm [18] outputs (h,Th) ∈ Rq × R2×2 satisfying
[1|h] ·Th = 0 mod q. Now if we directly embed the NTRU trapdoor into Eq. (1),
we obtain

pkid = [1|h|[1|h]R+ (H(id)−H(id∗))g].

In this case, the term “[1|h]R” is no longer close to the uniform distribution over
Rdq . To solve this problem, we change the NTRU instance h on the right side

to a uniformly random element z $← Rq, and then choose R ← D2×d
R,σR

from a

4 In detail, fg = a·x⊤, fpkid = pkid·x⊤. Inversion of fpkid means that given u, find a small
x satisfying pkid · x⊤ = u. By the inversion of fg : g · x̃⊤ = (H(id) − H(id∗))−1 · u
and the fact pkid · T = (H(id) − H(id∗))g, we can obtain x⊤ = Tx̃⊤. Note that
H(id)−H(id∗) is invertible.



Lattice IBE with More Compactness in the Standard Model 5

specific discrete Gaussian distribution as defined in Def. 2. Now we obtain pkid
with such form

pkid = [1|h|[1|z]R+ (H(id)−H(id∗))g],

and we can prove that the term [1|z]R is computationally close to the uniform
distribution over Rdq in Theorem 1 according to the RLWE assumption. However,
this kind of vector cannot be used for sampling, since h ̸= z and the trapdoor

T =

[
−R
I

]
cannot be constructed. To address this issue, we design a new form

of sampling vector as follows:

pkid = [1|h|z|[1|z]R+ (H(id)−H(id∗))g]. (2)

and redesign the sampling algorithm as in Sect. 4.2. Briefly, the modified sam-
pling algorithm samples e0 first, then samples a short vector e = [e1|e2|e3]
satisfying

[1|z|[1|z]R+ (H(id)−H(id∗))g] ·

 e1e2
e⊤3

 = u− h · e0,

which can be rewritten as

[1|h|z|[1|z]Rid + (H(id)−H(id∗))g] ·


e1
e0
e2
e⊤3

 = u.

Therefore, this new kind of vector in Eq. (2) can still meet the sampling require-
ments and remove the two restrictions on the parameter k.

1.3 Related Works

In 2023, Izabachène et al. [24] combined the ABB-IBE in the module setting [1,6]
with the gadget-based approximate trapdoor [14], proposed a slightly compact
IBE construction, which can be proven selectively secure in the standard model.
Their scheme involves a trade-off between the gadget’s length d and the modulus
q. Specifically, they reduce the length of the sampling lattice at the cost of
generating more noise, and experiment to find the parameter sets that achieve
the highest efficiency.

2 Preliminaries

Notations. We denote Z as the set of the integers and R as the set of the real
numbers. We use bold uppercase letters to denote matrices (e.g., A), and bold
lowercase letters for row vectors (e.g., a), and denote the horizontal concatena-
tion of two vectors a,b by [a|b]. For a (quotient) polynomial ring R over Z, we
denote [−b, b]R ⊆ R as the set of elements in R with all coefficients in the interval
[−b, b]. For a positive integer k, let [k] be the set of integers {0, 1, · · · , k − 1}.
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2.1 Identity-Based Encryption

Syntax. We use the standard syntax of IBE [10,34]. Let ID be the ID space
of the scheme. An identity-based encryption scheme Π consists of four PPT
algorithms (Setup,KeyGen,Enc,Dec) defined as follows:

– Setup(1λ): Given the security parameter λ, it outputs the master public key
mpk and the master secret key msk.

– KeyGen(mpk,msk, id): Given (mpk,msk) and an identity id ∈ ID, it outputs
the secret key skid.

– Enc(mpk, id,m): Given the master public key mpk, an identity id ∈ ID, and
a message m, it outputs a ciphertext ct.

– Dec(mpk, skid, ct): Given the master public key mpk, the secret key skid, and
a ciphertext ct, it outputs a message m′ or ⊥.

Correctness. We say an IBE scheme is correct, if for all λ, all id ∈ ID and all
m in the specified message space, the following holds:

Pr[Dec(mpk, skid, ct) ̸= m] = negl(λ),

where the probability is taken over the randomness used in (mpk,msk)
$← Setup(1λ),

skid
$← KeyGen(mpk,msk, id) and ct

$← Enc(mpk, id,m).

IND-CPA Security. We use the following experiment to describe the security for
an IBE scheme Π against selective adversaries. Formally, we consider the game
between a PPT adversary A and a challenger C defined below:

Init: At the outset of the game, A gives a target identity id∗ ∈ ID to C.
Setup: C runs Setup(1λ)→ (mpk,msk). It gives mpk to A and keeps msk itself.

Phase 1: When A submits id ∈ ID to the challenger, with the restriction that
id ̸= id∗, the challenger C responds skid ← KeyGen(mpk,msk, id).

Challenge: At some point, A output a message m, on which it wishes to be
challenged. Then, C picks a random coin b $←{0, 1} and a random ciphertext
ct from the ciphertext space. If b = 0, it sets the challenge ciphertext as
ct∗ ← Enc(mpk, id∗,m) and gives it to A. If b = 1, it sets the challenge
ciphertext as ct∗ = ct and gives it to A.

Phase 2: After the challenge query, A continues to make key extraction queries.

Guess: Finally, A outputs a bit b′ as the guess of b. The advantage of A is
defined as

AdvIBEA,Π = |Pr[b′ = b]− 1

2
|.

We say that Π is selectively secure, if the advantage of any PPT A is negligible.
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2.2 Lattices and Gaussian Distributions

Lattices. An n-dimensional (full rank) lattice Λ ⊆ Rn is the set of all integer
linear combinations of some set of n linearly independent basis vectors B =
{b1, · · · ,bn} ⊆ Rn, Λ = {

∑
i∈[n] xibi | x ∈ Zn}. We denote B̃ as the Gram-

Schmidt orthogonalization of B, and ∥B∥GS as the length of the longest vector
of B̃. For positive integers q, n,m, a matrix A ∈ Zn×mq and a vector u ∈ Znq , the
m-dimensional “shifted” integer lattice is defined as Λ⊥

u (A) = {e ∈ Zm | A ·e⊤ =
u⊤ mod q}. We simply write Λ⊥(A) in case u = 0.

Gaussian Distributions. For a n-dimensional lattice Λ ⊂ Rn, the discrete Gaus-
sian distribution with width σ > 0 and center c ∈ Rn denoted by DΛ,σ,c is a
distribution over Λ which samples y ∈ Λ with the probability

DΛ,σ,c(y) =
ρσ,c(y)∑

x∈Λ ρσ,c(x)
,

where ρσ,c(x) = exp(−π∥x− c∥2/σ2). We abbreviate ρσ,0 and DΛ,σ,0 as ρσ and
DΛ,σ. Let ηϵ(Λ) be the smoothing parameter of Λ defined as follows.

Definition 1 ([31], Smooth parameter). For any n-dimensional lattice Λ
and positive real ϵ > 0, the smoothing parameter ηϵ(Λ) is the smallest real σ > 0
such that ρ1/σ(Λ∗\{0}) ≤ ϵ, where Λ∗ is the dual lattice of Λ.

For a Gaussian over lattices, we have the following tail bounds.

Lemma 1 ([22,30]). If x ← DZ,σ for some σ > ηϵ(Z), then Pr[|x| ≥ t] ≤
2e−πt

2/σ2

for all t ≥ 0.

Lemma 2 ([25]). Let e be some vector in Zn and let x ← DZn,σ for some
σ > ηϵ(Z). Then Pr[|ex⊤| > t] ≤ 2e−πt

2/(∥e∥σ)2 for all t ≥ 0.

Lemma 3 ([31], Lemma 4.4). Let Λ ⊂ Rn be a lattice and σ > ηϵ(Λ), we
have Prx∼DΛ,σ,c [∥x− c∥ > σ

√
n] ≤ 1+ϵ

1−ϵ · 2
−n.

The following re-randomization lemma helps us consider the noise distribu-
tion in the security proof of our IBE scheme.

Lemma 4 ([25], Noise re-randomization). Let q, l,m be positive integers
and σ1 be a positive real satisfying σ1 > max{ηϵ(Zm), ηϵ(Zl)}. Let b ∈ Zmq
be arbitrary and x chosen from DZm,σ1

. Then for any V ∈ Zm×l and positive
real σ2 > s1(V), there exists a PPT algorithm ReRand(V,b + x, σ1, σ2) that
outputs b′ = bV+x′ ∈ Zlq where the statistical distance of the discrete Gaussian
DZl,2σ1σ2

and the distribution of x′ is within 8ϵ.
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2.3 Rings and Ideal Lattices

Rings. Let degree n be a power of 2 and write K = Q[X]/(Xn + 1) the cor-
responding cyclotomic field. In this setup, the polynomial quotient ring R =
Z[X]/(Xn + 1) is the ring of integers of K. Any element of the ring R can be

denoted as a =
n−1∑
i=0

aiX
i, where ai ∈ Z. For any prime integer q, we denote Rq

as R/qR = Zq[X]/(Xn + 1) and R×
q as the set of invertible elements of Rq.

Coefficient Embedding. We define the map ϕ : R → Zn that sends a ∈ R
to a = [a0, · · · , an−1] ∈ Zn. Furthermore, we can define another map rot :
R → Zn×n that sends a ∈ R to a matrix in Zn×n such that the i-th row is
ϕ(a ·Xi−1 mod (Xn + 1)) ∈ Zn. We can extend the map rot to ring vectors and
matrices.

Norm and Singular Value. The norms of ring vectors (or matrices) are defined
by their corresponding coefficient embedding vectors (or matrices). Similarly, the
singular value of a ring matrix is defined by the singular value of its corresponding
matrix through the map rot. Namely, s1(R) = max∥u∥=1 ∥u · rot(R)∥. We can
bound the singular value of matrices over ring R.

Lemma 5 ([19], Fact 6). For R ← Ds×tR,σ, we have Pr[s1(R) > 1√
π
· σ ·

√
n(
√
s+
√
t+ ω))] ≤ 4ne−2πω2

.

The following lemma shows that Rq has exponentially many invertible ele-
ments if q satisfies some certain properties.

Lemma 6 ([25], Lemma 3). Let q be a prime such that q ≡ 3 mod 8 and n be
a power of 2. Let Rq = Zq[X]/(Xn+1). Then, all x ∈ Rq satisfying ∥ϕ(x)∥ < √q
are invertible, i.e., x ∈ R×

q .

The following lemma captures the distribution of the output of the preimage
sampling algorithm.

Lemma 7 ([22], Preimage sampling). Let q ≥ 2 and let a be a vector
in Rkq . Let Ta be a basis for Λ⊥(rot(a⊤)⊤) and σ ≥ ∥rot(Ta)∥GS · ηϵ(Z). For
some u ∈ Rq, there exists a PPT algorithm SamplePre(a,Ta, u, σ) that returns
x ∈ Λ⊥(rot(a⊤)⊤) sampled from a distribution (4nk)ϵ-close to DΛ⊥(rot(a⊤)⊤),σ,
whenever Λ⊥(rot(a⊤)⊤) is not empty.

Ring Learning With Errors. The Learning With Errors (LWE) problem was
introduced by Regev [32]. To improve the efficiency of LWE-based schemes, the
ring version of LWE, namely RLWE, was introduced [27].

Definition 2 ([27], RLWE). For positive integers n = n(λ), k = k(n), a
prime integer q = q(n) > 2, an error distribution χ = χ(n) over R, and an
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PPT algorithm A, the advantage for the Ring-LWE problem RLWEn,k,q,χ of A
is defined as follows:

Adv
RLWEn,k,q,χ

A = |Pr[A({(ui, vi)}ki=1)→ 1]− Pr[A({(ui, uis+ ei)}ki=1)→ 1]|,

where u1, · · · , uk, v1, · · · , vk
$← Rq, s

$← Rq and e1, · · · , ek
$← χ. We say that

RLWEn,k,q,χ assumption holds if AdvRLWEn,k,q,χ

A is negligible for all PPT adversary
A.

2.4 NTRU lattices

Definition 3 ([18], NTRU lattices). Let q be a positive integer, and f, g ∈ R.
Let h = g · f−1 mod q. The NTRU lattice constrained by h and q is

ΛNTRU = {(u, v) ∈ R2 | u+ v · h = 0 mod q}.

ΛNTRU is a full-rank lattice of Z2n.

Definition 4 (DSPR assumption). For positive integers n = n(λ), q =
q(n) > 2, let R = Z[X]/(Xn+1) and Rq = R/qR, and let ψ denote a distribution
over R. The decisional small polynomial ratio (DSPR) assumption DSPRn,q,ψ
says that the following two distributions are hard to distinguish:

– a polynomial h = g · f−1 ∈ Rq, where g, f ← ψ and f is invertible in Rq.

– a polynomial u $← Rq.

Lemma 8 (NTRU trapdoors). Let ΛNTRU, f, g be defined as Def. 3. There
exists an efficient algorithm TrapGen(f, g) to generate a pair (h,Th) ∈ Rq×R2×2

satisfying h = g ·f−1 mod q and Th is the short basis for ΛNTRU, i.e., [1|h] ·Th =
0 mod q. Further, the Gram-Schmidt norm of the basis is ∥rot(T)∥GS ≤ 1.17

√
q.

3 Computational Indistinguishability

Let a and b be vectors chosen uniformly in Rkq and Rdq respectively. Let R be a
k × d matrix chosen from a specific distribution. To prove the two distributions
(a,aR) and (a,b) are indistinguishable, a very common statistical approach is
Leftover Hash Lemma, which requires k > log q. To remove this restriction, we
use computational indistinguishability instead the statistical closeness.

Theorem 1. Let n = n(λ), k = k(n) ≥ 2 and d = d(n) be positive integers,
χ = χ(n) be a specific distribution in Def. 2 and R = Z[X]/(Xn+1), Rq = R/qR.
Let h be a uniformly random element in Rq, and b be vectors chosen uniformly
in Rdq , a = [1|h] ∈ R2

q. Let R be a 2 × d matrix chosen from χ2×d. Then the
distribution (a,aR) is computationally close to the distribution (a,b).
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Proof. Now we prove that the two distributions are computationally indistin-
guishable by a sequence of games between a challenger C and adversary A.[1|h], [1|h] ·

[
e1, · · · , ed
s1, · · · , sd

]
︸ ︷︷ ︸

R

 ≈c ([1|h], [b1, · · · , bd])

Game 0. The challenger flips a coin r
$← {0, 1}. If r = 0, C sends the former

distribution to A. If r = 1, C sends the latter distribution to A. A outputs a
guess bit r′ ∈ {0, 1}. We say the adversary A wins if r′ = r.
Game 1. In this game, we change the way b1 is chosen. Recall in Game 0, b1 is
chosen uniformly in Rq. In Game 1, the challenger chooses

b1 = h · s1 + e1.

By RLWEn,1,q,χ assumption as in Def. 2, Game 1 is computationally indistin-
guishable from Game 0. That is,

|Pr[AGame 0 = 1]− Pr[AGame 1 = 1]| ≤ AdvRLWEn,1,q,χ . (3)

Game d. So on and so forth, in Game d, we change the way bd is chosen to

bd = h · sd + ed.

Similarly,

|Pr[AGame d-1 = 1]− Pr[AGame d = 1]| ≤ AdvRLWEn,1,q,χ . (4)

Moreover, in Game d, C samples the identical distribution whether r = 0 or
r = 1, and thus the advantage of the adversary A is exactly 0, i.e.,

Pr[AGame d = 1] =
1

2
. (5)

Combining the equations Eq. (3), Eq. (4) and Eq. (5), we obtain

|Pr[AGame 0 = 1]− 1

2
| ≤ d · AdvRLWEn,1,q,χ .

Therefore, the advantage of the adversary in Game 0 is negligible under the
RLWE assumption. We complete the proof.

4 Sampling Algorithms over NTRU Lattices

In this section, We first recall the sampling algorithms from [1] and show how
to embed the NTRU trapdoor into sampling algorithms.
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4.1 Recall sampling algorithms from [1]

In [22], the Ajtai trapdoor generation algorithm outputs a pair (a,Ta) ∈ Rkq ×
Rk×k satisfying that a ·Ta = 0 mod q. Later, to improve the efficiency of lattice-
based IBE in the standard model, Agrawal, Boneh, and Boyen constructed a
family of lattices for which there are two distinct trapdoors for sampling, one
is the Ajtai trapdoor, another is a “low norm” randomization matrix R, used
in the real world and security proof, respectively. Recall the sampling technique
from [1]: the sampling vector is

f = [a|aR+ yg]

where R ∈ Rk×d is a secret, trapdoor matrix with small, random entries, y ∈
R×
q is an invertible element and g = [1|b| · · · |bd−1] ∈ Rdq is the specific gadget

vector [30], which trapdoor Tg is publicly known. For some u ∈ Rq, the goal is
to sample a short vector e that satisfying

f · e⊤ = u mod q.

The sampling algorithms consist of two parts: SampleLeft and SampleRight.

SampleLeft(a ∈ Rkq ,b ∈ Rdq ,Ta ∈ Rk×k, u ∈ Rq, σ ≥ ∥rot(Ta)∥GS · ηϵ(Z))
– sample a random vector e2 ∈ Rd distributed (4nd)ϵ-close to DdR,σ.
– run e1 ← SamplePre(a,Ta, u

′, σ) where u′ = u− b · e⊤2 .
– output e = [e1|e2] ∈ Rk+d.

SampleRight(a ∈ Rkq ,R ∈ Rk×d,g ∈ Rdq ,Tg ∈ Rd×d, y ∈ R×
q , u ∈ Rq, σ ≥

s1(R) · ∥rot(Tg)∥GS · ηϵ(Z))
– Sample a perturbation p← Dk+d

R,
√∑

p

where
∑
p is a positive definite matrix

defined as
∑
p := σ2I− s2

[
RR⊤ R⊤

R I

]
.

– Form v = u− [a|aR+ yg] · p⊤.
– run x← SamplePre(g,Tg, v

′, s) where v′ = y−1 · v.

– output e⊤ = p⊤ +

[
−R
Id

]
· x⊤ ∈ Rk+d.

Lemma 9. The distributions of the outputs of SampleLeft and SampleRight are
both 4n(k+ d)ϵ-close to DΛ⊥

ϕ(u)
(rot(f⊤)⊤),σ for any σ ≥ max{∥rot(Ta)∥GS, s1(R) ·

∥rot(Tg)∥GS} · ηϵ(Z).

4.2 New sampling algorithms based on NTRU trapdoor

As mentioned in the introduction, the main idea of designing a new sampling
algorithm is to adapt the algorithms from [1] with the NTRU trapdoor. In [18],
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the NTRU trapdoor generation algorithm outputs a pair (h,Th) ∈ Rq × R2×2

satisfying that [1|h] ·Th = 0 mod q. For the security, we construct the sampling
vector as

fNTRU = [1|h|z|[1|z]R+ yg]

where z is an element chosen uniformly at random from Rq and the rest un-
changed. We define the sampling algorithms over NTRU lattices.

SampleLeftNTRU(h ∈ Rq,b ∈ Rd+1
q ,Th ∈ R2×2, u ∈ Rq, σ ≥ ∥rot(Th)∥GS · ηϵ(Z))

– sample a random vector e2 ∈ Rd+1 distributed 4n(d+ 1)ϵ-close to Dd+1
R,σ .

– run e1 ← SamplePre([1|h],Th, v, σ) where v = u− b · e⊤2 .
– output e = [e1|e2] ∈ R3+d.

SampleRightNTRU(h ∈ Rq,R ∈ R2×d,g ∈ Rdq ,Tg ∈ Rd×d, y ∈ R×
q , u ∈ Rq, σ ≥

s1(R) · ∥rot(Tg)∥GS · ηϵ(Z))
– sample a random element e′ ∈ R distributed (4n)ϵ-close to DR,σ.
– Form u′ = u− h · e′.
– Sample a perturbation p← D2+d

R,
√∑

p

where
∑
p defined as above.

– Form v = u′ − [1|z|[1|z]R+ yg] · p⊤.
– run x← SamplePre(g,Tg, v

′, s) where v′ = y−1 · v.

– write R =

[
r1
r2

]
,p⊤ =

 p1p2
p⊤
3

, compute ẽ⊤ = p⊤+

[
−R
Id

]
x⊤ =

p1 − r1 · x⊤

p2 − r2 · x⊤

p⊤
3 + x⊤

.

– Insert e′ into ẽ, output e⊤ =


p1 − r1 · x⊤

e′

p2 − r2 · x⊤

p⊤
3 + x⊤

 ∈ R3+d.

Theorem 2. Let (h,Th) be generated from the NTRU trapdoor generation al-
gorithm. The two distributions from SampleLeftNTRU and SampleRightNTRU are
both 4n(3 + d)ϵ-close to DΛ⊥

ϕ(u)
(rot(f⊤NTRU)

⊤),σ for any σ ≥ max{∥rot(Th)∥, s1(R) ·
∥rot(Tg)∥GS} · ηϵ(Z).

Proof. For the SampleLeftNTRU, the distribution of the short vector e is 4n(3+d)ϵ-
close to DΛ⊥

ϕ(u)
([rot([1|h]⊤)⊤|rot(b⊤)⊤]),σ from Lemma 9. For the SampleRightNTRU,

we know the short vector ẽ⊤ = p⊤ +

[
−R
Id

]
· x⊤ ∈ R2+d satisfies

[1|z|[1|z]R+ yg] ·

p⊤ +

−r1 · x⊤

−r2 · x⊤

x⊤

 = u′ = u− h · e′
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and the distribution of ẽ is 4n(2+d)ϵ-close toDΛ⊥
ϕ(u′)([rot([1|z]

⊤)⊤|rot([[1|z]R+yg]⊤)⊤]),σ

from Lemma 9. Inserting e′ into the vector ẽ, we obtain the vector e satisfies

[1|h|z|[1|z]R+ yg] ·


−r1 · x⊤

e′

−r2 · x⊤

x⊤

 = u.

Since the distribution of e′ is 4n(3+d)ϵ-close to DR,σ, the distribution of the total
vector e generated by SampleRightNTRU is statistically close toDΛ⊥

ϕ(u)
([rot([1|h]⊤)⊤|rot(b⊤)⊤]),σ

where b = [z|[1|z]R+ yg]. We complete the proof.

5 IBE Scheme

In this section, we show our IBE scheme based on the RLWE assumption and
DSPR assumption, including the construction and the security proof.

5.1 Construction

Let the identity space of the scheme be ID = {0, 1}κ for some κ < n and
the message space be M = {0, 1}n ⊂ R5. Let n := n(λ), b := b(n), d := d(n),
q := q(n), σ := σ(n), σ1 := σ1(n) and σR := σR(n) be parameters that are
specified later. Let χ = DR,σR

, ψ = D
R,1.17

√
q
2n

. Let R = Z[X]/(Xn + 1) and
Rq = Zq[X]/(Xn + 1). Let H : {0, 1}κ → Rq be the identity function, i.e., given
a bit string id = id0id1 · · · idκ−1, output id = id0 + id1X + · · ·+ idκ−1X

κ−1 ∈ Rq.
Setup(1λ). On input a security parameter λ, set the parameters as specified in

Sect. 6 below, do:
1. Generate (h,Th) ∈ Rq ×R2×2 as defined in Lemma 8.

2. Pick a uniformly random d-vector w
$← Rdq .

3. Pick two uniformly random elements u, z $← Rq.
4. Pick a uniformly random element t← R×

q .
5. Output the master public key and the master secret key,

mpk = (h, z,w, u, t), msk = Th.

KeyGen(mpk,msk, id). On input the master public key mpk, the master secret
key msk, and an identity id ∈ ID, do:
1. Run SampleLeftNTRU(h, [z|w + H(id)g],Th, t

−1u, σ) to sample a short
vector eid ∈ R3+d, such that

[1|h|z|w +H(id)g] · e⊤id = t−1u.

5 Note that we regard m as an element in R via ϕ−1 : Zn → R.
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2. Output skid := eid ∈ R3+d.
Enc(mpk, id,m). On input the master public key mpk, an identity id ∈ ID, and

a message m ∈M, do:
1. Set fid = [1|h|z|w +H(id)g] ∈ R3+d

q .
2. Choose a small s← DR,σR

.
3. Choose noise vectors e0 ← DR,σR

, e1 ← D3+d
R,σ1

.

4. Set c0 = u · s+ e0 + ⌊ q2⌉m ∈ Rq and c1 = t · fid · s+ e1 ∈ R3+d
q .

5. Output the ciphertext ct := (c0, c1) ∈ Rq ×R3+d
q .

Dec(mpk, skid, ct). On input the master public key mpk, the user secret key
skid := e, and the ciphertext ct := (c0, c1), do:
1. Output ⌊2/q · ϕ(c0 − c1 · e⊤)⌉ mod 2.

Lemma 10 (Correctness). If parameters σR, σ, σ1, n, d and q satisfy√
70
π σR +

√
70
π σσ1

√
n(3 + d) < q/5, then the above IBE scheme has decryption

error at most 4e−70 + 2−n(3+d) + 2−100.

Proof. For the Dec algorithm to output m, we need to find the condition that
the error term does not exceed, say q/5. First, we have the following equality:

c0 − c1 · e⊤ = u · s+ e0 + ⌊
q

2
⌉m− (t · fid · s+ e1) · e⊤

= (e0 − e1 · e⊤)︸ ︷︷ ︸
error term

+⌊q
2
⌉m

By Lemma 1 and e0 ← DR,σR
, we have

Pr[|ϕ(e0)j | > t1] ≤ 2e−πt
2
1/σ

2
R . (6)

By Lemma 2 and e1 ← D3+d
R,σ1

, we have

Pr[|ϕ(e1)rot(e⊤)j | > t2] ≤ 2e−πt
2
2/(∥e∥σ1)

2

. (7)

By Theorem 2, e is 4n(3 + d)ϵ-close to DΛ⊥
ϕ(u)

(rot(f⊤NTRU)
⊤),σ for some σ. Further,

by Lemma 3 and take ϵ = 1
4n(3+d)·2100 , we have

Pr[∥e∥ ≥ σ
√
n(3 + d)] ≤ 2−n(3+d) + 2−100.

Then, take t1 =
√

70
π σR in Eq. (6) and t2 =

√
70
π σσ1

√
n(3 + d) in Eq. (7), we

have

Pr[|(ϕ(e0)− ϕ(e1)rot(e⊤))j | > t1 + t2] ≤ 4e−70 + 2−n(3+d) + 2−100.

Therefore, if t1 + t2 =
√

70
π σR +

√
70
π σσ1

√
n(3 + d) < q/5, then the decryption

error occurs with probability 4e−70 + 2−n(3+d) + 2−100.
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Parameter Constraints. To ensure correctness and security, we require:

– n, q: By Lemma 6, n is a power of 2 and q is a prime such that q ≡ 3 mod 8.

– d: By [30], the gadget vector g = [1|b| · · · |bd−1] ∈ Rdq satisfies d ≥ ⌈logb q⌉.
– σ: By Theorem 2, σ should be sufficiently large so the sampling algorithms

work. Concretely, σ > ∥rot(Th)∥GS · ηϵ(Z) and σ > s1(Rid) ·
√
b2 + 1 · ηϵ(Z).

By Lemma 8 and Lemma 5, we have

∥rot(Th)∥GS ≤ 1.17·√q, Pr[s1(Rid) >
1√
π
·σR·
√
n·(
√
2+
√
d+ω)] ≤ 4ne−2πω2

.

– σ1: By Lemma 4, σ1 ≥ 2σR · s1

 0 1 0 0
1 0 0 r1
0 0 1 r2

.

– Error term: Lemma 10 requires
√

70
π σR +

√
70
π σσ1

√
n(3 + d) < q/5 for the

decryption error to be negligible.

5.2 Security Proof

Theorem 3. The above IBE scheme is selectively secure in the standard model
assuming the hardness of RLWEn,4,q,χ and DSPRn,q,ψ, where the ciphertext space
is Rq ×R3+d

q .

Proof. The proof proceeds in a sequence of games where the first game is iden-
tical to the real security game. In the last game of the sequence, the adversary
has an advantage of zero. We show that a PPT adversary cannot distinguish be-
tween the games which will prove that the adversary has a negligible advantage
in winning the original game.

Game 0. This is the real security game.

Game 1. In this game, we change the way w is chosen. Recall in Game 0, the
challenger chooses a uniformly random d-vector w

$← Rdq . In Game 1, let id∗ be
the identity that A intends to attack. During the setup phase, the challenger
sets a = [1|z], samples a matrix Rid∗ ← D2×d

R,σR
, and constructs w as

w = aRid∗ −H(id∗)g. (8)

By Theorem 1, the distribution (a,aRid∗) is computationally close to the distri-
bution (a,w′) where w′ is a uniform Rdq vector. It follows that in the adversary’s
view, the vector aRid∗ is computationally close to uniform, and therefore w as
defined in Eq. (8) is close to uniform. Hence, Game 1 is indistinguishable from
Game 0.
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Game 2. In this game, we change the way of responding to the key extraction
queries. To respond to a key extraction query for id ̸= id∗, the challenger needs
a short vector e that satisfies ϕ(e) ∈ Λ⊥

ϕ(t−1u)([rot(f
⊤
id )

⊤]) where

fid := [1|h|z|w +H(id)g] = [1|h|z|[1|z]Rid∗ + (H(id)−H(id∗))g].

H(·) converts a bit string id to a ring element as defined in Sect. 5.1, then

∥ϕ(H(id)−H(id∗))∥ ≤ ∥ϕ(H(id))∥+ ∥ϕ(H(id∗))∥ = 2
√
κ < 2

√
n <
√
q. (9)

The first inequality comes from the triangle inequality, the second comes from the
parameter setting κ < n in Sect. 5.1 and the last can be derived from Lemma 10.
Combining Lemma 6 and Eq. (9), H(id) − H(id∗) is invertible. The challenger
can now respond to the key extraction query by running

e← SampleRightNTRU(h,Rid∗ ,g,Tg, H(id)−H(id∗), t−1u, σ).

Theorem 2 shows that, for our choice of σ, the generated e is distributed close to
DΛ⊥

ϕ(t−1u)
([rot(f⊤id )⊤]),σ as in Game 1. Hence, the adversary’s advantage in Game

2 is at most negligibly different from its advantage in Game 1.

Game 3. In this game, we change the way h is chosen. Recall in Game 2, the
challenger generates an NTRU pair (h,Th) ∈ Rq × R2×2. In Game 3, the chal-

lenger chooses a uniform h
$← Rq. We show that the distributions of Game 3

and Game 2 are indistinguishable provided the DSPRn,q,ψ assumption.
Reduction from DSPR. Suppose a PPT adversary A is non-negligible in distin-

guishing Game 2 and Game 3, then we can use A to construct another PPT
adversary B to distinguish the DSPR instance.

Instance. B is given the DSPR instance h ∈ Rq.

Setup. To make up the master public key mpk, B first chooses z $← Rq and sets

w as Game 1. Then B samples u $← Rq. Finally, it outputs mpk = (h, z,w, u),
which simulates the setup phase.

Phase 1 & Phase 2. When A makes the key extraction queries, B responds as
in Game 2.

Challenge. When A makes the challenge query for the challenge identity id∗ and
a message m, B responds as in Game 0.

Guess. When A receives the challenge ciphertext, it guesses if it is interacting
with the Game 2 or Game 3 challenger. B outputs A’s guess as the answer
to the DSPR challenge it is trying to solve.

When the DSPR oracle is pseudorandom, i.e., h = g · f−1 for some g, f ← ψ
and f is invertible in Rq, the challenge ciphertext is distributed exactly as in
Game 2. When the DSPR oracle is truly random, then the challenge ciphertext
is distributed exactly as in Game 3. As a result, the advantage of B is the same
as that of A. By the DSPRn,q,ψ assumption, the advantage of B is negligible,
and then the advantage of A in distinguishing Game 2 and Game 3 is negligible.
This completes the proof.
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Game 4. In this game, we change the way that the challenge ciphertext (c0, c1)
is generated in the Enc algorithm. Recall in the previous games, the challenger
picks e0 ← DR,σR

, e1 ← D3+d
R,σ1

. The corresponding ciphertext is

c0 = u · s+ e0 + ⌊
q

2
⌉m, c1 = t · fid · s+ e1. (10)

While in Game 4, the challenger picks e′ ← D3
R,σR

, v = t · [h|1|z] · s+ e′ and sets
the challenge ciphertext c1 as

c0 = t · u · s+ e0 + ⌊
q

2
⌉m, c1 = ReRand

 0 1 0 0
1 0 0 r1
0 0 1 r2

 ,v, σR, σ1
2σR

 , (11)

where Rid∗ =

[
r1
r2

]
. We claim that this change alters the view ofA only negligibly.

By the property of ReRand (Lemma 4), we can rewrite the changed ciphertext
c1 as

c1 = t · [h|1|z] ·

 0 1 0 0
1 0 0 r1
0 0 1 r2

 · s+ e′1 = t · [1|h|z|[1|z]Rid∗ ]s+ e′1 (12)

where the distribution of e′1 is within negligible distance from the discrete Gaus-
sian distribution D3+d

R,σ1
. Here, we use the fact that fid∗ = [1|h|z|[1|z]Rid∗ ] holds

since id = id∗. It can be readily seen that the distribution of the changed cipher-
text in Eq. (12) is statistically close to that in Eq. (10).

Game 5. In this game, we further change the way the challenge ciphertext is
created. Recall in the Game 4, the challenger picks e0 ← DR,σR

, e′ ← D3
R,σR

, sets
v = t · [h|1|z]s + e′ and sets the challenger ciphertext as in Eq. (11). In Game
5, the challenger first picks v0

$← Rq, v
′
i

$← Rq,v
′ = [v′1|v′2|v′3] ∈ R3

q , e
′ ← D3

R,σR
,

sets v = v′ + e′. Then it sets the challenge ciphertext as

c0 = v0 + ⌊
q

2
⌉m, c1 = ReRand

 0 1 0 0
1 0 0 r1
0 0 1 r2

 ,v, σR, σ1
2σR

 . (13)

v0 is uniformly random and independent of c1, so it serves as a one-time pad that
perfectly hides m. Thus the adversary’s advantage in Game 5 is zero. We show
that the distributions of Game 5 and Game 4 are indistinguishable provided the
RLWEn,4,q,χ assumption.
Instance. B is given the RLWE instance (ui, vi) ∈ Rq ×Rq, for each i ∈ [4]. If u2

is not invertible, then aborts. This is reasonable since the probability for a
uniform element of Rq being invertible is non-negligible when q = Ω(n) [35].
We can assume without loss of generality that vi = v′i + ei for ei ← DR,σR

.

Then B’s task is to distinguish whether v′i = uis for some s $← Rq or v′i ← Rq.
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Setup. To make up the master public key mpk, B first sets

u := u0, t := u2, h := u−1
2 ·u1, z := u−1

2 ·u3, v0 := v0, v := [v1|v2|v3]

Then it picks Rid∗ and sets w as Game 1. Finally, it outputs mpk = (h, z,w, u),
which simulates the setup phase.

Phase 1 & Phase 2. When A makes the key extraction queries, B responds as
in Game 2.

Challenge. When A makes the challenge query for the challenge identity id∗ and
a message m, B sets the challenge ciphertext as

c0 = v0 + ⌊
q

2
⌉m, c1 = ReRand

 0 1 0 0
1 0 0 r1
0 0 1 r2

 ,v, σR, σ1
2σR

 .

When the RLWE oracle is pseudorandom, i.e., vi = uis+ ei for some s ∈ Rq,
the challenge ciphertext is distributed exactly as in Eq. (11). When the RLWE
oracle is truly random, then the challenge ciphertext is distributed exactly
as in Eq. (13).

Guess. When A receives the challenge ciphertext, it guesses if it is interacting
with the Game 4 or Game 5 challenger. B outputs A’s guess as the answer
to the RLWE challenge it is trying to solve.

As a result, the advantage of B is the same as that of A. By RLWEn,4,q,χ as-
sumption, the advantage of B is negligible, and then the advantage of A in
distinguishing Game 4 and Game 5 is negligible. This completes the proof.

6 Security Analysis and Implementation

In this section, we explain how to instantiate the various parameters for our IBE
scheme, to optimize the efficiency, under the correctness and security constraints.

6.1 Security Analysis

In the absence of a thorough study on the asymptotic security of the DSPR
assumption, which we leave for future work, we give a security analysis of our
IBE scheme based on the existing cryptanalysis. At a high level, we follow the
core SVP hardness methodology proposed by [3], which involves calling an SVP
oracle in selected block-size β by BKZ algorithm [33]. To be more concrete, if an
N -dimensional lattice Λ is known to have an unusually short vector v whose size
is evidently smaller than Gaussian Heuristic

√
N
2πe · det(Λ)

1/N , it can be found
by BKZ with block-size β satisfying√

β/N · ∥v∥ ≤ δ2β−N · det(Λ)1/N ,
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where the root Hermite factor δ is given by ( β
2πe (πβ)

1
β )

1
2(β−1) [15]. In another

case, for any N -dimensional lattice Λ, if one wants to find a vector v whose size
is larger than the Gaussian Heuristic, the root Hermite factor δ is required by

δN ≤ ∥v∥
det(Λ)1/N

.

Based on these facts, we hope to find the minimal β that allows breaking the
underlying problem, thus inferring the classical bit-security λC := 0.292β [4]
and the quantum bit-security λQ := 0.257β [13], respectively. The security levels
implied by the following attacks are given in Tab. 2.

Master Key Recovery. One may try to recover msk from mpk, by finding an
unusually short vector in the lattice ΛNTRU with the short basis T. For the
lattice ΛNTRU, a 2n-dimensional lattice with determinant qn, we choose the short
vector to have a norm smaller than 1.17

√
q, which is less than the expected norm√

2n
2πe

√
q of a shortest non-zero vector, thus it can be found by BKZ algorithm

with block-size β satisfying

1.17

√
β

2n
≤ δ2β−2n.

User Key Recovery. One may try to recover skid from mpk, which involves finding
any short vector eid ∈ R3+d satisfying [1|h|z|w +H(id)g] · e⊤id = t−1u. This can
be done by finding a short vector in a n(3+d)-dimensional lattice with determi-
nant qn. For correct decryption, the target vector norm would be approximately

σ
√
n(3 + d), which is larger than

√
n(3+d)
2πe q1/(3+d), then the root Hermite factor

δ is required by

δn(3+d) ≤
σ
√
n(3 + d)

q1/(3+d)
.

Remark 1. Recent works [20] have shown that when f, g are extremely small
compared to q, it is easy to attack cryptographic schemes based on NTRU lat-
tices. To the contrary, in our IBE scheme, we take f, g to be not too small while
q is hardly large: a side-effect is that this makes our scheme impervious to the
so-called “overstretched NTRU” attacks.

6.2 Implementation and Performance

Considering the parameter constraints in Sect. 5.1 and the above security anal-
ysis, we provide the concrete parameter sets in Tab. 2, achieving NIST level I,
III, and V respectively.
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Table 2. Different parameters sets for our IBE scheme.

Security level δ β λC λQ n d ⌈log2 q⌉ σ σ1

I 1.0035 482 141 124 512 3 39 2743284 279
III 1.0027 727 212 186 512-2∗ 3 40 5220211 277
V 1.0021 972 284 250 1024 3 42 11257610 403

∗: stands for NTRU module lattices [16], where h = g · F−1 ∈ R2
q and Th ∈ R3×3.

Comparison with Related Works. To the best of our knowledge, the first (proof-
of-concept) implementation of IBE with practical parameters was instantiated
on the NTRU lattice [18] (Random-Oracle Model), and its performance was
later improved by several software optimizations in [29]. Compared to [29], our
IBE scheme achieves a more reasonable level of security against quantum at-
tacks without significant size growth. Moreover, the size increment is constrained
within the range of O(1), which would not continue to increase with higher se-
curity levels, as indicated in Tab. 3.

Table 3. Concrete sizes (KB) comparison between this paper and [29].

Scheme Standard model Level∗ mpk msk skid ct

[29] × I 3 6.25 2.125 6.125
Ours ✓ I 17.0625 (×7)† 5.5 8.25 (×4) 17.0625 (×3)

[29] × III 3.5 12.75 2.55 7.15
Ours ✓ III 20 (×7)‡ 11.25 10.0625 (×4) 20 (×3)

∗: stands for the NIST security level (level I: 128; level III: 192; level V: 256.)
†: approximately compare the size growth of the second and the first rows.
‡: approximately compare the size growth of the fourth and the third rows.

As for implementations on ideal lattices, in 2018, Bert et al. [6] mixed the IBE
scheme [1] in the standard model on the Ring-SIS/LWE assumptions with the
efficient trapdoor of Peikert and Micciancio [30] and provided an efficient imple-
mentation. It mainly aimed to demonstrate the time efficiency of the preimage
sampling, ignoring the huge key size. Compared to [6], our IBE scheme achieves
much better compactness without changing the security model. Further, our size
reduction is on the order of O(log q), that is, the higher the security level and the
larger the q, the more significant our size reduction will be, as shown in Tab. 4.
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Table 4. Concrete sizes (KB) comparison between this paper and [6].

Scheme Standard model Level mpk msk skid ct

[6] ✓ I 600 67.5 320 600
Ours ✓ I 17.0625 (÷35)† 5.5 8.25 (÷19) 17.0625 (÷35)

[6] ✓ III 1007.5 93 256 1007.5
Ours ✓ III 20 (÷50)‡ 11.25 10.0625 (÷25) 20 (÷50)

†: approximately compare the size reduction of the second and the first rows.
‡: approximately compare the size reduction of the fourth and the third rows.
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