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Abstract

We show that for many fundamental cryptographic primitives, proving classical security under the
learning-with-errors (LWE) assumption, does not imply post-quantum security. This is despite the fact
that LWE is widely believed to be post-quantum secure, and our work does not give any evidence
otherwise. Instead, it shows that post-quantum insecurity can arise inside cryptographic constructions,
even if the assumptions are post-quantum secure.

Concretely, our work provides (contrived) constructions of pseudorandom functions, CPA-secure
symmetric-key encryption, message-authentication codes, signatures, and CCA-secure public-key en-
cryption schemes, all of which are proven to be classically secure under LWE via black-box reductions,
but demonstrably fail to be post-quantum secure. All of these cryptosystems are stateless and non-
interactive, but their security is defined via an interactive game that allows the attacker to make oracle
queries to the cryptosystem. The polynomial-time quantum attacker can break these schemes by only
making a few classical queries to the cryptosystem, and in some cases, a single query suffices.

Previously, we only had examples of post-quantum insecurity under post-quantum assumptions for
stateful/interactive protocols. Moreover, there appears to be a folklore intuition that for stateless/non-
interactive cryptosystems with black-box proofs of security, a quantum attack against the scheme should
translate into a quantum attack on the assumption. This work shows otherwise. Our main technique is
to carefully embed interactive protocols inside the interactive security games of the above primitives.

As a result of independent interest, we also show a 3-round quantum disclosure of secrets (QDS)
protocol between a classical sender and a receiver, where a quantum receiver learns a secret message in
the third round but, assuming LWE, a classical receiver does not.
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1 Introduction

Recent years have seen tremendous investment and progress in quantum computing (e.g., [AAB+19]), raising
our hopes and fears that quantum computing may one day become a reality. The fear is due to the fact that
the public-key cryptosystems in use today, based on the hardness of factoring and discrete-logarithms, are
known to be efficiently breakable by quantum computers. This brought about the search for post-quantum
secure cryptosystems that would remain unbreakable even by quantum computers, and there is an ongoing
NIST competition to standardize such cryptosystems [NIS]. While there are several candidates, arguably
the most appealing ones are based on the learning with errors (LWE) assumption [Reg05], which is widely
believed to be post-quantum secure. The LWE assumption is also extremely versatile and enables us to
construct many types of advanced cryptosystems, such as fully homomorphic encryption [Gen09, BV11],
attribute-based encryption [GVW13], and more.

Post-Quantum Security of Cryptosystems? While the post-quantum security of LWE itself has been
well studied, the post-quantum security of the various cryptosystems based on LWE has been given consid-
erably less scrutiny. In general, one can ask:

When does classical security under a post-quantum assumption imply post-quantum security?

For example, is it the case that cryptosystems (encryption, signatures, PRFs, etc.) with classical black-box
proofs of security under LWE1 are also guaranteed to be post-quantum2 secure? At first glance, it may seem
that this should generally hold, based on the following reasoning: black-box reductions should be oblivious
to the computational model and should therefore work equally well for classical attackers and quantum
attackers. In particular, a black-box reduction should convert any attack on the cryptosystem, whether
classical or quantum, into an equivalent attack on the underlying assumption.

Post-Quantum Insecurity for Protocols. Unfortunately, the above intuition is not rigorous and fails
on closer inspection. The most glaring reason for this is due to rewinding in the context of interactive
protocols.

A classical black-box security reduction for interactive protocols can (and typically does) rewind the
adversary and restore its state to some earlier point in the execution. While this is a valid form of analysis
for classical adversaries, we cannot always rewind and restore the state of a quantum adversary. In particular,
if the adversary performs some measurements on its internal quantum state during the protocol execution,
then this can destroy the state in a way that makes it impossible to restore.

The issue of rewinding has been known for some time in the context of establishing zero knowledge
[vdG97, Wat06] and computational soundness [Unr12, ARU14, Unr16] for interactive proofs/arguments.
For example, it was recognized that classical black-box security proofs of zero-knowledge do not appear
to generically translate to the post-quantum setting; instead, there has been much recent work trying to
understand and prove the security of specific interactive protocols [Wat06, BS20, CCY21, CMSZ21, LMS21]
by relying on substantially more complex techniques.

We highlight that this issue is not merely a limitation of our security analysis; we can also provide
explicit examples of interactive protocols that are classically secure under LWE, but are demonstrably not
post-quantum secure. One way to see this is by considering “interactive proofs of quantumness” (IPQs)
[BCM+18]. An IPQ is an interactive protocol consisting of classical communication between a (potentially
quantum) prover and a classical verifier, such that there is an efficient quantum prover that causes the verifier
to accept at the end of the protocol, but no efficient classical prover should be able to do so with better

1The same question could also be asked for cryptosystems based on any of the other candidate post-quantum assumptions
such as isogenies or even post-quantum secure one-way functions or collision-resistant hashing. We frame our discussion in
terms of LWE for concreteness and because our eventual results specifically rely on LWE.

2We focus on “post-quantum security”, where only the adversary is quantum, but all interaction with the cryptosystem is
classical. We distinguish this from what is sometimes called “quantum security” [Zha12a], where the cryptosystem needs to
also accept quantum inputs. For the latter, it is already known that, e.g., allowing an adversary quantum query access to a
PRF may compromise security. We discuss this in detail in Section 1.2.
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than negligible probability. In other words, an IPQ is precisely an example of an interactive protocol that is
classically computationally sound but quantumly unsound. We have constructions of IPQs from LWE with
4 rounds of interaction [BCM+18, KLVY22], where classical soundness is proved via a black-box reduction
from LWE using rewinding. It is easy to embed such IPQs inside other interactive cryptosystems, such as
zero-knowledge proofs or multi-party computation protocols, to get constructions that are classically secure
under LWE, but are demonstrably post-quantum insecure.

What about non-interactive cryptography? So far, we have seen that rewinding poses a problem for
post-quantum security of interactive protocols. However, it may appear that such examples of post-quantum
insecurity under post-quantum assumptions are limited to the interactive setting. Can this phenomenon also
occur in non-interactive cryptographic primitives such as pseudorandom functions, encryption, signatures
etc.? One might expect that this should not be possible. After all, the only reason we have seen primitives
fail to inherit post-quantum security is due to rewinding, and rewinding does not appear to come up for
non-interactive primitives.

1.1 Our Results

In this work, we show that the above intuition is wrong! We provide explicit (contrived) examples of many
of the most fundamental cryptographic primitives, including pseudorandom functions (PRFs), CPA-secure
symmetric-key encryption, message-authentication codes (MACs), signatures, and CCA-secure public-key
encryption schemes, all of which are proven to be classically secure under LWE via a black-box reduction,
but demonstrably fail to be post-quantum secure.

These primitives are qualitatively different from interactive protocols such as zero-knowledge proof sys-
tems. First of all, the primitives are stateless – they maintain a secret key, but do not keep any other
state between operations. Second of all, the basic operations (e.g., PRF evaluation, encryption, decryption,
signing, verifying) are non-interactive. However, the security of these primitives is defined via an interactive
game that allows the attacker to make oracle queries to the cryptosystem (e.g., PRF queries, encryption
queries, decryption queries, signing queries). The quantum attacker can keep internal quantum state, but
can only query the cryptosystem on classical inputs. We show that even these cryptosystems may be insecure
against quantum attacks, despite having provable classical security under LWE.

Concretely, we give the following constructions under the LWE assumption:

• A PRF scheme that is classically secure in the standard sense, but broken by a quantum adversary
making 3 classical PRF queries. If we consider a PRF with public parameters (e.g., the adversary gets
some public parameters that depend on the secret key at the beginning of the game) then we get a
scheme that can be quantumly broken with only 2 queries.3

• A symmetric-key encryption scheme that is classically CPA-secure in the standard sense, but broken
by a quantum adversary making 2 encryption queries before seeing the challenge ciphertext. If we
consider symmetric-key encryption with public parameters, then we get a scheme that is broken by a
quantum adversary making just 1 encryption query before seeing the challenge ciphertext.

• A MAC that is classically secure in the standard sense, but broken by a quantum adversary making
2 authentication queries. If we consider a MAC with public parameters, then we get a scheme that is
quantumly broken with just 1 authentication query.

• A signature scheme that is classically secure in the standard sense, but broken by a quantum adversary
making 2 signing queries.

• A public-key encryption scheme that is classically CCA-2 secure in the standard sense, but is broken
by a quantum adversary making 2 decryption queries before seeing the challenge ciphertext.

3Note that PRFs (and other symmetric-key primitives) with public parameters are natural to consider; for instance, the
group-based PRFs (e.g., [NR97]) would naturally have public parameters that include a description of the group.
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Additional Counterexamples for one-time cryptography. Using a modified technique, we construct
further examples of schemes that are quantumly broken using even a single classical query, but are also only
classically secure for a single query:

• A PRF scheme with public parameters that is classically but not post-quantum secure against an
adversary making a single query.

• A one-time symmetric-key encryption scheme (i.e., the adversary only gets a single challenge ciphertext)
with public parameters that is classically but not post-quantum secure.

• A one-time signature scheme that is classically but not post-quantum secure.

• A bounded-CCA public-key encryption scheme that is classically but not post-quantum secure against
an adversary making a single decryption query.

These examples are incomparable to the previous ones, since they give a more dramatic demonstration of
post-quantum insecurity with minimal interaction, but they also only satisfy a limited form of classical
security against a bounded number of queries. We view these examples as particularly surprising: a one-
time signature scheme seems very non-interactive, so how can we distinguish between classical and quantum
attacks?

Our Techniques. All of our examples are constructed by carefully embedding instances of interactive
quantum advantage — either an IPQ or a new protocol that we call “quantum disclosure of secrets” (QDS)
— into stateless/non-interactive cryptographic primitives. The key conceptual insight is that although the
primitives we consider are non-interactive, the corresponding security games are interactive, allowing us to
use a quantum attacker that wins an IPQ to also win in the security game of the given primitive. The
classical security of our constructions follows via a black-box reduction that rewinds the adversary, which is
the underlying reason that it fails to translate into the quantum setting.

Towards showing the above results, we also develop new ways of demonstrating quantumness that may
be of independent interest. Firstly, we observe that the known 4-round IPQs also satisfy resettable soundness
against classical provers that can arbitrarily rewind the verifier to earlier points in the execution. Using this
observation, we construct a stateless/deterministic quantum advantage function Fsk keyed by some secret
key sk that is generated together with some public parameters pp: an efficient classical attacker given pp and
oracle access to Fsk cannot cause it to ever output a special “accept” symbol (in fact, cannot even distinguish
it from a random function), while a quantum attacker can do so by only making 2 classical queries.

Secondly, we construct a 3-round quantum disclosure of secrets (QDS) protocol between a classical sender
that has some message m and a receiver, where a classical receiver does not learn anything about m during
the protocol (assuming LWE), while a quantum receiver learnsm at the end of the protocol. This gives a kind
of interactive quantum advantage in three rounds, despite the fact that interactive proofs of quantumness in
three rounds are not known under post-quantum assumptions (e.g., LWE) in the plain model. This primitive
is used to prove our second slate of results. Our QDS protocol makes essential use of the recent quantum
advantage technique of [KLVY22].

We give a more detailed description of our techniques in Section 2.

Conclusion: Counterexamples in Cryptography. This paper provides counterexamples to the folk-
lore belief that classical proofs of security under post-quantum assumptions (e.g., LWE) imply post-quantum
security for basic cryptographic primitives, including PRFs, symmetric/public-key encryption, and signa-
tures. To do so, we construct schemes that are classically secure under LWE but demonstrably fail to be
post-quantum secure. Why are we putting effort into constructing schemes that fail to be post-quantum
secure? This result fits into a broader and important area of cryptography that provides demonstrable coun-
terexamples to intuitive but incorrect beliefs that certain forms of security should generically hold. Other
examples of such results include counterexamples for the random-oracle heuristics [CGH98, Bar01, GK03],
circular security [Rot13, KRW15, GKW17, WZ17], selective-opening attacks [DNRS99, HRW16], hardness
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amplification [BIN97, DJMW12, BIK+22], security composition [GK96, DNRS99], etc. Such counterex-
amples are extremely important and serve as a warning that can hopefully prevent us from making such
mistakes in the future. Having a demonstrable counterexample is much more convincing than just pointing
out that our intuition for why security should hold is flawed. Counterexamples also point to specific pitfalls
that need to be avoided if we want to prove security. They enhance our understanding of otherwise elusive
topics. Lastly, they often lead to new techniques that tend to find positive applications down the line.

1.2 Related Work

One of the primary goals of the study of quantum computation is to understand which tasks can be solved
efficiently by quantum computers but not by classical ones. This is informally referred to as a quantum
advantage. Many instances of quantum advantage have implications for the security of classical cryptography;
the implications will typically hold in the particular computational model specified by the kind of quantum
advantage obtained. We list a few examples below.

Shor’s Algorithm. [Sho94] gives a quantum polynomial-time algorithm for factoring integers and comput-
ing discrete logarithms in finite cyclic groups with computationally efficient group operations. This renders
typical cryptosystems based on discrete logarithms, factoring, or RSA-type assumptions broken in quantum
polynomial time.

Interactive Proofs of Quantumness. As discussed above, [BCM+18, KMCVY21, KLVY22] give sur-
prising examples of interactive quantum advantage under LWE, despite the fact that LWE is believed to be
hard for efficient quantum algorithms. They construct interactive protocols where an honest quantum prover
causes the verifier to accept, but any efficient classical prover cannot cause the verifier to accept assuming
the hardness of LWE. This immediately implies that certain interactive protocols can be classically secure
under LWE but quantumly insecure.

Counterexamples in the Random Oracle Model. Many cryptosystems are built using a generic
“unstructured” hash function H; security is argued in the random oracle model [BR94], a model in which
the adversary can make only polynomially many queries to H (and H is treated as a uniformly random
function).

For these schemes, the random oracle model serves as a heuristic indicating that the scheme might be
secure when instantiated with a good concrete hash function. However, when quantum attacks on the scheme
are considered, a serious problem arises [BDF+11]: given a concrete hash function H, a quantum algorithm
can query H in superposition (that is, compute the unitary map |x⟩|y⟩ 7→ |x⟩|y ⊕ H(x)⟩ on an arbitrary
input state). Thus, to heuristically capture security of these schemes against quantum attacks, one should
prove security in the quantum random oracle model (QROM), in which the adversary can make polynomially
many superposition queries (rather than classical queries).

Prior work [BDF+11, YZ21, ZYF+20, YZ22] has constructed examples of cryptosystems, defined relative
to an arbitrary hash function H, that are secure in the classical random oracle model (possibly under an
additional computational assumption) but insecure in the QROM. For example, [YZ21] construct encryption
and signature schemes that are secure in the ROM but not the QROM, while [YZ22] even constructs such
examples for one-way functions!

We note that counterexamples for ROM cryptosystems are fundamentally different from what we are
asking in this work. ROM vs. QROM separations highlight the insufficiency of the classical ROM for
accurately describing the security of hash function-based cryptosystems against quantum attacks. And at
the technical level, the ROM “has room” for counterexamples by embedding an oracle separation between
classical and quantum computation, which may even be unconditional. Of course, ROM based examples
also translate into plain model examples that are quantum insecure and heuristically classically secure when
instantiated with a good hash function. For example, [YZ22] gives a construction of a one-way function with
this property. However, the classical security of the resulting one-way function is only heuristic and does not
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appear to be provable under any standard post-quantum assumption such as LWE. Indeed, since one-wayness
is defined via a completely non-interactive security game with no room for rewinding, if one had a black-box
reduction showing one-wayness under LWE, then it would also imply the post-quantum insecurity of LWE
(at least in the uniform setting without [quantum] auxiliary input, see discussion on [BBK22] below). In
contrast, our work shows quantum insecurity for primitives whose classical security is proved under LWE
using a black-box reduction.

Quantum Oracle Queries in the Security Game. When the security game underlying a cryptographic
primitive involves giving an adversary oracle access to some functionality (such as a PRF), the natural
definition of post-quantum security is to consider a quantum attacker breaking a cryptosystem used by
classical honest users who perform operations on classical inputs. Modeling this corresponds to a security
game where the attacker is restricted to querying the oracle on classical inputs. However, one could imagine a
stronger notion of “quantum security” [Zha12a], where even the honest users want to perform cryptographic
operations on quantum inputs, in which case we need to give the adversary quantum oracle access.

In these situations, classical security proofs do not generically carry over to the quantum query setting,
and there often exist counterexample protocols that are secure against adversaries that make classical queries
but insecure in the presence of quantum queries [Zha12b, Zha12a, BZ13a, BZ13b].

On the other hand, in this work we are interested in understanding whether there are quantum attacks
on classical cryptosystems that only operate on classical inputs, and therefore the above counterexamples
do not apply.

Quantum Auxiliary Input. The recent work of [BBK22] noticed that rewinding may be an issue even for
completely non-interactive security games (e.g., one-way functions or pseudorandom generators), if one con-
siders a setting where a non-uniform adversary may have quantum auxiliary input. They provide techniques
for showing that certain (but not all) forms of classical rewinding-based reductions do in fact carry over to
the quantum setting. While they provide some examples were their techniques fail, it does not translate
into an overall example showing insecurity. It would be extremely interesting to see if one can come up with
examples of (e.g.,) one-way functions that are proven secure classically via a black-box reduction under a
post-quantum assumption, but are not secure in the quantum setting with quantum auxiliary input.

2 Technical Overview

Our main technique in constructing cryptographic primitives that are classically secure but post-quantum in-
secure is to embed interactive proofs of quantumness (IPQs) [BCM+18, KMCVY21, KLVY22] based on LWE
inside these primitives. Such IPQs consist of 4-message interactive protocols, where the verifier sends the
first message and the prover sends the last message. The main difficulty is that IPQs are stateful/interactive
protocols, while the primitives we consider are stateless/non-interactive.

For concreteness, let’s start with signature schemes as an illustrative example, but we will later explain
how to extend the ideas all the other primitives as well.

Stateful Signatures. As a start, let’s relax the standard notion of signatures to allow the signing algorithm
to be stateful. Then we can take any standard signature scheme (under LWE) and easily augment it to
incorporate an IPQ as follows. In addition to signing the messages with the standard signature scheme, our
augmented signing algorithm also runs the verifier of an IPQ on the side. It interprets any messages to be
signed as prover message in an IPQ and appends the appropriate verifier responses to the signatures (the
verification algorithm of the augmented signature scheme simply ignores these appended values). Since the
IPQ verifier is stateful, this also requires the signing algorithm to be stateful. If at any point in time the
IPQ verifier accepts, then the signing algorithm simply appends the secret key of the signature scheme to
the signature.

It is easy to see that the above augmented signature scheme is classically secure under LWE, since a
classical adversary making signing queries will be unable to get the IPQ verifier to accept. It is also easy
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to see that the scheme is insecure against a quantum attacker who acts as the quantum prover in an IPQ,
causes it to accept, and recovers the secret key of the signing algorithm, which it then uses to construct
its forgery. If we use a 4-message IPQ and append the initial verifier message to the verification key of the
signature, then the above attack corresponds to making 2 signing queries.

Stateless signatures. Unfortunately, the above idea seems to crucially rely on having a stateful signing
algorithm, and our goal is to extend it to the stateless setting. To do so, we essentially construct an IPQ
with a stateless verifier and resettable security: even if the classical prover can reset the verifier and run it
many times with different prover messages, it cannot cause the verifier to accept.

We rely on the fact that the 4-message IPQs of [BCM+18, KLVY22] have special structure. The first
round is secret-coin and the verifier generates an initial message v1 together with some secret state st and
sends v1. The prover responds with p1. The verifier then uses public-coins to send a uniformly random
message v2 and the prover responds with p2. At the end of the 4th round, the verifier uses the secret state st
to decide if the transcript (v1, p1, v2, p2) is accepting or rejecting. We observe that we can convert the verifier
of such an IPQ (as long as it has negligible soundness error) into a deterministic/stateless IPQ verifier Vsk
that just maintains a secret key sk = (v1, st, k) consisting of the first round verifier message v1 of the original
IPQ, the secret st, and a key k for a PRF fk. We define the function Vsk as follows:

• On input the empty string, output v1.

• On input p1, output v2 = fk(p1).

• On input p1, p2, compute v2 = fk(p1) and use st to check if (v1, p1, v2, p2) is an accepting transcript: if
so accept, else reject.

An efficient quantum prover with oracle access to Vsk can cause it to accept, using the same strategy as in the
original IPQ.4 However, an efficient classical prover with oracle access to Vsk cannot cause it to accept, even
if it can make arbitrarily many queries on arbitrary inputs, effectively being able to run many executions of
the original interactive protocol with rewinding. We show this via a simple reduction where we convert any
adversary that causes the stateless IPQ verifier Vsk to accept into an adversary on the original stateful IPQ.

We use the above stateless IPQ to derive our counterexample for stateless signatures. We start with
any standard signature scheme (secure under LWE) and augment it by incorporating the stateless IPQ as
follows. Firstly, we generate the secret key sk of the stateless IPQ verifier Vsk as above, and append sk to
the original signature secret key skSig. We also append v1 to the original verification key. We then modify
the signing algorithm: we append the output of Vsk(m) to any signature of m, and, if at any point Vsk(m)
accepts, then we append the original signature signing key skSig to the signature. The verification algorithm
ignores these appended components.

We have an efficient quantum adversary on this signature scheme by running the quantum prover of the
IPQ: the adversary gets v1 from the verification key and queries the signing algorithm twice, once on p1 to
get v2 and once on p1, p2 to cause the IPQ verifier to accept and recover skSig. At this point, the adversary
can forge a signature on any message of its choosing. On the other hand, an efficient classical adversary
cannot cause Vsk to accept and hence does not learn any additional information about skSig beyond what it
would get in the original signature game. Therefore the above signature scheme is classically secure under
LWE, but quantumly broken with just 2 signing queries.

Generalizing: Quantum Advantage Function. We abstract out the above idea of stateless IPQs via
a quantum advantage function (QAF). A QAF is a deterministic/stateless function Fsk, indexed by a secret
key sk. A classical polynomial-time adversary with oracle access to Fsk can never cause it to output a special
accept value (except with negligible probability), while a quantum polynomial-time adversary can cause it
to do so by only making 3 classical oracle queries. We can set the QAF Fsk = Vsk to be the stateless IPQ
verifier defined above.

4Technically, it may be possible that the completeness error of the IPQ increases non-negligibly if the PRF is only classically
secure but not post-quantum secure. But it is easy to solve this by relying on a PRF that is one-wise independent.
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Alternatively, we can define a QAF with public parameters pp that depend on sk: even given pp a classical
polynomial-time adversary with oracle access to Fsk can never cause it to output accept, while a quantum
polynomial-time adversary given pp can do so by only making 2 classical oracle queries. We can construct
such a QAF by setting the public parameters pp = v1 to be the first verifier message and setting Fsk = Vsk
to be the stateless IPQ verifier above.5

We can embed our QAF inside various stateless/non-interactive cryptosystems to get our remaining
counterexamples:

• Symmetric-key message authentication codes (MAC): Take any existing secure MAC and augment it
by running a QAF on the side. The QAF outputs are appended to the tags of the original scheme,
and the verification procedure is augmented to automatically accept any message on which the QAF
accepts. This gives a classically secure MAC that can be quantumly broken using 2 authentication
queries, or alternately, even just 1 authentication query in the setting with public parameters.6 In
particular, the quantum attacker uses the k queries needed to get the QAF to accept (k = 3 or k = 2
depending on public parameter) as k − 1 authentication queries and a forgery.

• CCA-2 secure public-key encryption: Take any existing secure scheme and augment it with a QAF with
public parameters as follows. Append the public parameters to the public key of the scheme. Modify
encryption to ensure that all valid ciphertexts start with a 0 bit. Modify the decryption procedure so
that, it decrypts valid ciphertexts correctly, but if it gets as an invalid ciphertext it evaluates the QAF
on it instead of decrpyting. If the QAF ever accepts, the decryption procedure outputs the secret key
of the encryption scheme. The scheme remains correct and classically secure, but can be quantumly
broken using just 2 decryption queries (made before receiving the challenge ciphertext) to recover the
secret key.

• Pseudorandom functions (PRF): We notice that that the outputs our QAF can be either: (i) v1 which
is pseudorandom for known IPQs, (ii) v2 = Fk(p1) which is pseudorandom, or (iii) accept/reject. We
can modify the QAF so that instead of rejecting it applies an independent PRF. With this modification,
a classical attacker cannot distinguish it from a random function, since it cannot cause the original
QAF to ever accept. On the other hand, a quantum attacker can easily distinguish, by causing the
original QAF to accept, using just 3 queries, or even 2 queries in the setting with public parameters.

• Symmetric-key encryption: Take any existing secure scheme and augment it with a pseudorandom QAF
(as constructed in the previous bullet) as follows. When encrypting a message m, choose some fresh
randomness r and append r together with the output of the QAF applied on m||r to the ciphertext. If
the QAF accepts, also append the secret key of the original symmetric-key encryption to the ciphertext.
The decryption algorithm ignores the appended values.

For classical adversaries, we can rely on the fact that the QAF is pseudorandom (and cannot be caused
to accept) to argue that this modification does not break CPA security. For quantum adversaries, we
show that it is possible to cause the QAF to accept using 3 CPA queries, or even just 2 CPA queries in
the setting with public parameters. There is a minor difficulty that the quantum adversary only gets
to pick the left half m of the QAF inputs, while the right half r is chosen randomly. Nevertheless, by
starting with an IPQ protocol where we expand prover messages to contain a dummy “right half” that
the verifier ignores, we get a QAF that can be efficiently quantumly attacked even if the right half of
the inputs is chosen randomly.

One-Time Security and Quantum Disclosure of Secrets. We also give alternate examples of cryp-
tosystems that are classically “one-time” secure, but are not post-quantum one-time secure. As an example,
let’s consider one-time signatures. The security game for one-time signatures consists of 4 rounds: the

5In this case, we can remove the instruction that Vsk outputs v1 on the empty string, since we already give out v1 in the
public parameters.

6For symmetric-key primitives in the public-parameter setting, the secret key of the primitive is generated together with
some public parameters that are given to the adversary, but are not otherwise needed for correctness.
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challenger sends a verification key, the attacker chooses a message, the challenger sends a signature and the
attacker produces a forgery. Therefore, there is hope that we can embed a 4-message IPQ into the 4-message
security game of one-time signatures. However, we notice that the one-time signature game has an additional
feature that we call public verifiablity : just by looking at the transcript of the game, an external observer can
tell whether the verifier accepted or rejected. On the other hand, the known 4-message IPQs from LWE do
not have public verifiability. Therefore, to give a counterexample for signatures, we at the very least need to
construct a 4-message publicly verifiable IPQ.7 Alternately, let’s consider one-time symmetric-key encryption
with public parameters. There, the security game consists of only 3 rounds: the challenger chooses the secret
key with public parameters and sends the latter to the attacker, the attacker chooses two messages m0,m1

and gets an encryption of mb. At the end of the 3 rounds the adversary has to distinguish between b = 0 and
b = 1. Therefore, we would need some sort of a 3 round game with quantum advantage, where a quantum
adversary can distinguish between two possibilities, but a classical one cannot. Current IPQs from LWE all
require 4 rounds.

We solve both of the above issues by constructing a new type of 3-message protocol with quantum
advantage under LWE, which we refer to as a quantum disclosure of secrets (QDS). A QDS is an interactive
protocol between a classical sender who has some message m and a (potentially quantum) receiver. No
efficient classical receiver can distinguish between any two possible sender messages m0,m1 at the end of
the protocol, while a quantum receiver can fully recover m. We construct a 3-message QDS under LWE and
we give an overview of this construction further below.8 For now, let us assume we have such a 3-message
QDS, whose execution consists of three messages s1, r1, s2, where si denotes sender messages and ri the
receiver message. We use it to get various counterexamples to post-quantum security of one-time primitives
under LWE. For simplicity, we just discuss one-time signatures and one-time symmetric-key encryption (with
public parameters), but the other counterexamples are all similar:

• One-time Signatures: Take any secure one-time signature scheme and augment it by running a QDS
on the side, where the sender’s message is set to be the signing key of the original scheme. Append the
first message s1 of the QDS to the verification key and st to the signing key. To sign some message,
sign it under the original signature scheme, but also interpret the message as the receiver’s message r1
in the QDS protocol and run the QDS on it to produce the response s2 (using st), and append s2 to
the signature. The verification algorithm ignores the appended components.

A classical attacker cannot break one-time security since it does not learn anything about the signing
key from the QDS when making one signing query. However, a quantum attacker can break security
by recovering the original signing key from the QDS using one signing query, and then can forge the
signature of an arbitrary new message.

• One-time Symmetric-Key Encryption (with public parameters): Take any secure one-time encryption
(e.g., one-time pad) and augment it with a QDS, where the sender’s message is set to be the secret key
of the original encryption scheme. Set the public parameters to consist of the first round QDS message
s1 and append st to the secret key. To encrypt a message, use the original one-time encryption scheme,
but also interpret the message as the receiver’s message r1 in the QDS protocol and run the QDS on
it to produce the response s2 (using st), and append s2 to the ciphertext.

To argue (computational) classical security, we rely on the fact that, for a classical receiver in the QDS,
not only is the sender’s message hidden but entire sender response s2 sent in the third round looks
pseudorandom. On the other hand, a quantum adversary can recover the key of the original encryption
scheme and decrypt.

We note that the 3-message QDS scheme that we construct is not resettably secure: if a classical receiver
can rewind the sender with many different values of r1 and get the corresponding values s2 then it can learn

7It is easy to make an IPQ publicly verifiable simply by adding an additional round where the verifier publicly declares
whether it accepted or rejected, but this would require 5 rounds and we need 4.

8A 3-message QDS also implies a 4-message publicly verifiable IPQ. This is shown implicitly by our one-time signature
counterexample below, but can be done more directly as follows. Use a QDS to send a random message x and append a
one-way function f(x) to the 3rd round; then accept in the 4th round if the prover replies a valid preimage x′ for f(x).
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the sender’s message. This is the reason that our results above are incomparable to the previous ones and
only achieve one-time classical security. If we were able to construct a resettably secure QDS, we would get
the best of both worlds and construct schemes that are fullly secure in the standard sense against classical
adversaries, but not even one-time secure against quantum adversaries.

Quantum Disclosure of Secrets from LWE. We now give an overview of our construction of 3-message
QDS from LWE. Our main idea is to start with a special 4-message IPQ from LWE that has a unique final
answer : given (v1, p1, v2) and st, the verifier can efficiently compute a unique prover answer p2 that would
cause it to accept. We can convert such a 4-message IPQ into a 3-message QDS. We keep the first two
messages of the IPQ and QDS the same with s1 = v1, r1 = p1. Then, in the beginning of the third round,
we have the sender choose a random v2 as the IPQ verifier would, compute the unique correct p∗2 that
would make the IPQ verifier accept, take a Goldreich-Levin hardcore bit GL(p∗2) and use it to one-time pad
the sender-message m by setting s2 = (v2, GL(p

∗
2) ⊕m).9 By relying on Goldreich-Levin decoding, we can

translate any classical attack on the 3-message QDS into a classical attack on the original 4-message IPQ.
On the other hand, we can use a quantum attack on the 4-message IPQ to easily recover the message m in
the 3-message QDS by computing the correct p2 from v2 and then using the hardcore bit of p2 to un-blind
the message.

Therefore, to construct a 3-message QDS, we need to construct a 4-message IPQ with a unique final
answer. Unfortunately, the IPQ schemes of [BCM+18] do not have this property (either directly or with any
simple modification). On the other hand, the work of [KLVY22] gives a general template for constructing
4-message IPQ schemes. We review this template and show that there is a careful instantiation of it that
does have a unique final answer.

The template of [KLVY22] construct a (4-message) IPQ from any 2-prover non-local game. A 2-prover
non-local game consists of 2 provers who cannot communicate and are given two questions (q1, q2 respectively)
sampled from some joint distribution. Their goal is to reply with answers a1, a2 respectively, and they win
if some relation R(q1, q2, a1, a2) holds. Such a game has quantum advantage if quantum provers who share
entangled quantum state at the beginning of the game can have a noticeably larger winning probability than
classical provers who only share classical shared randomness. For example, the CHSH game [CHSH69] sets
q1, q2, a1, a2 to be bits, samples (q1, q2) uniformly and independently, and defines R(q1, q2, a1, a2) to hold if
a1 ⊕ a2 = q1 ∧ q2. Classical provers can only win with probability .75, but quantum provers can win with
probability cos2(π/8) > .85.

The work of [KLVY22] compiles any such game into a 4-message IPQ with a single prover by using
quantum fully homomorphic encryption. The verifier sends v1 = Enc(q1) the prover responds with p1 =
Enc(a1), the verifier sends q2 and the prover responds with a2: the verifier accepts if R(q1, q2, a1, a2) holds.
The good news is that, if we instantiate this template with the CHSH game, then there is a unique final
answer a2 = (q1 ∧ q2) ⊕ a1. However, the resulting IPQ only has a noticable gap between the success of a
classical prover and a quantum one (.75 vs .85), but we want an IPQ where the classical prover only has
a negligible success probability while the quantum one can win with all but negligible probability. We can
achieve this by using parallel repetition of many copies of the CHSH game and accepting if the prover wins
in > .8 fraction of them. But now there is no longer a unique final answer that wins the IPQ, since the
prover can win any .8 fraction of the games to get the verifier to accept (and even a quantum prover won’t
be able to win significantly more that .85 fraction)! Instead, we start with a different non-local game, which
is a variant of the magic square game [Ara02, CHTW04].10 In this game, there is a unique final answer
a2 determined by q1, q2, a1, and there is a pair of entangled quantum provers that can win with probability
1, while classical provers only win with probability at most 17/18. By taking a sufficiently large parallel
repetition and accepting if all copies accept, we can drive down the winning probability of classical provers to

9This allows us to encrypt a single bit, but we can repeat this in parallel to encrypt a multi-bit message one bit at a time.
Security follows via a simple hybrid argument.

10We think of a 3 × 3 square of bits. The challenge q1 corresponds to a random row or column (6 possibilities) and q2
corresponds to a random location inside that row/column. The provers are supposed to answer with a1 being the 3 bits in the
given row/column specified by q1 and a2 being the bit in the position specified by q2. They win if the answers are consistent
and if the bits of a1 have parity 0 when q1 is a row or parity 1 when q1 is a column.
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negligible, while allowing quantum provers to win with probability 1 and preserving a unique final answer a2
determined by q1, q2, a1. Therefore, if we apply the [KLVY22] framework with the parallel-repeated variant
of Magic Square as above, we get a 4-message IPQ with a unique final answer as desired.11

3 Open Problems

We mention several fascinating open problems left by our work.

• Can we construct a CPA-secure public-key encryption scheme which is classically secure under LWE
but post-quantum insecure? The CPA security game for public-key encryption consists of 3 rounds,
so it may seem like we should be able to embed a QDS scheme inside it. But the 3rd round of the
CPA security game must be publicly computable from the first 2 rounds, while our QDS requires secret
state to compute the 3rd round.

• Can we construct a 3-message stateless/resettable QDS under LWE? This would allow us to construct
cryptosystems that are classically secure in the standard sense under LWE, but fail to be even one-time
post-quantum secure.

• Can we construct IPQs and classically secure / quantum-insecure cryptosystems under other plausi-
bly post-quantum assumptions beyond LWE? Ideally we would even be able to do so under generic
assumptions, such as one-way functions.

• Can we construct 3-message (resettably secure) IPQs from LWE? This would allow us to get rid of the
public parameters in our symmetric-key examples.

• Inspired by [BBK22], can we construct one-way functions under post-quantum assumptions (e.g.,
LWE), where the one-way function is classically secure, but post-quantum insecure given quantum
auxiliary input? As noted in [BBK22], this may be possible even if classical security is proven via a
black-box reduction.

• Can we construct one-way functions under a post-quantum assumptions (e.g., LWE), where the one-
way function is classically secure but post-quantum insecure, even without quantum auxiliary input?
Since the security game of one-way function is non-interactive, there is no possibility of rewinding
distinguishing between classical and quantum adversaries. Therefore, the classical security of such
one-way functions could not be proven via a black-box reduction. Could we perhaps have such an
example nevertheless by using a non-black-box reduction?

4 Preliminaries

We use QPT to denote quantum polynomial time and PPT to denote classical probabilistic polynomial time.
We say that a function f(n) is negligible if for all constants c > 0, f(n) < n−c for all but finitely many n.

Lemma 4.1 (Goldreich-Levin Decoder). There exists a polynomial-time oracle algorithm DecodeO(1B , 1n)
satisfying the following property: Let Pred be any algorithm such that

Pr [Pred(r) = ⟨x, r⟩] = 1

2
+ ε

11Unfortunately, if we use this 2-prover non-local game, then the resulting 4-message IPQ cannot be made resettably sound.
This is because the challenge q2 gives information about q1. By rewinding the verifier and seeing many values of q2, a classical
adversary can learn q1 and win the game. (Even if the 4-message IPQ was resettably sound, it wouldn’t guarantee that the
3-message QDS would be, because it reveals various GL bits in the 3rd round.) In contrast, in the original instantiation of the
[KLVY22] framework with the CHSH game and threshold parallel repetition, the resulting 4-message IPQ does not have unique
final answers, but can be given resettable security using a PRF to generate q2, because q2 is random and independent of q1.
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for some fixed string x ∈ {0, 1}n. Then, for any B ≥ 1/ε,

Pr
[
DecodePred(·)(1B , 1n) = x

]
≥ poly(ε, 1/n)

for some fixed polynomial poly. In particular, if ε = ε(n) ≥ 1/nc for some constant c and infinitely many

n, by setting B = nc we obtain that Pr
[
DecodePred(·)(1B , 1n) = x

]
is non-negligible in n.

4.1 Two Magic Square Games

In this section, we recall two variants of the “magic square game” [Ara02, CHTW04], which are both two-
prover non-local games [CHTW04]. These are games played by two provers P1, P2 and a verifier V , in
which:

• V samples a pair of (classical) questions (q1, q2).

• V sends q1 to P1 and q2 to P2.

• P1 and P2 send (classical) answers a1, a2 to V respecively.

• V computes a decision predicate V (q1, q2, a1, a2) denoting whether the provers win or lose.

We consider two computational models for P1 and P2: local prover strategies are strategies in which a1 and
a2 are, respectively, functions of q1 and q2 alone (possibly also using some pre-shared classical randomness).
entangled prover strategies are strategies in which P1, P2 may share an entangled state |ψ⟩AB (where P1 has
register A and P2 has register B) and can compute their answers by applying some (POVM) measurements
to their respective registers. The “entangled value” and “local value” of a game G is defined to be the
maximum (or supremum) value of all entangled and local strategies, respectively.

Definition 4.2 (Independent Question Magic Square Game). The independent question magic square game
is a two-prover nonlocal game in which q1, q2 are samplied i.i.d. from {1, 2, 3}, answers a1, a2 are in the set
{0, 1}3, and the verifier accepts if the following three conditions hold:

• (a1)q2 = (a2)q1 (“row q1” is consistent with “column q2”),

• (a1)1 ⊕ (a1)2 ⊕ (a1)3 = 0 (rows have even parity), and

• (a2)1 ⊕ (a2)2 ⊕ (a2)3 = 1 (columns have odd parity).

Theorem 4.3 ([CHTW04]). The independent question magic square game has entangled value 1 and local
value 8/9.

Definition 4.4 (Unique Answer Magic Square Game). The unique answer magic square game is a two-
prover nonlocal game in which (q1, q2) ∈ ({0, 1}×{1, 2, 3})×{1, 2, 3}2 are sampled uniformly from the subset
{(b, u, v0, v1) ∈ {0, 1}×{1, 2, 3}3 : vb = u}. An answer a1 is required to be in the set {0, 1}3 while an answer
a2 is required to be in the set {0, 1}. Finally, the verifier accepts if the following two conditions hold:

• (a1)1 ⊕ (a1)2 ⊕ (a1)3 = b for q1 = (b, u).

• (a1)v1−b
= a2, for q1 = (b, u) and q2 = (v0, v1).

The relationship between the two magic square game variants is that the “unique answer” P1 is being
asked to behave as either P1 or P2 from the “independent question” variant, while the “unique answer P2”
is asked to provide the single-bit intersection of the “independent question” answers a1, a2. In particular,
given (q1, a1, q2), there is an unique answer a2 that makes the verifier accept.

Theorem 4.5 ([CHTW04]). The unique answer magic square game has entangled value 1 and local value
17/18.

Finally, we note that by [Raz95], if either of the above two games is repeated t times in parallel, the local
value of the repeated game is at most 2−Ω(t).
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4.2 The [KLVY22] Compiler

We briefly recall the cryptographic compiler of [KLVY22] that converts 2-prover non-local games into inter-
active single-prover games:

Definition 4.6 (KLVY Compiler). For any 2-prover non-local game G and any encryption scheme (Gen,Enc,Dec),
we can define the following game between a single prover and verifier:

• The verifier samples a key k for the encryption scheme, along with question pair (q1, q2) for G. The
verifier sends Enc(k, q1) to the prover.

• The prover responds with some ciphertext â1.

• The verifier sends q2 to the prover.

• The prover responds with some answer a2.

• The verifier computes a1 = Dec(k, â1) and checks the G predicate V (q1, q2, a1, a2).

Theorem 4.7 ([KLVY22]). Under the LWE assumption, there exists an encryption scheme such that:

• If G has entangled value 1− negl(λ), then the compiled game has quantum value 1− negl(λ).

• If (1) G is obtained by λ-wise parallel repetition of a constant-size game with local value < 1, and (2)
LWE is classically hard, then the compiled game has negligible classical value.

4.3 Interactive Proofs of Quantumness

For concreteness and simplicity of notation, we will focus throughout this work on interactive proofs of
quantumness with 4 messages in total. Note that this corresponds to the best round complexity known for
interactive proofs of quantumness in the plain model.

Definition 4.8. An interactive proof of quantumness is an interactive protocol Π between a prover P and
a verifier V, with the following properties:

• Quantum completeness: there exists a efficient quantum prover P such that:

Pr
[
(P,V)(1λ) = 1

]
≥ 1− negl(λ).

• Classical soundness: for any efficient classical prover P∗:

Pr
[
(P∗,V)(1λ) = 1

]
≤ negl(λ).

Let v1, v2 (resp. p1, p2) denote the messages sent by the verifier (resp. the prover) during the execution
of an interactive proof of quantumness Π.

An interactive proof of quantumness can furthermore satisfy the following optional properties:

1. Public-coin second verifier message: the second verifier message v2 consists of uniformly and indepen-
dently sampled random coins.

2. (Classically) Pseudorandom verifier messages: for any efficient classical prover P∗, the messages (v1, v2),
output by the verifier in a protocol execution with P∗, are computationally indistinguishable from
uniformly random strings, even if P∗ learns the outcome of the execution.12

12Allowing P∗ to learn the outcome of the protocol execution is without loss of generality by negligible classical soundness:
all executions of the protocol with P∗ will be rejected with overwhelming probability.
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3. Unique final answer: given any partial transcript τ = (v1, p1, v2) and any verifier state st, there exists
an efficient algorithm UniqueAnswer(v1, p1, v2, st)→ p∗2 ∈ {0, 1}ℓ which outputs the unique final prover
message that can make the verifier accept (namely, output 1) if such a final prover message exists.

We will make use of constructions of two different interactive proofs of quantumness in this paper:

Lemma 4.9. Under the LWE assumption, there exists a 4-message interactive proof of quantumness satis-
fying properties 1 (public-coin second verifier messages) and 2 (classically pseudorandom verifier messages)
(Definition 4.8).

Proof. For simplicity,13 we appeal to Theorem 4.7 ([KLVY22], Theorem 3.7) using a λ-wise parallel repeti-
tion of the independent question magic square game Definition 4.2. By inspecting the [KLVY22] protocol
(Definition 4.6), we note that if the queries in the non-local game are independent and uniformly random,
then the message v2 in this protocol is public coin. Finally, what remains is to argue that the first verifier
message v1 is pseudorandom: in the [KLVY22] scheme, the message v1 is an encryption of a query q1, so
as long as the encryption scheme has pseudorandom ciphertexts (as it does holds for the schemes used in
Theorem 4.7 [Mah18, Bra18]), v1 is pseudorandom.

We will also use a proof of quantumness with unique answers (while still requiring completeness 1−negl(λ)
and negligible soundness). While we are not aware of any explicit constructions satisfying this property in
the literature, we observe that instantiating [KLVY22] with an appropriate non-local game gives such a proof
of quantumness.

Lemma 4.10. Under the LWE assumption, there exists a 4-message interactive proof of quantumness satis-
fying properties 2 (classically pseudorandom verifier messages) and 3 (unique final answers) (Definition 4.8).

Proof. We again appeal to Theorem 4.7. In this case, we note that the resulting 4-message interactive
protocol has a unique final answer provided that the non-local game has a unique answer a2 conditioned on
partial transcript (q1, a1, q2). Thus, we instantiate the non-local game with the unique answer magic square
game (Definition 4.4). The queries q1, q2 are not independent in this game, but the resulting 4-message
protocol has pseudorandom verifier messages because the marginal distribution on v2 is uniformly random,
and the verifier’s first message v1 is pseudorandom even conditioned on v2 (and the prover’s messsages).

5 Deterministic Oracles with Quantum Advantage

5.1 Quantum Advantage for Unbounded-Classical Query Algorithms

We introduce quantum advantage functions, which are by default stateless and deterministic functions that
demonstrate a quantum advantage given only classical query access. In its stronger form, such a function
acts as a pseudorandom function against classical adversaries.

Definition 5.1 (Quantum Advantage Functions). A quantum advantage function family is a pair of efficient
algorithms (Setup, Fsk) with the following syntax:

• Setup(1λ): sample some public parameters pp, a secret key sk and outputs (pp, sk). Without loss of
generality, we will consider throughout the paper that sk includes the public parameters pp.

• Fsk(·): on input a message x, either output a message y, or a special “accept” symbol denoted accept,
or a special “reject” symbol denoted reject. We require by default that Fsk is stateless and deterministic.

13An alternative approach is to use [BCM+18]-style proofs of quantumness. However, we want a 4-message proof of quan-
tumness with negligible soundness error (ideally based solely on the classical hardness of LWE), and there does not seem to be
an explicit construction of such a variant in the literature. However, the recent work [LLQ22] suggests an approach along these
lines [LLQ]: first, consider a “repeated” variant of the [BCM+18] protocol that still has one-bit challenges (which will e.g. have
soundness error 1/2 rather than 3/4), and then argue that parallel repetition amplifies the soundness of this protocol. Finally,
another viable approach is to apply a “random-terminating parallel repetition” [Hai09] to the original [BCM+18] protocol. We
stick with [KLVY22] for the construction that follows most directly from the literature.
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We additionally require the following properties:

1. (k-Quantum easiness) There exists a QPT oracle algorithm AF (·)(pp) such that:

Pr
[
AFsk(·)(pp) = x∗ ∧ Fsk(x

∗) = accept
]
= 1− negl(λ),

where AFsk(·)(pp) makes k classical oracle queries in total to Fsk(·) before outputting x∗,and where the
probability is over (pp, sk)← Setup(1λ). We simply say that (Setup, Fsk) satisfies quantum easiness if
it satisfies 1-quantum easiness.

2. (Classical hardness) For all PPT oracle algorithms AO(·)(pp):

Pr
[
AFsk(·)(pp) = x∗ ∧ Fsk(x

∗) = accept
]
= negl(λ).

over (pp, sk)← Setup(1λ).

We optionally require the following stronger notion of classical hardness:

3 ((Classical) Pseudorandomness of outputs and public parameters) For all PPT distinguishers A:∣∣∣Pr [AFsk(·)(pp) = 1
]
− Pr

[
AR(p̃p) = 1

]∣∣∣ ≤ negl(λ).

over (pp, sk)← Setup(1λ), and where R is a uniformly random function, and p̃p is uniformly random.

Theorem 5.2. Let Π be a 4-message interactive proof of quantumness satisfying the properties specified in
Lemma 4.9: (Item 1) the second verifier message is public-coin and (Item 2) verifier messages are pseudo-
random (Definition 4.8). Then additionally assuming one-way functions, there exists a quantum advantage
function with pseudorandom outputs satisfying quantum easiness (Definition 5.1).

Combined with Lemma 4.9, we obtain the following:

Corollary 5.3. Assuming the (classical) hardness of LWE, there exists a quantum advantage function with
pseudorandom outputs satisfying quantum easiness (Definition 5.1).

Construction. Let Π be a 4-message interactive proof of quantumness. Let (PRF.KeyGen,PRF) be a
one-wise independent PRF (Definition A.3).

We define our quantum advantage function (Setup, Fsk) as follows:

• Setup(1λ): Sample K ← PRF.KeyGen(1λ). Compute a first verifier message v1 for Π, using some fresh
randomness ρ. Set pp = v1, sk = (pp,K, ρ), and output (pp, sk).

• Fsk : on input x, we consider two distinguished cases:14

– If x is of the form p1: Compute the public-coin verifier message v2 = PRFK(p1), which we interpret
as a second verifier message with partial transcript (v1, p1) (where v1 = pp). Output y = v2.

– If x is of the form (p1, p2): Compute v2 = PRFK(p1). If the verifier for Π accepts the transcript
(v1, p1, v2, p2) with secret state ρ, output accept, otherwise output reject.

– Otherwise output reject.

Lemma 5.4 (Quantum easiness). Suppose Π satisfies quantum completeness (Definition 4.8), and (PRF.KeyGen,PRF)
is one-wise independent (Definition A.3). Then (Setup, Fsk) satisfies quantum easiness.

14Technically, to have Fsk be defined over a fixed input domain, we actually distinguish the cases x = (0∥p1∥∗) and x =
(1∥p1, p2) where ∗ denotes a 0 padding of appropriate length, and where Fsk outputs reject on inputs not of this form. We keep
the notation of the construction above for clarity of exposition.
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Proof. Let P denote the efficient quantum prover for Π such that

Pr
[
(P,V)(1λ) = 1

]
≥ 1− negl(λ).

Define the following QPT algorithm A(pp):

• On input pp, parse pp = v1 as a first verifier message in Π, and compute a first prover message p1
according to P. Query Fsk on input p1, and receive v2.

• Given (v1, p1, v2), compute the second prover message p2 according to P. Output x∗ = (p1, p2).

By construction, (v1, p1, v2, p2) denotes a transcript generated by P,V, where V uses randomness ρ and
ρ2 = PRFK(p1) to generate its messages v1 and v2 respectively. Since PRF is one-wise independent, A
perfectly simulates the view of P in an interaction with V. Thus Fsk(x

∗) outputs accept with probability
1− negl(λ).

Lemma 5.5 (Classical hardness). Suppose Π is sound against classical provers and has public-coin inter-
mediate verifier messages (Definition 4.8, Property 1) and that (PRF.KeyGen,PRF) is a (classically secure)
PRF. Then (Setup, Fsk) satisfies classical hardness.

Proof. Let A(pp) denote a PPT adversary with oracle access to Fsk. Without loss of generality, we assume
that A queries its output x∗ to Fsk before halting, and that A outputs the first x∗ it queries such that
Fsk(x

∗) = accept, if such a query exists. Let Q denote the number of oracle queries A makes. We define a
sequence of hybrid experiments, where we change the input-output behaviour of Fsk, as follows:

• Hybrid 0: This is the classical hardness experiment (Definition 5.1, Property 2) where A has oracle
access to O0

sk := Fsk, where (pp, sk)← Setup(1λ). We say that the adversary wins the experiment if he
outputs x∗ such that O0

sk(x
∗) = accept.

• Hybrid 1: We change how the oracle queries are handled, and define O1
sk as follows. The (now stateful)

oracle computes v2 using a lazily-sampled random function R instead of a PRF. Specifically, on queries
of the form x = p1 if R(x) is not yet defined, sample v2 uniformly and set R(x) = v2, then output v2.

• Hybrid 2: We do not change the behavior of the oracle (O2
sk = O1

sk), but we change the win condition
of the experiment. We now guess two uniformly random indices j1, j2 ← [Q], where Q denotes the
number of oracle queries made by A. We now say that A wins if and only if the following conditions
hold:

(1) the j2th oracle query from A, on input xj2 , is of the form xj2 = (p∗1, p
∗
2),

(2) O2
sk(xj2) = accept, and, for all prior oracle queries x, O2

sk(x) ̸= accept,

(3) the j1th oracle query from A, on input xj1 has p∗1 as a prefix (i.e. either xj1 = p∗1 or xj1 = (p∗1, p2)
for some p2), and, for all prior oracle queries x, the prefix of x with appropriate length is not
equal to p∗1.

• Hybrid 3: We change how oracle queries are handled and define O3
sk as follows. On any query j ̸= j2

of the form xj = (p1, p2), O3
sk rejects.

Claim 5.6. Suppose (PRF.KeyGen,PRFK) is a (classically) secure PRF. Then for all PPT algorithms A(pp):

|Pr [A(pp) wins in hybrid 1 ]− Pr [A(pp) wins in hybrid 0 ] | ≤ negl(λ).

Proof. This follows directly by reduction to PRF security. The reduction generates the other parameters ρ
and pp = v1 itself and uses its oracle to respond to queries of the form p1. It then outputs say 1 whenever
AOsk(·)(pp) = x∗ ∧ Osk(x

∗) = accept, which it can test efficiently given ρ.
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Claim 5.7. For all PPT algorithms A(pp):

Pr [A(pp) wins in hybrid 2 ] =
1

Q2
Pr [A(pp) wins in hybrid 1 ] .

Proof. For any execution of the experiment in hybrid 1 such that A(pp) outputs x∗ = (p∗1, p
∗
2) such that

O2
sk(x

∗) = accept, recall that we assume without loss of generality that A queries the oracle on x∗, and that
x∗ corresponds to the first query from A such that O2

sk(x
∗) = accept. Let j∗2 denote the index corresponding

to the first query A makes on x∗, and let j∗1 ≤ j∗2 denote the index corresponding to the first query A makes
that has p∗1 as a prefix (that is, either xj1 = p∗1 or xj1 = (p∗1, p2) for some p2). Over the sole randomness of
j1, j2 ← [Q], the probability of A winning in such an execution in hybrid 2 is therefore the probability that
(j1, j2) = (j∗1 , j

∗
2 ), which is 1/Q2, and the conclusion follows.

Claim 5.8. For all PPT algorithms A(pp):

Pr [A(pp) wins in hybrid 3 ] = Pr [A(pp) wins in hybrid 2 ] .

Proof. By definition of the winning condition in hybrid 2, A loses in the experiment if its jth oracle query
on input xj satisfies j < j2 and Osk(xj) = accept. Furthermore, the queries made by A after querying its
first accepting input x∗, if such an x∗ exists, don’t affect its output (as we assume A would then output x∗).
Therefore the outputs of the oracles in hybrid 2 and hybrid 3 differ only in executions where A loses in both
hybrid experiments, or for queries that do not affect the output of A.

Claim 5.9. Assume Π is sound against classical provers, and has public-coin second verifier messages
(Definition 4.8, Property 1). Then for all PPT algorithms A(pp):

Pr [A(pp) wins in hybrid 3 ] ≤ negl(λ).

Proof. Let A be a PPT algorithm such that A wins with probability ε in hybrid 3. We build a prover P∗

that breaks classical soundness of Π with probability ε as follows:

1. Let R be an initially empty lazily-sampled random function. Upon receiving the first verifier message
v1, set pp = v1.

2. Make two guesses j1, j2 ← [Q]. If j1 > j2, abort. Run A(pp).

3. Upon receiving the jth query xj from A where j ∈ [Q], let p1 denote the prefix of xj , and compute
R(p1) as follows:

• If j = j1, set p
∗
1 = p1 and send p∗1 as the first prover message in Π. Upon receiving the verifier’s

response v∗2 , set R(p
∗
1) = v∗2 .

• Otherwise, if R(p1) is undefined, sample v2 uniformly and set R(p1) = v2.

To answer the query, if xj is of the form p1, respond to the query from A with R(p1). Otherwise parse
xj = (p1, p2) and respond to the query according to the following cases:

• If j = j2, check that p1 = p∗1, set p
∗
2 = p2 and send p∗2 as the second prover message in Π. (If

query xj2 is not of this form A loses in hybrid 4 and our reduction fails.)

• Otherwise, respond to the query from A with reject.

First, our reduction perfectly simulates the view of A(pp) in hybrid 3, given that second verifier messages
in Π are uniformly distributed. Furthermore, if A wins in hybrid 3, then by definition the prefix p∗1 of the
input query xj1 defines v∗2 , and thus xj2 = (p∗1, p

∗
2), which gives an accepting transcript (v1, p

∗
1, v

∗
2 , p

∗
2) for Π

between P∗ and V.
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Overall these claims show that the probability of A winning in hybrid 0 is negligible, and finishes the
proof of Lemma 5.5.

Last, we show that we can obtain pseudorandomness of Fsk with a simple modification.

Lemma 5.10 (Pseudorandomness). Under the same hypotheses as Lemmas 5.4 and 5.5 there exists a

quantum advantage function F̃sk satisfying pseudorandomness.

Proof. Let (Setup, Fsk) denote the previous construction. We define F̃sk as follows: on input x, compute
Fsk(x). If Fsk(x) = reject, output PRFK(x); otherwise output Fsk(x). Pseudorandomness of non-special
outputs of Fsk (that is, accept or reject) follows by the public-coin property of second verifier messages of Π
(Definition 4.8, Property 1). Furthermore, it is classically hard to find inputs x such that Fsk(x) = accept by

classical hardness of Fsk, and inputs x such that Fsk(x) = reject are mapped by F̃sk to pseudorandom outputs

by PRF security. The proofs of quantum easiness and classical hardness for F̃sk follow almost identically to
the ones for Fsk.

Remark 5.11 (Generalizing to constant-round proofs of quantumness). Our definitions, construction and
proofs can readily be extended to work starting with any constant-round interactive proof of quantumness,
assuming all intermediate verifier messages are public-coin (that is, not counting the first verifier message
if the verifier produces the first message of the protocol). Starting with a 2k-message protocol, this gives a
quantum advantage function with (k − 1)-quantum easiness (and where classical hardness and pseudoran-
domness hold as in Definition 5.1).

Removing public parameters. We observe that any quantum advantage function with public parameters
induces one without public parameters. Let (Setup, F sk) be a quantum advantage function. Consider the
following algorithms (Setup, Fsk):

• Setup(1λ): run (pp, sk)← Setup(1λ) and output sk = (pp, sk).

• Fsk: on input x, if x = init where init is a special input symbol, output pp. Otherwise output F sk(x).
15

Claim 5.12. Assume that (Setup, F sk) is a quantum advantage function. Then (Setup, Fsk) satisfies 2-

quantum easiness, and classical hardness (Definition 5.1). Furthermore, assuming that (Setup, F sk) has
pseudorandom outputs and public parameters (Definition 5.1), then (Setup, Fsk) also has pseudorandom out-
puts (against classical distinguishers).

Corollary 5.13. Assuming the (classical) hardness of LWE, there exists a quantum advantage function with-
out public parameters, that satisfies 2-quantum easiness, and have pseudorandom outputs (against classical
distinguishers).

Randomized Quantum Advantage Functions. It will also be useful to us in some cases to consider
randomized quantum advantage functions, for which we can consider the following stronger notion of pseu-
dorandomness:

3’ (Strong pseudorandomness of outputs and public parameters) For all PPT distinguishers A:∣∣∣Pr [AFsk(·)(pp) = 1
]
− Pr

[
AU (p̃p) = 1

]∣∣∣ ≤ negl(λ).

over (pp, sk) ← Setup(1λ), and where U is defined as sampling and outputting fresh independent
randomness at every call, and where p̃p is uniformly random.

15Technically, we pad the shorter of pp and F sk(x) to obtain outputs with fixed length. We define the padding as an
independent PRF of the input to conserve pseudorandomness of outputs.
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We observe that our previous construction of (deterministic) quantum advantage function can be extended
to satisfy the stronger property above, by modifying the construction as follows (the construction of Setup
is unchanged):

• Fsk : on input x, sample a fresh uniformly random string r ← {0, 1}λ. We consider two distinguished
cases:

– If x is of the form p1:

∗ Compute the public-coin verifier message v2 = PRFK(p1∥r), which we interpret as a second
verifier message with partial transcript (v1, p1) (where v1 = pp). and output y = (v2, r).

– If x is of the form (p1, r, p2) for some r ∈ {0, 1}λ:
∗ Compute v2 = PRFK(p1∥r). If the verifier for Π accepts the transcript (v1, p1, v2, p2) with
secret state ρ, output accept, otherwise output PRFK(x∥r).

– Otherwise output PRFK(x∥r).

Quantum completeness follows by quantum completeness for Π and one-wise independence of PRF. To see
why pseudorandomness holds, consider, for any 4-message interactive proof of quantumness Π, the following
modified protocol Π̃. Prover messages in Π̃ have the form p̃i = (pi, ri), where pi corresponds to original
prover messages in Π. The new verifier algorithm simply ignores the ri part of p̃i, and computes its messages
as the verifier in Π (with prover messages pi). It is immediate to see that if Π has public-coin intermediate

verifier messages and (classically) pseudorandom verifier messages (Definition 4.8, Properties 1,2), then Π̃
also satisfies these properties. By our previous proof, the public parameters pp along with outputs of Fsk,
are classically indistinguishable from a uniform p̃p along with outputs of a random function R, which, on
input x, outputs (R(x∥r), r) for a freshly sampled r ← {0, 1}λ. This in turn is statistically indistinguishable
from truly uniform outputs and public parameters, and strong pseudorandomness follows.

5.2 Quantum Disclosure of Secrets

Definition 5.14 (Quantum Disclosure of Secrets). Let ΠQDS denote an interactive protocol between a sender
and receiver. The sender S has as input a message m, while the receiver R has no input.

We say that ΠQDS is a quantum disclosure of secrets if there is the following quantum-classical gap:

1. (Quantum correctness) There is an efficient quantum receiver R∗ such that, if R∗ interacts with the
honest sender S, R∗ outputs the sender’s message m with probability 1− negl(λ).

2. (Classical privacy) For any efficient classical receiver R, if R interacts with the honest sender S, for
any pair of messages m0,m1, the view of R when interacting with S(m0) is computationally indistin-
guishable from the view of R when interacting with S(m1).

Theorem 5.15. Let Π be a 4-message interactive proof of quantumness with unique final answer (Defini-
tion 4.8, Property 3). Then there exists a 3-message quantum disclosure of secrets protocol. Furthermore, if
Π has pseudorandom verifier messages (Definition 4.8, Property 2), then the sender messages in ΠQDS are
jointly classically indistinguishable from uniformly random.

Combined with Lemma 4.10, we obtain the following:

Corollary 5.16. Assuming the classical hardness of LWE, there exists a 3-message quantum disclosure of
secrets protocol, such that sender messages are jointly classically indistinguishable from uniformly random.
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Construction. We focus on one-bit messages. Extending it to arbitrary length messages is then done by
executing independent copies of the protocol in parallel for each bit of the message; security follows by a
hybrid argument.

Let Π be a 4-round interactive proof of quantumness with unique final answer (Lemma 4.10). We define
our 3-message quantum disclosure of secrets protocol ΠQDS as follows:

• The sender S generates a first verifier message v1 for the interactive proof of quantumness and internal
state st. The sender sends a first message s1 = v1 to the receiver.

• The receiver R responds with a prover message r1 = p1 for the interactive proof of quantumness.

• The sender S computes a third message v2 for the interactive proof of quantumness as well as p∗2 =
UniqueAnswer(v1, p1, v2, st). The sender sends its second message s2 = (v2, r, y = ⟨r, p∗2⟩ ⊕ m) for
uniformly random r ← {0, 1}ℓ where ℓ = |p∗2|.

Lemma 5.17 (Quantum correctness). Suppose Π is a 4-message interactive proof of quantumness with
unique final answer (Definition 4.8). Then ΠQDS satisfies quantum correctness.

Proof. By completeness of the interactive proof of quantumness and its unique final answer property, if the
receiver R∗ emulates the quantum prover in the interactive proof of quantumness, R∗ can compute p∗2 with
probability 1− negl(λ), and therefore recover m from s2.

Lemma 5.18 (Classical privacy). Suppose Π is a 4-round interactive proof of quantumness with unique final
answer (Definition 4.8). Then ΠQDS satisfies classical privacy.

Proof. We begin by defining a hybrid experiment:

• Hybrid 1: We modify the behavior of the sender as follows. In computing the second sender message
s2, sample y uniformly at random and send s2 = (v2, r, y).

It suffices to show that the view of the receiver in hybrid 1 is indistinguishable from its view in an interaction
with S(m) for any m ∈ {0, 1}. Suppose there is a message m ∈ {0, 1} and an algorithm D along with a
(classical) receiverR that distinguishes an interaction with S(m) from the one in hybrid 1 with non-negligible
probability ε(λ), namely:∣∣∣∣Prτ,r

[D(τ, r, ⟨r, p∗2⟩ ⊕m) = 1]− Pr
τ,r,y

[D(τ, r, y) = 1]

∣∣∣∣ ≥ ε(λ),
where the probability is over the internal randomness of D, (τ, r, ⟨r, p∗2⟩ ⊕ m) where τ = (v1, p1, v2) is
distributed according to an interaction between S(m) and R, and y ← {0, 1} is uniformly random.

Such a distinguisher immediately gives an algorithm Predm(τ, r) that, with m hard-coded and on input
τ = (v1, p1, v2) and uniform r satisfies

Pr
τ,r

[Predm(τ, r) = ⟨r, p∗2⟩] ≥
1

2
+
ε

2
,

where the probability is over the internal randomness of Pred, r ← {0, 1}ℓ (where ℓ = |p∗2|) and τ which
is distributed according to an interaction between S(m) and R. Define the set GOOD consisting of τ such
that,

Pr
r
[Predm(τ, r) = ⟨r, p∗2⟩] ≥

1

2
+
ε

4
,

where the probability is only over the internal randomness of Pred and r ← {0, 1}ℓ. By a standard averaging
argument Prτ [τ ∈ GOOD] ≥ ε/4. Since ε/4 is non-negligible, let c > 0 be a constant such that ε/4 > 1/λc

for infinitely many λ. For a fixed τ ∈ GOOD, applying Lemma 4.1 to Predm(τ, ·) yields a polynomial-time
oracle algorithm DecodeO satisfying

Pr[DecodePredm(τ,·)(1λ
c

, 1λ) = p∗2] ≥ poly(ε/4, 1/λ),

which is non-negligible in λ. Finally we define a classical cheating prover P∗ for Π as follows:
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1. Upon receiving the first verifier message v1, run an interaction with R sending s1 = v1 as the first
sender message.

2. When R sends a receiver message r1, send p1 = r1 to the verifier.

3. Upon receiving the second verifier message v2, let τ = (v1, p1, v2), construct Predm(τ, ·) and compute

p2 ← DecodePredm(τ,·)(1λ
c

, 1λ). Send p2 to the verifier as the second prover message.

Conditioned on τ ∈ GOOD and the decoder succeeding, by construction of the sender in ΠQDS, p2 =
UniqueAnswer(v1, p1, v2, st) = p∗2 where st is the verifier’s internal state. By the above arguments, the events
that τ ∈ GOOD and the decoder succeeds simultaneously occur with non-negligible probability.

Lemma 5.19 (Pseudorandomness of verifier messages). Suppose that Π has pseudorandom verifier messages
(Definition 4.8, Property 2). Then the sender messages in ΠQDS are jointly classically indistinguishable from
uniformly random.

Proof. The proof of Lemma 5.18 shows that the second sender message is computationally indistinguishable
from (v2, z, y) where z ← {0, 1}ℓ and y ← {0, 1}. Pseudorandomness of sender messages then follows by
pseudorandomness of verifier messages in Π.

Quantum Disclosure of Secrets Function. Let ΠQDS be a quantum disclosure of secrets. We define,
for all messages m, the following quantum disclosure of secrets function (Setup, Fsk,m):

• Setup(1λ):16 Sample the first sender message s1 in ΠQDS, along with an internal state st and some
(potentially correlated) randomness for the second sender message ρ2, and output (pp = s1, sk =
(s1, st, ρ2)).

• Fsk,m: On input x, parse x as a receiver message r1 in ΠQDS, and compute a second sender message
s2 given (s1, r1, st,m) using randomness ρ2.

We note that Fsk,m is stateless and deterministic. The properties of ΠQDS translate directly to properties of
(Setup, Fsk,m):

• Quantum easiness: there exists a QPT algorithm A such that

Pr
[
AFsk,m(pp) = m

]
= 1− negl(λ),

where (pp, sk)← Setup(1λ), and where A makes one classical query to Fsk,m;

• Weak pseudorandomness: for all PPT algorithms A that make at most one oracle query :∣∣∣Pr [AFsk,m(·)(pp) = 1
]
− Pr

[
AR(p̃p) = 1

]∣∣∣ ≤ negl(λ),

where (pp, sk)← Setup(1λ), R denotes a random function and p̃p is uniformly sampled.

Removing Public Parameters from the QDS Function. We observe that any QDS function with
public parameters induces a QDS function without public parameters as follows. Let (Setup, F sk,m) be a QDS

function, and H be a family of pairwise independent hash functions with uniformly random description.17

Consider the following algorithms (Setup, Fsk,m):

16In general, the first sender message in the QDS s1 depends on the message m, and so in general Setup would take m as
input. For simplicity of notation, we note that our construction of QDS above is delayed-input, in the sense that s1 is computed
independently of m, which allows Setup to be independent of m. Our counterexamples in Section 6 would work even if the QDS
was not delayed input.

17Uniform description follows by considering for instance random affine functions over the field {0, 1}n where n denotes the
input size, so that hash functions have descriptions h = (a, b)← {0, 1}n × {0, 1}n.
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• Setup(1λ): Sample (pp, sk) ← Setup(1λ), and sample a pairwise independent hash function h ← H.
Output sk = (pp, sk, h).

• Fsk,m: on input x, if x = init where init is a special input symbol, output y = (h, pp). Otherwise output
y = F sk,m(x)⊕ h(x).

The resulting QDS function (Setup, Fsk,m) has the following properties:

• 2-Quantum easiness: there exists a QPT algorithm A that outputs m using two classical queries to
Fsk,m. This follows by calling Fsk,m on input init, receving (pp, h), and then calling the quantum
easiness algorithm for (Setup, F sk,m) to (1) obtain an input query x, and (2) recover m from the output

from (Setup, F sk,m) (which can be recovered by computing h(x) given h and unmasking the output of
Fsk,m).

• 2-Query weak pseudorandomness: for any PPT algorithm A making at most 2 oracle queries, Fsk,m

is computationally indistinguishable from a random function. This follows by considering the fol-
lowing cases. If none of the two queries are made on input x = init, pseudorandomness follows by
pairwise independence of h. Otherwise at most one query is made on an input x ̸= init, and weak
pseudorandomness follows by 1-query weak pseudorandomness of (Setup, F sk,m).

6 Counterexamples for Post-Quantum Security

In this section we use our functions from Section 5 to give examples of classically secure primitives that are
quantum insecure.

6.1 Counterexamples for Standard Cryptographic Primitives

We first focus on cryptographic primitives with usual security notions. We refer to Appendix A for formal
definitions of the cryptographic primitives we consider. Note that that the precise formulations of the security
experiments do influence the exact query complexity in the theorem below.

Theorem 6.1. Assuming the existence of a quantum advantage function with pseudorandom outputs (Def-
inition 5.1), there exists:

• A signature scheme that is secure against classical adversaries, but insecure against quantum adver-
saries making two classical queries to the signing oracle.

• Additionally assuming the existence of CCA-1 (resp. CCA-2)-secure public-key encryption, there exists
a CCA-1 (resp. CCA-2)-secure public-key encryption scheme that is secure against classical adver-
saries, but insecure against quantum adversaries making two classical queries to the decryption oracle
before making its challenge query.18

• A PRF with public parameters that is secure against classical adversaries, but insecure against quantum
adversaries making two classical queries to the PRF.

• A CPA-secure symmetric-key encryption scheme with public parameters that is secure against classical
adversaries, but insecure against quantum adversaries making one query to the encryption oracle before
making its challenge query (see Definition A.5).

• A MAC with public parameters that is secure against classical adversaries, but insecure against quantum
adversaries making one query to the authentication oracle.

18In other words, the quantum attack is a CCA-1 attack.
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Furthermore there exists a PRF, MAC and CPA-secure symmetric encryption scheme each without public
parameters and with the same classical security, but insecurity against quantum adversaries making one
additional query to the respective oracles than listed above.

Combined with Corollary 5.3, such constructions exist assuming the (classical) hardness of LWE.

Counterexample for Signatures. Let (Setup, Fsk) be a quantum advantage function (Definition 5.1).
Let (KeyGen,Sign,Verify) be a (classically) secure signature scheme. We define the following signature scheme
(KeyGen,Sign,Verify):

• KeyGen(1λ) : Sample (Sig.vk,Sig.sk) ← KeyGen(1λ) and (pp, sk) ← Setup(1λ). Output (Sig.vk =
(Sig.vk, pp), Sig.sk = (Sig.sk, sk)).

• Sign(Sig.sk,m) : Compute σ ← Sign(Sig.sk,m) and y = Fsk(m). If y = accept, output σ = (σ,Sig.sk).
Otherwise, output σ = (σ, y).

• Verify(Sig.vk,m, σ) : Output Verify(Sig.vk,m, σ).

Correctness of (KeyGen,Sign,Verify) follows directly from correctness of the scheme (KeyGen,Sign,Verify).

Claim 6.2. Suppose that (Setup, Fsk) satisfies quantum easiness (Definition 5.1), and that (KeyGen,Sign,Verify)
is correct. Then there exists a QPT adversary F that breaks unforgeability of (KeyGen,Sign,Verify) using
two (classical) signing queries.

Proof. Let A be the QPT algorithm associated to the quantum easiness of (Setup, Fsk) (Definition 5.1).
Define F as follows. Run A to obtain x1 ← A(pp), and send a signing query with message x1. Upon
receiving σ1 = (σ1, y1), continue the execution of A, setting the oracle response as y1, so that A produces
x2 = x∗ as a candidate accepting input for Fsk. F submit x2 as the second query. F receives as response σ2
which it parses as σ2 = (σ2, y2). It picks an arbitrary m ̸= q1, q2 and outputs as its forgery σ∗ = Sign(y2,m).

By quantum easiness of (Setup, Fsk), we have with overwhelming probability Fsk(x2) = accept, so
that y2 = Sig.sk. Thus F produces a valid forgery with overwhelming probability by correctness of
(KeyGen,Sign,Verify).

Claim 6.3. Suppose (Setup, Fsk) satisfies classical hardness (Definition 5.1), and that (KeyGen,Sign,Verify)
is unforgeable (against classical adversaries). Then (KeyGen,Sign,Verify) is unforgeable against classical
adversaries.

Proof. We define the following hybrid experiment:

• Hybrid 1: Wemodify the behavior of the signing oracle. Compute σ ← Sign(Sig.sk,m) and y = Fsk(m)
as normal. If y = accept, abort. Otherwise, output σ = (σ, y).

For any PPT adversary F , the probability of F making a signing query with some input m that makes the
signing oracle abort in hybrid 1 is negligible by classical hardness of (Setup, Fsk) (Theorem 5.2). Therefore
the output of the unforgeability experiment for (KeyGen,Sign,Verify) is indistinguishable from its output in
hybrid 1.

Now unforgeability in hybrid 1 follows directly from (classical) unforgeability of (KeyGen,Sign,Verify),
where the reduction samples (pp, sk) ← Setup(1λ) and computes y = Fsk(m) on its own upon receiving a
signing query with message m.

The counterexamples for CCA-secure encryption, PRFs, symmetric-key encryption and MACS, along
with the claimed classical security and quantum insecurity, follow in an almost identical manner. We present
the constructions below.
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Counterexample for CCA-Secure Public-Key Encryption. Let (Setup, Fsk) be a quantum advantage
function (Definition 5.1). Let (KeyGen,Enc,Dec) be a (classically) secure CCA-1-secure (resp. CCA-2-secure)
encryption scheme. We define the following encryption scheme (KeyGen,Enc,Dec):

• KeyGen(1λ) : Sample (Enc.pk,Enc.sk) ← KeyGen(1λ) and (pp, sk) ← Setup(1λ). Output (Enc.pk =
(pk, pp), Enc.sk = (Enc.sk, sk)).

• Enc(Enc.pk,m) : Compute ct = Enc(Enc.pk,m), and output (0∥ct).

• Dec(Enc.sk, ct) : Parse ct = (b∥ct) where b ∈ {0, 1}. If b = 0, output m = Dec(Enc.sk, ct). If b = 1 and
Fsk(ct) = accept, output m = Enc.sk. Otherwise output m = Fsk(ct).

Quantum insecurity follows from being able to find an input x such that Fsk(x) = accept and therefore
obtain Enc.sk, making only two queries to the decryption oracle. This gives a quantum attack on the CCA-1
security of (KeyGen,Enc,Dec). Classical CCA-1 security (resp. CCA-2 security) follows from the CCA-1
security (resp. CCA-2 security) of (KeyGen,Enc,Dec) along with the classical hardness of (Setup, Fsk), using
an identical argument as above.

Counterexample for Pseudorandom Functions. Let (Setup, Fsk) be a quantum advantage function
with pseudorandom outputs (Definition 5.1). The pseudorandomness property of (Setup, Fsk) immediately
implies that (KeyGen = Setup,PRFsk = Fsk) is a classically secure PRF with public parameters.19 Addi-
tionally, by quantum easiness of (Setup, Fsk), a QPT adversary can find, in one query, an input x such that
Fsk(x) = accept and, thus making a second query on that input x allows the adversary to distinguish.

Counterexample for Symmetric-Key Encryption. Let (Setup, Fsk) be a randomized quantum advan-
tage function with strong pseudorandom outputs and public parameters (see Section 5.1) . Let (KeyGen,Enc,Dec)
be a (classically) secure symmetric-key encryption scheme. We define the following encryption scheme
(KeyGen,Enc,Dec) with public parameters (see Footnote 19):

• KeyGen(1λ) : Sample (Enc.sk)← KeyGen(1λ) and (pp, sk)← Setup(1λ). Output (Enc.pp = pp, Enc.sk =
(pp,Enc.sk, sk)).

• Enc(Enc.sk,m) : Parse m = (b,m′) where b ∈ {0, 1}. Compute y ← Fsk(m
′) and ct ← Enc(Enc.sk,m).

If y = accept, output ct = (ct,Enc.sk), and otherwise output ct = (ct, y).

• Dec(Enc.sk, ct) : Parse ct = (ct, y) and output m = Dec(Enc.sk, ct).

Quantum insecurity follows from being able to makes two adaptive classical queries x1, x2 to Fsk such that
Fsk(x2) = accept. The quantum adversary queries the encryption oracle on message x1, obtains a response,
and makes a challenge query on input m0 = (0, x2) and m1 = (1, x2) where x2 denotes the second query
to Fsk, and obtains (Enc(Enc.sk,mb),Enc.sk), from which b can be recovered. Classical security follows from
strong pseudorandomness of (Setup, Fsk), which allows the reduction to switch y to fresh uniform values
(independent of m′), along with the security of (KeyGen,Enc,Dec).

Counterexample for MACs. Let (Setup, Fsk) be a quantum advantage function (Definition 5.1). Let
(KeyGen,MAC,Verify) be a (classically) secure MAC. We define the following MAC (KeyGen,MAC,Verify)
with public parameters:

• KeyGen(1λ) : SampleMAC.sk← KeyGen(1λ) and (pp, sk)← Setup(1λ). Output (MAC.pp = pp, MAC.sk =
(pp,MAC.sk, sk)).

• MAC(MAC.sk,m) : Compute σ ← MAC(MAC.sk,m) and y = Fsk(m). Output σ = (σ, y).

19We show how to remove the use of public parameters, at the cost of weakening quantum attack to use one more classical
query later in the section.
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• Verify(MAC.sk,m, σ) : If Fsk(m) = accept, output accept. Otherwise output Verify(MAC.sk,m, σ).

Quantum insecurity follows from being able to find (after making a single classical query) an input
x such that Fsk(x) = accept. Therefore x together with any arbitrary tag σ constitutes a forgery for
(KeyGen,MAC,Verify). Classical security of (KeyGen,MAC,Verify) follows from security of (KeyGen,MAC,Verify)
and classical hardness of (Setup, Fsk), using an identical argument to above.

Removing Public Parameters in Secret-Key Primitives. Using a (deterministic) quantum advantage
function without public parameters (Claim 5.12 and Corollary 5.13), we obtain a PRF (respectively, a MAC)
without public parameters, that is quantum insecure using three classical PRF queries (resp. two MAC
queries).

To remove public parameters from the secret-key encryption counterexample, we simply modify the
scheme to append the public parameters pp of the randomized quantum advantage function to all ciphertexts
(and new ciphertexts therefore have the form (pp, ct, y), where either y = Fsk(m

′) for some m′ or y = Enc.sk).
The new scheme is still quantumly broken using 2 (classical) queries, where the additional query (on a
dummy input) is used to obtain pp. Classical security is maintained given that classical security for the
original counterexample held given pp.

6.2 Counterexamples for One-time Primitives

We now study one-time counterparts of the primitives considered in the previous section. Using the results
from Section 5.2 we obtain constructions of “one-time” analogs of counterexamples in Section 6.1, that are
only secure against classical attackers that are allowed to make only a limited number of queries to their
respective oracles. However they are broken by quantum attackers that make one fewer query than their
counterparts for the constructions from the previous section. We refer again to Appendix A for more formal
definitions (again, note that the precise formulations of the security experiments do influence the exact query
complexity in the theorem below).

Theorem 6.4. Assuming the existence of a quantum disclosure of secrets function (see Section 5.2), there
exists:

• A one-time signature scheme that is secure against classical adversaries making one query to the signing
oracle, but insecure against quantum adversaries making one classical query.

• Additionally assuming the existence of single-decryption CCA-1 (resp. CCA-2)-secure public-key en-
cryption, there exists a single-decryption CCA-1 (resp. CCA-2)-secure public-key encryption scheme
that is secure against classical adversaries making one query to the decryption oracle, but insecure
against quantum adversaries making one classical query.

• A one-query PRF with public parameters that is secure against classical adversaries making one query
to the PRF, but insecure against quantum adversaries making one classical query. Furthermore, there
exists a PRF (without public parameters) that is secure against classical adversaries making two queries
to the PRF but insecure against quantum adversaries making two classical queries.

• A one-time symmetric-key encryption scheme with public parameters that is secure against classical
adversaries (making one challenge query and no encryption queries), but insecure against quantum
adversaries. Furthermore, there exists a symmetric-key encryption scheme (without public parameters)
that is secure against classical adversaries making one encryption query and one challenge query but
insecure against quantum adversaries making one classical encryption query and one challenge query.

Combined with Corollary 5.16, such constructions exist assuming the (classical) hardness of LWE.
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Counterexample for One-Time Signatures. Let (Setup, Fsk,·) be a quantum disclosure of secrets func-
tion (see Section 5.2). Let (KeyGen,Sign,Verify) be a (classically) secure one-time signature scheme (Defini-
tion A.1). We define the following one-time signature scheme (KeyGen,Sign,Verify):

• KeyGen(1λ): Sample (Sig.vk,Sig.sk) ← KeyGen(1λ) and (pp, sk) ← Setup(1λ). Output (Sig.vk =
(Sig.vk, pp),Sig.sk = (Sig.sk, sk)).

• Sign(Sig.sk,m): Compute σ ← Sign(Sig.sk,m) and compute the quantum disclosure of secrets function
with message Sig.sk: y = Fsk,Sig.sk(m). Output σ = (σ, y).

• Verify(Sig.vk,m, σ): Parse σ = (σ, y). Output Verify(Sig.vk,m, σ)

Claim 6.5. Assume (Setup, Fsk,·) satisfies quantum easiness (see Section 5.2), and (KeyGen,Sign,Verify) is
correct. Then there exists a QPT adversary F that breaks unforgeability of (KeyGen,Sign,Verify) using one
(classical) signing query.

Proof. By the quantum easiness property of (Setup, Fsk,Sig.sk), F can recover Sig.sk with overwhelming prob-
ability by making only one (classical) query to the signing oracle. Then F can produce a forgery by running
Sign(Sig.sk,m) for an arbitrary message m (different from the one used in the query).

Claim 6.6. Assume (Setup, Fsk,·) satisfies weak pseudorandomness (see Section 5.2), and (KeyGen,Sign,Verify)
is one-time unforgeable. Then (KeyGen,Sign,Verify) is one-time unforgeable against classical adversaries
(Definition A.1).

Proof. We define the following hybrid experiment:

• Hybrid 1: We modify the behavior of the signing oracle. Instead of computing y = Fsk,Sig.sk(m),
sample y uniformly at random.

Given that forgers in the one-time experiment are only allowed to make a single signing query, the output
of the experiment defined by hybrid 1 is indistinguishable from that of the one-time unforgeability exper-
iment for (KeyGen,Sign,Verify), by weak pseudorandomness of (Setup, Fsk,Sig.sk). (One-time) unforgeability

in hybrid 1 follows directly from (one-time) unforgeability of (KeyGen,Sign,Verify).

The counterexamples for single-decryption CCA-secure public-key encryption, one-query PRFs and one-
time secure symmetric-key encryption are constructed in a nearly identical manner to the corresponding
ones from Section 6.1, with similar modifications as in the above construction for one-time signatures.

Counterexample for Single-Decryption CCA-secure Public-Key Encryption. Let (Setup, Fsk,·)
be a quantum disclosure of secrets function (see Section 5.2). Let (KeyGen,Enc,Dec) be a one-decryption
(classically) secure CCA-1-secure (resp. CCA-2-secure) encryption scheme (Definition A.2). We define the
following encryption scheme (KeyGen,Enc,Dec):

• KeyGen(1λ) : Sample (Enc.pk,Enc.sk) ← KeyGen(1λ) and (pp, sk) ← Setup(1λ). Output (Enc.pk =
(pk, pp), Enc.sk = (Enc.sk, sk)).

• Enc(Enc.sk,m) : Compute ct = Enc(Enc.pk,m), and output (0∥ct).

• Dec(Enc.sk, ct) : Parse ct = (b∥ct) where b ∈ {0, 1}. If b = 0, output m = Dec(Enc.sk, ct). If b = 1,
compute the quantum disclosure of secrets function with message Enc.sk and input ct: y = Fsk,Enc.sk(ct),
and output y.
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Counterexample for One-Query PRFs. Let (Setup, Fsk,·) be a quantum disclosure of secrets function
(see Section 5.2). The weak pseudorandomness property of (Setup, Fsk,·) immediately implies that, (KeyGen =
Setup,PRFsk = Fsk,sk) is a classically secure one-query PRF with public parameters.20 Additionally, by
quantum easiness of (Setup, Fsk,sk), a QPT adversary can recover sk, and thus distinguish, by making only
one query.

Counterexample for One-Time Symmetric-Key Encryption. Let (Setup, Fsk,·) be a quantum disclo-
sure of secrets function (see Section 5.2) . Let (KeyGen,Enc,Dec) be a one-time (classically) secure symmetric-
key encryption scheme (Definition A.5). We define the following encryption scheme (KeyGen,Enc,Dec) with
public parameters (see Footnote 20):

• KeyGen(1λ) : Sample (Enc.sk)← KeyGen(1λ) and (pp, sk)← Setup(1λ). Output (Enc.pp = pp, Enc.sk =
(pp,Enc.sk, sk)).

• Enc(Enc.sk,m) : Parse m = (b,m′) where b ∈ {0, 1}. Compute the (randomized) quantum disclosure of
secrets function with message Enc.sk: y = Fsk,Enc.sk(m

′) and ct = Enc(Enc.sk,m). Output ct = (ct, y).

• Dec(Enc.sk, ct) : Parse ct = (ct, y) and output m = Dec(Enc.sk, ct).

The proofs of classical security and quantum insecurity all follow almost identically to the above using
the one-query properties of the quantum disclosure of secrets function (Setup, Fsk,m).21

Removing Public Parameters in Secret-Key Primitives. Using the deterministic QDS function with-
out public parameters (Setup, Fsk,m) from Section 5.2, we obtain a two-time PRF without public parameters
(namely, that is secure against classical adversaries making at most two PRF queries), but that is insecure
against quantum attackers making two classical queries. The proofs follow in an almost identical manner,
using the two-query properties of (Setup, Fsk,m) instead.

Removing public parameters from the symmetric-key encryption counterexample is slightly trickier, be-
cause our counterexample with public parameters was deterministic, and therefore security given two QDS
queries (one for the encryption query in the experiment, one for the challenge query) is compromised. As a
result, we modify the construction as follows.

• KeyGen(1λ) : Sample (Enc.sk)← KeyGen(1λ) and (pp, sk)← Setup(1λ). Sample r∗ ← {0, 1}λ. Output
Enc.sk = (pp,Enc.sk, sk, r∗).

• Enc(Enc.sk,m) : Parse m = (b, r,m′) where b ∈ {0, 1} and r ∈ {0, 1}λ. Compute ct = Enc(Enc.sk,m).
If r ̸= r∗, sample z uniformly at random and output (ct, r∗, z). Otherwise, compute the quantum
disclosure of secrets function with message Enc.sk: y = Fsk,Enc.sk(m

′). Output ct = (ct, r∗, y).

Note first that appending r∗ to all ciphertexts does not hurt security. Then, classical security for this new
scheme given one encryption query and one challenge query now follows by one-query security of the QDS
function, over the randomness of r∗: with overwhelming probability the encryption query will satisfy r ̸= r∗,
and therefore the resulting ciphertext is independent from Fsk. Meanwhile, there exists a QPT attack that
breaks the scheme by using one encryption query (to obtain r∗) and one challenge query to recover the secret
key from the QDS function.
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Jean-Sébastien Coron, editors, EUROCRYPT 2016, Part II, volume 9666 of LNCS, pages
497–527. Springer, Heidelberg, May 2016.

[vdG97] Jeroen van de Graaf. Towards a formal definition of security for quantum protocols. PhD
thesis, University of Montreal, 1997.

[Wat06] John Watrous. Zero-knowledge against quantum attacks. In Jon M. Kleinberg, editor, 38th
ACM STOC, pages 296–305. ACM Press, May 2006.

[WZ17] Daniel Wichs and Giorgos Zirdelis. Obfuscating compute-and-compare programs under LWE.
In Chris Umans, editor, 58th FOCS, pages 600–611. IEEE Computer Society Press, October
2017.

[YZ21] Takashi Yamakawa and Mark Zhandry. Classical vs quantum random oracles. In Anne Canteaut
and François-Xavier Standaert, editors, EUROCRYPT 2021, Part II, volume 12697 of LNCS,
pages 568–597. Springer, Heidelberg, October 2021.

[YZ22] Takashi Yamakawa and Mark Zhandry. Verifiable quantum advantage without structure. arXiv
preprint arXiv:2204.02063, 2022.

[Zha12a] Mark Zhandry. How to construct quantum random functions. In 53rd FOCS, pages 679–687.
IEEE Computer Society Press, October 2012.

29

https://eprint.iacr.org/2021/1543
https://csrc.nist.gov/Projects/Post-Quantum-Cryptography
https://csrc.nist.gov/Projects/Post-Quantum-Cryptography


[Zha12b] Mark Zhandry. Secure identity-based encryption in the quantum random oracle model. In
Reihaneh Safavi-Naini and Ran Canetti, editors, CRYPTO 2012, volume 7417 of LNCS, pages
758–775. Springer, Heidelberg, August 2012.

[ZYF+20] Jiang Zhang, Yu Yu, Dengguo Feng, Shuqin Fan, Zhenfeng Zhang, and Kang Yang. Interactive
proofs for quantum black-box computations. Cryptology ePrint Archive, 2020.

30



A Additional Preliminaries: Cryptographic Primitives

We recall here the definitions of cryptographic primitives we use and build throughout the paper.

Definition A.1 ((One-time) Signatures). A signature scheme (KeyGen,Sign,Verify) is a tuple of PPT algo-
rithms with the following syntax:

• KeyGen(1λ) outputs a verification key vk along with a signing key vk;

• Sign(sk,m) outputs a signature σ;

• Verify(vk,m, σ) outputs accept or reject.

We require two properties of the signature scheme:

• Correctness: for all messages m;

Pr
[
Verify(vk,m,Sign(sk,m)) = accept

∣∣ (vk, sk)← KeyGen(1λ)
]
≥ 1− negl(λ).

• Unforgeability: for all PPT A, consider the following experiment between A and a challenger:

1. The challenger generates (vk, sk)← KeyGen(1λ), and sends vk to A.
2. A is allowed to repeatedly and adaptively make signing queries for messages m of his choice, and

the challenger replies with Sign(sk,m).

3. A ouputs a forgery (m∗, σ∗).

We say that A wins the experiment if (1) A has not queried m∗ in step 2, and (2) Verify(vk,m∗, σ∗) =
accept. We say that (KeyGen,Sign,Verify) is unforgeable if, for all PPT A, its probabilty of winning
the experiment is negligible.

Let us define the query complexity of an attack against the unforgeability experiment as the number of signing
queries made in step 2.

We say that a signature scheme is one-time secure if, for all PPT A with query complexity at most 1,
its probabilty of winning the experiment is negligible.

Definition A.2 ((Single-decryption) CCA-secure Public-Key Encryption). A CCA-secure public-key en-
cryption scheme (KeyGen,Enc,Dec) is a tuple of PPT algorithms with the following syntax:

• KeyGen(1λ) outputs a public key pk along with a secret key sk;

• Enc(pk,m) outputs a ciphertext ct;

• Dec(sk, ct) outputs a message m′.

We require two properties of the encryption scheme:

• Correctness: for all messages m;

Pr
[
Dec(sk,Enc(pk,m)) = m

∣∣ (pk, sk)← KeyGen(1λ)
]
≥ 1− negl(λ).

• CCA-2-Security: for all PPT A, consider the following experiment between A and a challenger:

1. The challenger generates (pk, sk)← KeyGen(1λ), and sends pk to A.
2. A is allowed to repeatedly and adaptively make decryption queries for ciphertexts ct of his choice,

and the challenger replies with Dec(sk, ct).

3. A sends a challenge query with messages m0 and m1 to the challenger. The challenger picks a
random bit b← {0, 1} and sends back to the adversary ct∗b = Enc(pk,mb) to A.
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4. A is again allowed to repeatedly and adaptively make decryption queries for ciphertexts ct of his
choice, and the challenger replies with Dec(sk, ct).

5. A outputs a guess b′ ∈ {0, 1}.

We say that A wins the experiment if (1) A has not queried ct∗b in step 4, and (2) b = b′. We say that
(KeyGen,Enc,Dec) is CCA-2-secure if, for all PPT A, its probabilty of winning the experiment is at
most 1/2 + negl(λ).

We say that (KeyGen,Enc,Dec) is CCA-1-secure if, for all PPT A that does not make any queries in
step 4, its probabilty of winning the experiment is at most 1/2 + negl(λ).

Let us define the query complexity of an attack against the CCA-2 experiment as the number of decryption
queries made in steps 2 and 4.

We say that an encryption scheme is a k-decryption CCA-secure scheme if for all PPT A with query
complexity at most k, its probability of winning the experiment is at most 1/2 + negl(λ).

Definition A.3 ((One-query) PRFs). A pseudorandom function (PRF) (KeyGen,PRF) is a tuple of PPT
algorithms with the following syntax:

• KeyGen(1λ) outputs a key K;

• PRFK(x) deterministically outputs some value y.

We require the following property:

• Pseudorandomness: for all PPT A, consider the following experiment between A and a challenger:

1. The challenger generates K ← KeyGen(1λ), and flips a coin b← {0, 1}.
2. A is allowed to repeatedly and adaptively make PRF queries on inputs x of his choice, and the

challenger replies with PRFK(x) if b = 0, or R(x) if b = 1 where R is a truly uniform function.

3. A ouputs a guess b′.

We say that A wins the experiment if b = b′. We say that (KeyGen,PRF) is pseudorandom if, for all
PPT A, its probabilty of winning the experiment is at most 1/2 + negl(λ).

Let us define the query complexity of an attack against the pseudorandomness experiment as the number of
PRF queries made in step 2.

We say that a PRF scheme is k-query secure if, for all PPT A with query complexity at most k, its
probabilty of winning the experiment is negligible.

We will optionally require the following property:

• One-wise independence: PRF maps n(λ)-bit inputs to m(λ)-bit outputs. We say (KeyGen,PRF) is
1-wise independent if for any input x ∈ {0, 1}n and any y ∈ {0, 1}m:

Pr [PRFK(x) = y] =
1

2m
,

where the probability is over K ← KeyGen(1λ).

Note that a one-wise independent PRF (KeyGen,PRF) can be generically constructed from a regular PRF
(KeyGen,PRF) as follows:

• KeyGen(1λ): Sample K ← KeyGen(1λ), k ← {0, 1}m. Output K = (K, k).

• PRFK(x) = PRFK(x)⊕ k.

Definition A.4 ((One-time) MACs). A MAC (KeyGen,MAC,Verify) is a tuple of PPT algorithms with the
following syntax:
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• KeyGen(1λ) outputs a secret key sk;

• MAC(sk,m) outputs a tag σ;

• Verify(sk,m, σ) outputs accept or reject.

We require two properties of the MAC:

• Correctness: for all messages m;

Pr
[
Verify(sk,m,MAC(sk,m)) = accept

∣∣ sk← KeyGen(1λ)
]
≥ 1− negl(λ).

• Unforgeability: for all PPT A, consider the following experiment between A and a challenger:

1. The challenger generates (vk, sk)← KeyGen(1λ), and sends vk to A.
2. A is allowed to repeatedly and adaptively make (1) authentication queries for messages m of his

choice, and the challenger replies with MAC(sk,m), and (2) verification queries for message-tag
pairs (m,σ) of his choice, and the challenger replies with Verify(sk,m, σ)

3. A ouputs a forgery (m∗, σ∗).

We say that A wins the experiment if (1) A has not queried m∗ in step 2 as an authentication query,
and (2) Verify(sk,m∗, σ∗) = accept. We say that (KeyGen,MAC,Verify) is unforgeable (against adaptive
authentication and verification queries) if, for all PPT A, its probabilty of winning the experiment is
negligible.

Let us define the query complexity of an attack against the unforgeability experiment as the number of signing
queries made in step 2.22

We say that a MAC is one-time secure if, for all PPT A with query complexity at most 1, its probabilty
of winning the experiment is negligible.

Definition A.5 ((One-time) Symmetric-Key Encryption). A symmetric-key encryption scheme (KeyGen,Enc,Dec)
is a tuple of PPT algorithms with the following syntax:

• KeyGen(1λ) outputs a secret key sk;

• Enc(sk,m) outputs a ciphertext ct;

• Dec(sk, ct) outputs a message m′.

We require two properties of the encryption scheme:

• Correctness: for all messages m;

Pr
[
Dec(sk,Enc(sk,m)) = m

∣∣ sk← KeyGen(1λ)
]
≥ 1− negl(λ).

• CCA-2-Security: for all PPT A, consider the following experiment between A and a challenger:

1. The challenger generates (pk, sk)← KeyGen(1λ), and sends pk to A.
2. A is allowed to repeatedly and adaptively make encryption queries for messages m of his choice,

and the challenger replies with Enc(sk,m).

3. A sends a challenge query with messages m0 and m1 to the challenger. The challenger picks a
random bit b← {0, 1} and sends back to the adversary ct∗b = Enc(pk,mb) to A.

4. A is again allowed to repeatedly and adaptively make encryption queries for messages m of his
choice, and the challenger replies with Enc(sk,m).

22We do not count verification queries in this work.
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5. A outputs a guess b′ ∈ {0, 1}.

We say that A wins the experiment if b = b′. We say that (KeyGen,Enc,Dec) is secure if, for all PPT
A, its probabilty of winning the experiment is at most 1/2 + negl(λ).

Let us define the query complexity of an attack against the security experiment as the number of encryption
queries made in steps 2 and 4.

We say that an encryption scheme is k-time secure if for all PPT A with query complexity at most k−1,
its probability of winning the experiment is at most 1/2 + negl(λ).

34


	Introduction
	Our Results
	Related Work

	Technical Overview
	Open Problems
	Preliminaries
	Two Magic Square Games
	The KLVY Compiler
	Interactive Proofs of Quantumness

	Deterministic Oracles with Quantum Advantage
	Quantum Advantage for Unbounded-Classical Query Algorithms
	Quantum Disclosure of Secrets

	Counterexamples for Post-Quantum Security
	Counterexamples for Standard Cryptographic Primitives
	Counterexamples for One-time Primitives

	Additional Preliminaries: Cryptographic Primitives

