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Abstract. In this paper, the recommended implementation of the post-
quantum key exchange SIKE for Cortex-M4 is attacked through power
analysis with a single trace by clustering with the k-means algorithm
the power samples of all the invocations of the elliptic curve point swap-
ping function in the constant-time coordinate-randomized three point
ladder. Because each sample depends on whether two consecutive bits
of the private key are the same or not, a successful clustering (with
k = 2) leads to the recovery of the entire private key. The attack is nat-
urally improved with better strategies, such as clustering the samples
in the frequency domain or processing the traces with a wavelet trans-
form, using a simpler clustering algorithm based on thresholding, and
using metrics to prioritize certain keys for key validation. The attack
and the proposed improvements were experimentally verified using the
ChipWhisperer framework. Splitting the swapping mask into multiple
shares is suggested as an effective countermeasure.
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1 Introduction

The cryptographic world as we know it will be coming to an end once a big
enough quantum computer is stabilized. Such a prophecy was foretold due to
the quantum capability of Shor’s algorithm [49] to factor large numbers in poly-
nomial time. As a result, cryptographers are currently developing substitutes for
cryptographic primitives that resist quantum computation based attacks (known
as post-quantum cryptography).

To further address the risk, the NIST (National Institute of Standards and
Technology) supervises a standardization process for post-quantum cryptogra-
phy [39]. The project aims to standardize the solutions that were submitted by
cryptographers in a round-based competition-like process. Currently, the process
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reached its third round which comprises finalists (four key exchange schemes and
three digital signature schemes), as well as alternate candidates that are retained
but currently lack the sufficient scrutiny to advance further in the process [40].

Among the schemes that reached the third round, SIKE [29] (Supersingu-
lar Isogeny Key Exchange) is listed as an alternate candidate. SIKE is a key
exchange mechanism which bases its security on the difficulty to compute iso-
genies between two elliptic curves. The key exchange works in a Diffie–Hellman
fashion, where two parties (Alice and Bob) walk in a supersingular isogeny graph
and exchange concealed information to reach a common curve. While SIKE is a
relatively novel cryptosystem, the scheme still operates with methods from clas-
sical Elliptic Curve Cryptography (ECC), such as the scalar multiplication of
elliptic curve points using a variant of the Montgomery ladder with three points
(the three point ladder).

SIKE is, even though quantum-resistant, still a classical cryptosystem run-
ning on classical electronic devices. As these devices are subject to additional
vectors of attacks, such as side-channel attacks in which secret information is
recovered by measuring physical variables, SIKE can still be vulnerable when
implemented in practice.

Power consumption is an example of such a leaking physical variable; leading
thus to side-channel power analysis [30]. This analysis considers an adversary
who typically has physical access to the targeted device and is therefore able to
measure power traces; a collection of instantaneous samples of power consump-
tion related to the executions of the cryptographic algorithms. The adversary’s
goal is to exploit the link between power consumption and data processed to in-
fer information about the secrets concealed within the device from the measured
power traces.

There exist many different ways of taking advantage of power consumption
measurements in a side-channel power analysis. The most straightforward is
to identify secret-dependent patterns in a power trace; an example of a Sim-
ple Power Analysis (SPA) [30,31]. Others, more complex, attempt to model
the power consumption in order to apply statistical techniques, such as Cor-
relation Power Analysis (CPA) [9]. Machine learning algorithms [26,33] can be
trained to retrieve the secret values from the power consumption but usually
necessitate a programmable device that is identical to the target device. This is
avoided with unsupervised learning algorithms—in particular, clustering algo-
rithms [43]—that are able to learn about secret values without creating a profile
of the cryptographic device. Recently, deep learning algorithms have been used
on top of unsupervised clustering to significantly increase the success of the
power analysis [42].

1.1 Related work

The first paper to ever consider clustering algorithms in side-channel analysis is
due to Heyszl et al. [27] who used the k-means clustering algorithm to recover the
private-key bits of an elliptic curve scalar multiplication, but on power samples
from simultaneous electromagnetic probes positioned on different locations on
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a chip to boost the independent recovery of bits. Perin et al. extended this
approach to a single-probe in [43] by combining the classification of multiple
private-key bits in a fully-unsupervised process which was experimentally verified
on a protected implementation of RSA. The attack was then further improved
by Specht et al. in [52] by pre-processing the traces with a principal component
analysis and by using expectation-maximization as a clustering algorithm. Then,
Perin and Chmielewski proposed a semi-parametric framework that uses non-
profiled learning both as a leakage assessment tool and as a private-key bits
recovery tool in [41]. A practical unsupervised attack against ECC was mounted
on the protected library of µNaCl in [37]. Recently, several other libraries were
attacked with clustering power analysis on smartphones with low-cost equipment
in [2]. Independent studies which also investigated clustering power analysis but
on different parts of the Montgomery ladder obtained similar results in [50,48].
Finally, in [42], Perin et al. established the current state of the art in clustering
power analysis by using deep learning methods on the traces and the output
clusters to predict and correct wrong labelings.

Single-trace attacks against ECC are not limited to clustering power analy-
sis. Horizontal correlation power analysis [12,44], for instance, can sequentially
recover bits of a private key by correlating hypothesized intermediate values on
the power traces. Other notable single-trace analyses are horizontal collision at-
tacks [57,16] (also known as “Big Mac” attacks) which work by comparing a
portion of the power trace with another to distinguish whether the processed
data were similar or dissimilar. Template attacks [10,17,36,38] recover noisy in-
formation about specific secret values by operating in two phases: a profile of the
power consumption that corresponds to (known) secret values is first created,
and then applied to the power consumption of a target device. Online template
attacks [6,19,3] propose an adaptative model in which profiles of the power con-
sumption are created after receiving the target power trace. Templates of many
different intermediate values can also be combined with belief propagation [56,4]
to improve the recovery of said values.

Regarding the scrutiny of side-channel analysis on isogeny-based cryptogra-
phy, the first concerns date back to 2017 [32], but the first practical side-channel
attacks on SIKE were carried out in 2020 by Zhang et al. in [58] where the au-
thors apply a multiple-trace differential power analysis; requiring thus one of the
two parties key to be fixed. This study was extended to a single-trace horizontal
correlation power analysis in [25] where the key pairs of both parties can be
ephemeral. In parallel, isogeny-based cryptography was investigated with fault
injections with a loop-abort attack in [24], and a corruption of the auxiliary
points in [54]. The latter was verified experimentally in [53].

1.2 Contributions

This paper presents a side-channel clustering power analysis against the SIKE
implementation of [47] which is recommended for the ARM Cortex-M4 micro-
controller on the official SIKE website [29].
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The attack works by clustering combined power samples of the calls to the
swap points function in the coordinate-randomized three point ladder involved
in key exchange. Since the function swaps multiple values only when two consec-
utive private bits are different, the samples are expected to follow two distinct
distributions (i.e., the values were swapped or not). If these sample distributions
are distinct enough, the labeling of the provided measurements will directly lead
to the bits of the private key thus compromising the confidentiality guarantees
of the key exchange. Note that the attack is not limited to SIKE nor to the three
point ladder, but to all swapping procedures based on masking values.

The most important feature of the attack is that a single execution of the key
exchange is sufficient, and that only samples from the power domain of the mi-
crocontroller are necessary. More specifically, neither electromagnetic sampling,
nor profiling, nor previous knowledge of the target device is required. The key
recovery is completely non-supervised (i.e., no template is ever built) and can
be performed without the need for public keys (which are still required to verify
whether the key was successfully extracted).

As a result, since the attack exploits power consumption rather than localized
electromagnetic radiations, the attack does not target specific registers and is
expected to defeat countermeasures based on randomizing the physical locations
of the registers, as initially studied by Heyszl et al. in [28] and recommended as
an effective countermeasure in [37]. Moreover, in comparison with the approach
of Nascimento and Chmielewski from [37], the attack is shown to successfully
extract the key without, in particular, requiring leakage assessment, even though
their approach is still expected to fully work on the same target.

In addition to the previous improvements, the paper exhibits the following
contributions:

– Clustering the samples is shown to be also possible in the frequency domain,
i.e., by first processing the power traces with a Fourier transform. As a result,
the attack becomes tolerant to cases where traces are slightly misaligned due
to, e.g., bad segmentation.

– Alternatively, the clustering power analysis can be improved by processing
the traces with a wavelet transform to compress the power traces by filtering
out high frequencies. Such a transform is shown to be relevant in practice
because the compression reduces the number of timing locations to visit.

– A clustering method based on thresholding the distribution of sorted power
samples is shown to be sufficient to successfully recover the key. This result
shows that the clustering algorithm does not require to be sophisticated, and
can be far less complex than the methods proposed so far.

– Finally, a countermeasure based on splitting the masking value into multiple
random shares during the swapping procedure is shown to effectively protect
against the attack described in the paper.

1.3 Outline

Section 2 briefly recalls SIKE and the k-means clustering algorithm. The clus-
tering power analysis is then presented in Section 3, which is followed by further
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enhancements to improve the efficiency of the attack in Section 4. The experi-
mental verification of the attack and improvements are explained in Section 5.
Then, in Section 6, the suggested countermeasure is described and validated so
that the paper can finally conclude with Section 7.

2 Background

2.1 Supersingular Isogeny Key Encapsulation (SIKE)

The following sub-section gives a brief overview of the SIKE protocol with the
emphasis being put on the three point ladder. A reader interested in a full
description of SIKE is advised to read [29,22].

Alice Bob

skB ←$ [0, 3eB )

s←$ {0, 1}τ

RB ← PB + [skB ]QB

Let φB : E0 → EB be s.t. ker(φB) = 〈RB〉
pkB = (EB , φB(PA), φB(QA))

pkB←−−−−−
m←$ {0, 1}τ

skA ← G(m‖pkB) mod 2eA

RA ← PA + [skA]QA

Let φA : E0 → EA be s.t. ker(φA) = 〈RA〉
R′A ← φB(PA) + [skA]φB(QA)

Let φ′A : EB → EAB be s.t. ker(φ′A) = 〈RA〉
c0 = (EA, φA(PB), φA(QB))

c1 = F (j(EAB))⊕m
K = H(m‖c0‖c1)

(c0‖c1)−−−−−→ R′B ← φA(PB) + [skB ]φA(QB)

Let φB : EB → E′AB be s.t. ker(φB) = 〈RB〉
m′ ← F (j(E′AB))⊕ c1
sk′A ← G(m′‖pkB) mod 2eA

R′ ← PA + [sk′A]QA

Let φ′ : E0 → E′A be s.t. ker(φ′) = 〈R′〉
if (E′A, φ

′(PB), φ′(QB)) = c0

K = H(m′‖c0‖c1)
else

K = H(s‖c0‖c1)

Fig. 1: The SIKE protocol.
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Protocol summary. SIKE [29] is an isogeny-based key exchange mechanism
which extends SIDH [22] with the Fujisaki–Okamoto transform [23].

The public parameters of the protocol include a length τ > 0, a prime p =
2eA3eB − 1 (s.t. 2eA ≈ 3eB ), a starting elliptic curve: E0 = {(x, y) ∈ Fp2 :
y2 = x3 + 6x2 + x}, two basis points (PA, QA) of the 2eA-torsion, two basis
points (PB , QB) of the 3eB -torsion, and three cryptographic hash functions F ,
G, and H.

The protocol works as shown in Fig. 1. The isogenies φA, φB can be computed
using Vélu’s formula [55]. The function j(E) returns the j-invariant of the elliptic
curve E.

Three point ladder. SIKE makes use of the three point ladder [21] to compute
a secret point that is then used to generate the kernel of a party’s secret isogeny.
More specifically, the three point ladder is an optimized computation of the
elliptic curve operation of P + [sk]Q for a scalar sk of n bits, by using only the
X (and Z) coordinates of the points Q, P , and Q− P on a Montgomery curve.

Concretely, the three point ladder uses three variables: R0, R, and R2, whose
values respectively start with both the X and Z coordinates of Q, P , and Q−P .
Then, the bits of the private scalar sk are scanned from the least to the most
significant bit. For each bit, R0 is either added to R if the bit is one, or to R2 if
the bit is zero. The point R0 is always doubled at the end of each iteration.

Implementation. The implementation of the three point ladder under con-
sideration is the one from [47] (shown in Appendix A, Listing 1.1). The main
feature of this implementation is that the point R is swapped with R2 depending
on the difference between the current and the previous private bits, so R0 can
always be added to R2.

Swapping procedure. To perform the conditional swapping of points, a func-
tion swap points (also shown in Appendix A, Listing 1.2) takes R and R2 as pa-
rameters, as well as a mask that expands the value of the private bit difference
on a whole word. Given two consecutive private-key bits ski−1, ski (for 0 ≤ i < n
with sk−1 = skn = 0), with 32-bit words, such a mask corresponds to:

mask =

{
0x00000000 if ski−1 ⊕ ski = 0,
0xFFFFFFFF if ski−1 ⊕ ski = 1.

Then, each word of the two elliptic curve points (resp. a and b) are processed
according to this formula:

tmp = mask & (a⊕ b),
a = tmp⊕ a,
b = tmp⊕ b,

where & corresponds to the bitwise “and” operator. Such a procedure is known
to achieve constancy in timing and execution (see [15]).

Coordinate randomization. To prevent an adversary from exploiting the val-
ues of the points in a power analysis, a random non-zero field element r can be
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uniformly drawn and multiplied into the X and Z coordinates [13]. This is
based on the observation that, in projective coordinates, an elliptic curve point
(X : Y : Z) is equivalent to (rX : rY : rZ) (for r 6= 0). This countermeasure re-
quires 3× log2(p2) ≈ 12eA bits of entropy and six additional field multiplications
per iteration.

2.2 Clustering

k-means. The k-means algorithm [34] is an unsupervised clustering algorithm
that partitions a population of n samples3 into k sets solely based on the values
of the samples.

Informally, the algorithm starts with k groups of means µj (0 ≤ j < k),
and reassigns the samples to the group with the closest mean. As doing so may
change the means of the groups, the process is repeated until convergence. The
procedure is shown in pseudocode in Algorithm 1.

Algorithm 1 The k-means algorithm.

Require: {si ∈ R}0≤i<n: Collection of n samples.
1: Assign each si to a cluster j at random (0 ≤ i < n, 0 ≤ j < k).
2: repeat
3: Compute each µj as the mean of each cluster (0 ≤ j < k).
4: Assign each si to the cluster j = argmin|si − µj | (0 ≤ i < n).
5: until no µj change (for all 0 ≤ j < k).
6: return the final cluster assignments of all si (0 ≤ i < n).

3 Clustering Power Analysis of SIKE

This section describes the attack which recovers a party’s private key by classi-
fying the power samples (in Volts) of a single execution of the three point ladder
in SIKE.

Target. The attack targets the three point ladder of n bits as described in
Section 2.1. As a result, the attack can be applied at every stage of the protocol.
For the sake of simplicity, the paper assumes that the attack targets the three
point ladder invoked in the key decapsulation.

Threat model. The attack assumes a passive adversary able to monitor the
messages exchanged in the SIKE protocol, and the power consumption of the
attacked device.

Traces collection. In the premise of the attack, the power consumption of
the entire three point ladder is measured with a fixed and fast enough sampling
rate. The power samples are then segmented into multiple power traces synchro-
nized at the beginning of each step of the three point ladder. Moreover, only

3 In the scope of this paper, the population is one-dimensional.
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Algorithm 2 Clustering power analysis.

Require: {si}0≤i<n: Collection of all the power samples at a same t.

1: Run the k-means clustering on {si}0≤i<n (with k = 2).
2: Let sk−1 = 0.

3: Let li =

{
0 if si ∈ first cluster,
1 if si ∈ second cluster,

(i ≤ 0 < n).

4: Let ski = li ⊕ ski−1 (i ≤ 0 < n).
5: return sk = (sk0, sk1, sk2, . . . , skn−2, skn−1).

the segments corresponding to the execution of the swap points functions are
considered, each of them ultimately consisting of M samples (typically, a few
thousands).

Rationale. Because swap points masks values with either 0x00000000 or
0xFFFFFFFF depending on the difference between two consecutive secret bits, the
attack attempts to distinguish for each iteration whether the swap occurred or
not by gathering the samples at a same location in all iterations and clustering
them with k-means. Since a difference of bits can only be zero (identical) or one
(different), only two clusters are considered (i.e., k = 2). The private key can be
entirely reconstructed from the labels at the end of the clustering.

Attack procedure. Given the n segmented power traces Ti of M power sam-
ples each, the procedure consists of three steps:

1. Select a sample location 0 ≤ t < M in the power traces.

2. Cluster with k-means the n power samples at location t throughout the
traces Ti (for 0 ≤ i < n), and reconstruct the key from the labels.

3. Verify the key obtained.

Algorithm 2 shows the second step of the attack in more details. The sam-
ples si must all correspond to the samples at a same time throughout the n
segmented power traces. Since Algorithm 2 considers samples from a single tim-
ing location in the power traces, the procedure can be repeated with all different
positions until a returned key (or its bitwise inverse) successfully decrypts a
ciphertext. As a result, the overall attack has a complexity of precisely M exe-
cutions of k-means and key tryouts.

4 Attack Enhancements

In a full attack as described in Section 3, the adversary needs to pass through
all sample locations in the traces and use k-means to recover a deterministic key
candidate that eventually needs to be verified. Adopting a better strategy for
any of these steps can lead to both faster and more successful results.

This section lists enhancements to speed up the eventual recovery of the key.
These can sometimes be combined to improve even further the overall attack.
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4.1 Enhancing sample selection

The original attack exploits the raw power consumption which requires visiting
all sample locations. Applying a transform to the power consumption before
the clustering step can reduce the number of samples and therefore speed up
the attack. Moreover, relating the power consumption to a different domain can
exhibit leakage points which may lead to improved results.

Fourier transform. A (discrete) Fourier transform is a decomposition of a
(discrete) signal into a representation that exhibits information about the fre-
quency components of the signal. The representation is obtained by project-
ing the signal si (0 ≤ i < M) onto the (discrete) orthogonal Fourier basis
{eI2πif/M}0≤f<M ∈ CM (where I =

√
−1 is the imaginary unit):

ŝf =

M−1∑
i=0

sie
−I2πif/M (0 ≤ f < M).

In power analysis, the signal corresponds to the power consumption, and the
frequency coefficients are associated to the samples from operations being per-
formed at fixed intervals. Exploiting the power leakages in the frequency domain
is a well-studied process (see [1]).

In the attack, because the power trace captures the operations that periodi-
cally swap words in a regular for-loop, some of the frequency coefficients are also
expected to follow two distinct distributions. As a result, processing the power
consumption with a Fourier transform prior to running the clustering algorithm
is expected to give a similar success rate.

Clustering in the Fourier domain exhibits many advantages over clustering
in the time domain:

– Due to the Hermitian symmetry (ŝf = ŝ∗−f ), the upper half of the coefficients
is identical to the lower half. Accordingly, the number of locations visited by
the clustering algorithm can be divided by two. Moreover, this number can
be reduced by only considering a range of reasonable frequencies (such as all
the frequencies below the clock speed of the targeted device).

– As the Fourier analysis treats the frequency components of the signal, the
processed signal is tolerant to timing misalignments. Such misalignments
are particularly common when monitoring the power consumption for a long
time, or when segmenting a long power trace.

– The frequencies of interest (i.e., frequencies at which the information leakage
is significant) are expected to be unique to a single device and can there-
fore be re-used in a subsequent analysis (resulting in an educated but still
unsupervised attack).

Wavelet transform. A (discrete) wavelet transform is a multi-level filter bank
parameterized by a wavelet function ψ(t) which decomposes a (discrete) signal
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into frequency bands. As opposed to the Fourier transform, the wavelet trans-
form gathers information both from the frequency and the timing contents by
iteratively correlating the signal with {1/

√
2jψ((t− 2ji)/2j)}(i,j)∈Z2 .

A single step of the filter bank separates an input signal si (0 ≤ i < M) into
two sub-signals of respectively low and high frequencies:

1) the approximations: ai =

∞∑
k=−∞

sfL2i−k

2) the details: di =

∞∑
k=−∞

sfH2i−k

where Li and Hi are respectively low-pass and high-pass filters obtained from
the wavelet function ψ(t) (see [35] for the technical details). The filter bank
consists of recursing the above formulas with ai with different scales (i.e., with
2j for j ≥ 0).

An example of a generic three-level wavelet transform is shown on Fig. 2.

Given f the frequency of si and ` ≥ 0, a
(`)
i corresponds to the sub-signal of fre-

quencies [0, f/2`+1] and is re-injected into the filters Hi and Li to ultimately out-

put a
(2)
i , while d

(`)
i corresponds to the sub-signals of frequencies [f/2`+1, f/2`].

Note that d
(0)
i , d

(1)
i , d

(2)
i , and a

(2)
i cover the entire spectrum of [0, f ].

Hisi

Li

↓ 2

↓ 2

d
(0)
i

a
(0)
i

Hi

Li

↓ 2

↓ 2

d
(1)
i

a
(1)
i

Hi

Li

↓ 2

↓ 2

d
(2)
i

a
(2)
i = ŝi

Fig. 2: A three-level wavelet transform.

In power analysis, the wavelet transform is recognized to refine the quality
of the power traces acquired (see [11,51]). In clustering power analysis, two
advantages are mainly capitalized upon:

– The wavelet transform downsamples the signal at each level while keeping
the lower frequency bands. This process halves the length of a power trace
each time and therefore results in fewer timing locations to check in the
attack.

– By filtering out higher frequencies, the wavelet transform acts as a post-
processing de-noiser. Cleaner signals are therefore expected to be output,
which anticipates better results.

Other transforms. In addition to the Fourier and the wavelet transforms, other
transforms that compress the power traces can reduce their number of samples.
For instance, principal component analysis [8] is a technique that reduces the



Single-trace clustering power analysis of Cortex-M4 SIKE 11

dimensionality of the power traces. Such a transform was also reported to obtain
better results in [52] by selecting the significant principal components.

4.2 Enhancing power samples clustering

Since the overall attack needs to run a clustering algorithm several times, an
algorithm that clusters the power samples more efficiently leads to faster results.

Thresholding. While Algorithm 1 already involves low-complexity computa-
tions, the clustering algorithm does not needs to be generic and can therefore
be tailored to a one-dimensional two-population problem by splitting the distri-
butions with an appropriate middle point.

Many solutions exist to find a suitable middle point, such as computing the
overall mean of all the samples, or finding the biggest gap between two neighbor-
ing power sample. Algorithm 3 proposes a clustering which calculates the literal
middle point of the distribution by finding the maximum and minimum. Such a
solution runs in O(n), but can be tweaked to present other advantages that are
described in the next subsection.

Algorithm 3 Thresholding clustering algorithm.

Require: {si ∈ R}0≤i<n: Set of n samples at a same time t.
1: Compute d = (min({si}0≤i<n) + max({si}0≤i<n))/2.

2: Let li =

{
0 if si < d,
1 otherwise,

(0 ≤ i < n).

3: return (li)0≤i<n.

Other clustering methods. In a noisy environment, rigid clustering meth-
ods such as k-means, thresholding, and even expectation-maximization (as used
in [52]) are inadequate due to the two clusters overlapping with each other. Re-
laxed clustering techniques, such as fuzzy c-means [20], have been reported to
successfully overcome these limitations in [37,43].

4.3 Enhancing key verification

The attack achieves a better performance by reducing the number of key candi-
dates to verify, or by correcting plausible clustering mistakes.

Majority rule. As noted by [43], a same labeling re-occurring throughout
many different locations is likely to be correct. Two majority rules are therefore
proposed:

1. A vertical majority in which a candidate key occurring multiple times across
the timing locations is verified in priority.
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2. A horizontal majority in which individual key bits are labeled given their
majority throughout the clusterings at all timing locations.

In a horizontal majority rule, a threshold can be selected to filter all the bits for
which the clusterings give the same results, while the remaining bits can simply
be guessed.

Educated thresholding. In the clustering power analysis against the three
point ladder of SIKE, two observations can be made:

1. A clustering is successful only when the two sub-distributions are distinct.
2. The number of swaps must always be even.

The first observation stems from the fact that two samples of identical value
should always be assigned to the same cluster. Hence, a successful clustering can
only be found by splitting the overall distribution in two in between two sample
values.

The second observation is due to the fact that the three point ladder requires
the points to always be “unswapped” at the end of the procedure. This means
that the sizes of the two clusters are always even which can therefore be used to
validate the key found.

As a result, one can design a thresholding algorithm similar to Algorithm 3
that first sorts the power samples and then separates the distribution in two,
each call at a different threshold starting from a middle point. The threshold
can move depending on the distance between the current threshold and the two
cluster centers (similarly as in k-means). By iteratively calling such an algorithm,
the labels that are more likely to be erroneous can be marked and subsequently
flipped in a way that make sure that the Hamming weight of the labeling bitstring
is even. The complexity of this new method is O(n log n).

Other post-processing. In case the sample location is known to correspond
to a leakage point but the environment is too noisy to perfectly separate the
clusters in two (see [37,43] for context), methods based on deep learning can still
successfully extract the key, as reported by Perin et al. in [42].

5 Experimental Verification

This section reports a proof of concept for the clustering power analysis described
in Section 3, in addition to an evaluation of the efficiency of the enhancements
proposed in Section 4.

5.1 Setup

Hardware. The following equipment was used:

– A common laptop running Linux 5.13.5-arch1-1.
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– The ChipWhisperer-Lite Level 2 Starter Kit:
• A programmable STM32F3 (with a Cortex-M4 clocked at 7.37 MHz).
• A ChipWhisperer-Lite.
• A ChipWhisperer’s “UFO” board.
• A 20dB Low-Noise Amplifier (LNA).

– A digital oscilloscope with the following characteristics:
• A resolution of 10 bits.
• A bandwidth of 20 MHz.
• A sampling rate of 250 samples per µs.
• A memory of 25,000 samples.

The laptop communicates to the toolkit through a micro-USB cable con-
nected to the ChipWhisperer-Lite, which is itself linked to the “UFO” board
through a 20-pin cable. The “UFO” board is connected via its SHUNTL port4 to
the oscilloscope through the LNA with optical fibers. The STM32F3 is plugged
onto the “UFO” as a shield.

Note also that the sampling rate was intentionally made high to showcase
the efficiency of the preprocessing transforms.

Software. The software considered is the SIKE implementation for Cortex-M4
of [47] which needs to be used in a certain way that enables power trace collection.
In particular, the program that runs on the STM32F3 waits for the laptop to
send the three byte-encoded elliptic curve points (i.e., Alice’s public key) through
a serial communication with the ChipWhisperer-Lite. Such a transfer prepares
the STM32F3 to run the three point ladder with a pre-programmed private key
which can be triggered anytime.

Coordinate randomization. As the three point ladder from [47] does not
originally offer protections against power analysis, coordinate randomization
was only simulated. In this simulation, three multiplicative field elements are
pseudo-randomly generated from a pre-programmed seed at the beginning of
each iteration. Since only a cheap pseudo-random number generator was re-
quired, ChaCha8 [7] was chosen for this purpose. These pseudo-random ele-
ments are respectively multiplied (in Fp2) to the X and Z coordinates of the
three points.

Note that while this simulation sufficiently protects the three point lad-
der from correlation attacks based on the values of the elliptic points (see,
e.g., [58,25]), the resulting code is not claimed to be secure in a real-life sce-
nario. This implementation is evidently not what was considered by the attack,
and the overhead was therefore not measured.

Further modifications. Since the acquisition of power traces is not the main
focus of the paper, the software was further modified to make the experiment
easier. Particularly, the software allows an iteration-by-iteration execution of the
three point ladder which toggles a GPIO pin at the beginning of the swap points

4 The mentioned port can be found in the official datasheet for the ChipWhisperer’s
“UFO” board: http://media.newae.com/datasheets/NAE-CW308-datasheet.pdf.

http://media.newae.com/datasheets/NAE-CW308-datasheet.pdf
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function. When switched on, the GPIO notifies the oscilloscope to start the
collection of power measurements.

Though these modifications create an unrealistic attack scenario, the exper-
iment is still practical on unmodified software but requires additional effort of
marginal complexity. In a real-world scenario, the adversary first requires to
observe the power consumption of the target device by measuring the current
through a shunt resistor in series between the microcontroller and the ground
(or the voltage collector). The collection of power samples can then be synchro-
nized on communication which requires an oscilloscope with a buffer of a few
hundred million samples to capture the consumption of the entire three point
ladder. Finally, the parts which correspond to swap points need to be identified
in the collected trace, and then carefully segmented. A reader interested in such
a process is advised to read [19].

Source code. The final software on which power traces were acquired can
be found here: https://github.com/AymericGenet/SIKE-clusterswap-2021.

5.2 Traces collection

To collect power traces corresponding to swap points executions, a simulation
of an ephemeral SIKE key exchange was conducted:

(1) Program the STM32F3 with a random key and seed.

(2) Generate and send three valid points Q, P , and Q− P .

(3) Repeat the following n times:

(a) Make the STM32F3 execute the next loop iteration.

(b) Save the power trace from the oscilloscope.

The above was repeated 1,000 times (each time with a different key and
seed) for SIKEp434 (hence n = 218). An example of a power trace along with
its frequency components for SIKEp434 is shown in Fig 3. Note that most of
the frequency components are zero due to the limiting analog bandwidth of the
oscilloscope (20 MHz).

Fig. 3: Example of one of the n power traces corresponding to swap points in a
single iteration of the loop (left) along with its Fourier representation (right).

https://github.com/AymericGenet/SIKE-clusterswap-2021
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5.3 Clustering power analysis

In the next step of the experiment, the n collected traces of each experiment are
exploited to attempt a key recovery as explained in Section 3 (cf. Algorithm 2).

(1) Process (for 0 ≤ i < n):

(a) Ti with an `-level wavelet transform (T̂i of length M̂ = M/2`),

(b) T̂i with a Fourier transform (F̂i).

(2) Run the attack on both T̂i and F̂i:

(a) Go to the next sample location 0 ≤ t < M̂ (resp. 0 ≤ f < M̂/2).

(b) Run clustering on {T̂i[t]}0≤i<n (resp. on {F̂i[f ]}0≤i<n).

(c) Record the skt returned for time t (resp. skf ).

The above was repeated with 0 ≤ ` < 8 levels of wavelet with a Sym-
let wavelet of filter length 8 (i.e., sym4) to further show the efficiency of the
processing transforms. The success rate is calculated through all the timing po-
sitions and frequencies over the 1,000 sets of measured traces by comparing the
recovered key with the correct key.

5.4 Results

Out of the 1,000 experiments, across all the levels 0 ≤ ` < 8, the correct key is
always found in the set of recovered keys skt or skf . Table 1 and Table 2 report
various metrics about how often the correct key appears in the two sets of recov-
ered keys. The independent success rates of each timing position and frequency
are reported in Fig. 4. Finally, examples of samples distribution successfully
clustered is shown in Fig. 5 both in timing and frequency.

Table 1: Statistics on the total number of timing locations which yield the correct
key across the N = 1,000 experiments.

k-means Thresholding

` min. max. E(#t) SD(#t) min. max. E(#t) SD(#t) M̂

0 154 341 251.704 30.056 115 289 196.668 29.366 25000
1 72 172 125.611 15.153 58 144 97.923 14.764 12503
2 37 85 62.329 7.646 28 71 48.469 7.582 6255
3 15 44 29.425 4.171 11 36 22.958 3.971 3131
4 8 27 15.494 2.723 5 21 12.127 2.502 1569
5 6 21 13.445 2.371 4 18 10.531 2.195 788
6 2 12 6.036 1.615 1 9 4.033 1.408 397
7 0 5 1.645 0.941 0 5 0.853 0.878 202
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Table 2: Statistics on the total number of frequencies which yield the correct key
across the N = 1,000 experiments.

k-means Thresholding

` min. max. E(#f) SD(#f) min. max. E(#f) SD(#f) M̂/2

0 18 29 23.625 1.774 17 28 21.965 1.659 12500
1 16 26 20.704 1.630 15 24 19.382 1.584 6251
2 18 27 21.900 1.460 16 27 20.901 1.515 3127
3 15 30 22.641 2.288 13 26 19.993 2.239 1565
4 11 20 15.001 1.429 9 18 13.815 1.488 784
5 6 11 8.611 0.908 5 10 8.063 0.895 394
6 3 7 4.467 0.791 2 7 4.162 0.749 198
7 2 6 4.023 0.800 2 7 3.777 0.747 101

5.5 Discussion

The above experiment proves that the recommended Cortex-M4 implementa-
tion of SIKE from [47] is vulnerable to low-effort power analyses, even in the
case when the implementation is protected with coordinate randomization. As
a result, the main objective of the experiment is achieved.

The rest of the discussion focuses on the efficiency of the improvements.

Wavelet efficiency. Contrary to expectations, processing the power traces with
the wavelet transform does not improve the success rate (cf. Fig. 4). While the
wavelet transform features noise filtering, information is still lost during the op-
eration as the convolution involved in the transform combines significant power
samples with insignificant ones. Nevertheless, the quality of the compression is
fitting as the correct key still occurs on average more than once throughout the
timing locations, even after several levels of filtering. Therefore, the number of
samples to visit can be reduced by a significant factor using this transform.

As the power trace corresponds to the execution of the swap points function,
the sample locations reported in Fig. 4 correspond to specific instructions of the
attacked implementation (shown in Appendix A, Listing 1.3) In particular, the
very first spike in the figure correspond to the mask computation which expands
a secret bit. The regular spikes in the middle correspond to the swap formula
performed on each of the 32-bit words of the points. Finally, the last two spikes
at the end of the graph correspond to exiting the function. These spikes show
all the aspects of the implementation that need protection.

Note that the choice of the wavelet function (sym4) was guided by an ex-
perimental exploration and that similar results are expected by using a different
family or a different filter length.

Fourier efficiency. The Fourier analysis shows remarkable efficiency across
all levels of wavelet transforms. Performing a clustering power analysis with
frequency components rather than power samples is shown to have a resounding
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(a) ` = 1

(b) ` = 3

(c) ` = 5

(d) ` = 7

Fig. 4: Success rate of the clustering power analysis (thresholding in opaque vs.
k-means in transparent) at each timing locations (left) and frequencies (right)
across different levels of wavelet transforms.

success rate across all experiments. Furthermore, such a success rate is kept
throughout the wavelet levels, as the leakage happens at low frequencies which
are preserved by the wavelet transform. The most notable observation to make is
that clustering in the frequency domain is successful even at the last wavelet level
where the same analysis in timing is shown to be inefficient. This proves that even
though clustering power samples independently happens to be ineffective, their
combination in the frequency domain may be sufficient to perform a successful
analysis.

There may be many reasons why low frequencies leak most of the information
in the current case. The frequencies of interest are suspected to be subharmonics
of the clock speed. For instance, the spikes at 0.92 MHz likely correspond to the
pattern of eight instructions in the swap points function (see Listing 1.3). The
same can be said for the spikes at 0.73 MHz and 0.74 MHz, as such frequencies
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also happen to be a tenth of the clock speed. These frequencies, as well as the
other significant ones, may also be due to the consumption of sub-systems in the
hardware (e.g., memory) that function at different paces.

Thresholding efficiency. In addition to demonstrating the efficiency of the
pre-processing phase, the experiments show that the thresholding proposed in
Algorithm 3 is almost as successful as k-means. While k-means still obtains
better results (cf. Fig. 4), our experiment with k-means took 29 hours to be
performed, while the same analysis with thresholding took only 6.5 hours.

Majority rule efficiency. The extremely high occurrence of the correct key
in Table 1 and Table 2 confirms that the vertical majority rule explained in
Section 4 helps validating the key. In all experiments, the most recorded candi-
date was always observed to be the correct key. As a result, the correct key is
expected to be recovered within the first try-outs as the other candidates were
all observed to be either random or close to the correct key.

(a) t = 1943 (b) f = 0.92 [MHz]

Fig. 5: Example of a power sample distributions (` = 0). The threshold (in red)
was found by Algorithm 3.

5.6 Other SIKE instances

Note that the success of the clustering is closely connected to the relatively
big number of samples available. As more samples are obtained, the distinc-
tion between the two clusters becomes easier. However, depending on the noise,
additional samples may undermine the success of the overall clustering.

Still, similar results (if not better) have been obtained by running the same
experiment with the bigger instances of SIKE. The experiments were executed
with fewer runs, a fixed wavelet level, and only using the thresholding algorithm.
The results are reported in Table 3 and prove that the attack is not limited to
SIKEp434.
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Table 3: Statistics on the total number of timing locations and total number of
frequencies which yield the correct key across the N = 10 experiments with the
other instances of SIKE (` = 5).

Timing Frequency
p n min. max. E(#t) SD(#t) min. max. E(#f) SD(#f)

503 252 8 14 10.5 2.5 9 11 9.7 0.7
610 304 16 31 22.1 5.3 10 14 11.7 1.3
751 378 17 25 22.2 2.7 9 13 10.6 1.5

6 Countermeasure

Protecting the point-swapping procedure against clustering power analysis is not
obvious, as the attack defeats classical countermeasures of [13] which include
coordinate randomization, exponent randomization, point blinding, and even
shuffling the for-loop. Moreover, due to the recent study which relies on deep
learning [42], even the tiniest bias in the power consumption may lead to a full
recovery.

To make the task even more challenging, the target CPU of the Cortex-M4
is known to be hard to protect (see [5]). As the Cortex-M4 appears to leak in
the Hamming distance of the pipeline registers (see [14]), the countermeasures
need not only to consider the Hamming weight of the processed values, but also
the Hamming distance between the values used by two consecutive instructions.

In this section, a countermeasure based on thresholding the swapping mask
is suggested.

6.1 Description

The proposed countermeasure revises the original swapping procedure from Sec-
tion 2 in the following sense; instead of computing the value mask & (a⊕ b) all
at once, the idea is to split this quantity into two shares and add each share
separately in a two-stage process (to both a and b). Such a procedure avoids
computing values of extreme Hamming distances.

To this end, the swapping mask is replaced by two 32-bit masks: m1 and
m2 such that their bitwise “xor” is equal to mask. In other words, given two
consecutive private-key bits ski−1, and ski (for 0 ≤ i < n with sk−1 = skn = 0):

m1⊕ m2 =

{
0x00000000 if ski−1 ⊕ ski = 0,
0xFFFFFFFF if ski−1 ⊕ ski = 1.

Given the two masks m1 and m2, the new procedure works as follows:

tmp1 = m1 & (a⊕ b),
tmp2 = m2 & (a⊕ b),

a = (tmp1⊕ a)⊕ tmp2,
b = (tmp1⊕ b)⊕ tmp2.
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Because of the property of m1 ⊕ m2, the above procedure swaps a and b in the
same sense as the method in Section 2.

6.2 Implementation

The results from Section 5 provide insight on the critical points of the procedure
that require particular care. Mainly three leaking points were identified:

1. The generation of the masks.
2. The instructions used to perform the swapping operation.
3. Exiting the function.

The third point can be avoided by incorporating the procedure to the code
without calling a function, so only the first two points are addressed.

Masks generation. Let swap refer to the secret difference of private-key bits
(i.e., swap = ski−1⊕ ski). The suggested countermeasure involves generating two
random masks m1 and m2 that are either equal or bit-wise complement depending
on swap. To achieve this, given a random m1, the second mask m2 is derived with
the following formula: m2 = (1 − 2 · swap)(m1 + swap). This makes m2 become
the bitwise complement of m1 through the representation of negative numbers
in the CPU with the two’s complement (i.e., m2 = −(m1 + 1) if swap = 1).

Performance. Safely generating these two quantities requires sampling addi-
tional randomness. In particular, the multiplication of (m1+swap) by (1−2·swap)
is computed as u1(m1+swap)−u2(m1+swap) where u1−u2 = 1−2·swap. In total
the mask generation requires at least 8 bytes of entropy (29 bits of which are
effective) and introduces an overhead of at least 12 additional instructions when
compared to the original mask computation. The code is given in Listing 1.4.

The swapping operation. Because of the Cortex-M4 leakage model, the order
of the operations and of the operands play a critical role in the countermeasure.
Particular care has to be taken with store and load instructions, as the power
consumption of these procedures leaks sensitive values. As a result, given the two
masks m1 and m2 generated as before, the implementation of the countermeasure
must follow a special order given in Listing 1.5.

Performance. As opposed to the original pattern of 8 instructions, such a
solution requires 14 instructions per iteration and doubles the numbers of loads
and stores which introduces further delay.

Benchmarks. We compare the runtimes of our countermeasure against the
runtimes of the unprotected version of SIKE. About 62% of the overhead stems
from acquiring randomness for mask generation. As we generate a new mask for
each swap (so for each word), we use a cheap pseudorandom number generator
to limit the impact on performance; namely, the Tiny Mersenne Twister pseudo-
random number generator [45] seeded with a 64-bit value obtained from a source
of true randomness.
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The protected swap points is about 5.7 times slower than the unprotected
swap. Within the three point ladder function, the overhead adds up to about
70,000 additional cycles which takes up to 5% of the total computing time of
the three point ladder. When considered as a part of a full execution of SIKE,
the overhead due to protecting the swap boils down from about 1% in the key
generation and decapsulation to 0.7% in the encapsulation procedure.

Table 4: Runtimes (in cycles) of the SIKEp434 implementation with and without
the countermeasure on an Intel i9-8950HK CPU @ 2.90GHz with Turbo boost
turned off.

Operation unprotected protected

Mask generation 1 251
Swapping operation 71 148

Three point ladder 1,172,432 1,241,721

Key generation 6,083,645 6,153,241
Encapsulation 9,893,673 9,962,113
Decapsulation 10,625,881 10,747,176

6.3 Experimental validation

The proposed countermeasure was validated by conducting Welch’s t-test [46].
Such a test gives a degree of confidence that two classes of power samples are
statistically indistinguishable. In the present case, the two classes respectively
correspond to whether the points were swapped during the collection of the
power traces, or not.

The t values are computed with the following formula:

t =
µ0 − µ1√

σ2
0/n0 + σ2

1/n1

where µ0, µ1 correspond to the means of the two classes, σ2
0 , σ2

1 to their variances,
and n0, n1 to their cardinality (here, n0, n1 ≈ 1000). A threshold of 4.5 for the
t values is set to reject the null hypothesis (see [18]). In other words, a t value
greater than the threshold gives evidence that the two distributions are not
indistinguishable.

The results are shown in Fig. 6. Even though significantly large t values
appear in the plots, the attack is still unsuccessful when re-run against the
countermeasure as the histograms corresponding to the power samples from the
two classes overlap with each other at all points in time and frequency. Fig. 7
illustrates this by showing the histograms at the highest peaks of the t-test plots
from Fig. 6. As one can notice, both histograms exhibit a significant variance,
which prevents the attack to fully recover the private key. The histograms at all
other points showed a similar overlapping.

While such a discrepancy of distributions prevents a successful clustering
with the techniques described in this paper, more sophisticated attacks (such
as [43,42]) may still prevail. These attacks may therefore require additional efforts
to withstand.
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Fig. 6: t-test of the countermeasure both in timing and frequency. The horizontal
lines in red show the threshold above which the null hypothesis is rejected.

(a) t = 101 (b) f = 0.98 [MHz]

Fig. 7: Power sample distributions at the locations which produced the highest
value in both t-tests.

6.4 Other countermeasures.

In addition to the countermeasure proposed, other techniques are likely to pre-
vent a clustering power analysis of the swapping procedure. Desynchronizing the
clock of the target device results in unaligned power traces with different random
frequencies, so the attack is expected to be unsuccessful in neither domains. Such
a countermeasure might be implemented by interleaving dummy nop instructions
with the actual instructions of the regular swap points function. Alternatively,
swapping pointer addresses rather than values may be effective in the power
domain but is shown to succumb to the same attack using electromagnetic ra-
diations in [37].

7 Conclusion & Future work

The paper described a plain clustering power analysis able to recover the entire
private key in a single execution of the three point ladder in the implementation
of SIKE for Cortex-M4. In particular, the paper demonstrated that processing
the traces with a wavelet transform efficiently reduces the number of timing
locations to visit, and that clustering frequency components may succeed even
where clustering power samples is inefficient.
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While the attack has been experimentally shown to be always successful,
the reader must keep in mind that the experiment was performed using the
ChipWhisperer framework on a chip that was deliberately made vulnerable to
power analysis. However, the countermeasure described completely thwarts the
attack even on such a vulnerable chip. If the countermeasure is safe under such
defenseless circumstances, then the implementation can be assumed to be safe
in a more realistic scenario.

As future work, the experiment could be repeated with a different clock speed
to evaluate the evolution of the frequency components. Other improvements
using, e.g., multiple samples of a single iteration in a multivariate clustering
analysis may also be investigated. The proposed countermeasure requires to be
evaluated against other side-channel attacks and improved both in performance
and security. Finally, an evaluation of other sensitive operations in SIKE—such
as the isogeny computation—can be conducted, as there are still many other
points that have not been evaluated yet that may also leak secret information
through power consumption.
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A Attacked code

for (i = 0; i < nbits; i++) {

bit = (sk[i>>LOG2RADIX] >> (i&(RADIX-1))) & 1;

swap = bit ^ prevbit;

prevbit = bit;

mask = 0 - (digit_t)swap;

swap_points(R, R2, mask);

xDBLADD(R0, R2, R->X, A24);

randomize_coordinates(R0, R, R2);

}

swap = 0 ^ prevbit;

mask = 0 - (digit_t)swap;

swap_points(R, R2, mask);

return R2;

Listing 1.1: Attacked source code of the three point ladder in C (simplified).

for (i = 0; i < NWORDS_FIELD; i++) {

temp = mask & (R->X[0][i] ^ R2->X[0][i]);

R->X[0][i] = temp ^ R->X[0][i];

R2->X[0][i] = temp ^ R2->X[0][i];

temp = mask & (R->Z[0][i] ^ R2->Z[0][i]);

R->Z[0][i] = temp ^ R->Z[0][i];

R2->Z[0][i] = temp ^ R2->Z[0][i];

temp = mask & (R->X[1][i] ^ R2->X[1][i]);

R->X[1][i] = temp ^ R->X[1][i];

R2->X[1][i] = temp ^ R2->X[1][i];

temp = mask & (R->Z[1][i] ^ R2->Z[1][i]);

R->Z[1][i] = temp ^ R->Z[1][i];

R2->Z[1][i] = temp ^ R2->Z[1][i];

}

Listing 1.2: Attacked source code of swap points in C (simplified).
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rsb r8, r6, #0 /* mask = (0 - swap) */

add.w r2, r4, #92 /* R->X */

add.w r3, r4, #540 /* R2->X */

mov.w ip, #0 /* i = 0 */

<loop>:

ldr r7, [r2, #0]

ldr r1, [r3, #0]

eor.w r0, r7, r1 /* mask & (R->X[0][i] ^ R2->X[0][i]) */

and.w r0, r0, r8

eors r7, r0 /* R->X[0][i] = temp ^ R->X[0][i] */

eors r1, r0 /* R2->X[0][i] = temp ^ R2->X[0][i] */

str.w r7, [r2], #4

str.w r1, [r3], #4

... /* repeat above (with different offsets) */

add.w ip, ip, #1 /* i++ */

cmp.w ip, #14 /* i < NWORDS_FIELD */

bne.n <loop>

Listing 1.3: Compiled swap points function with annotations (SIKEp434).

and.w %[u1], %[u1], #0xFFFFFFFD /* u1 = randombytes(4) & 0xFFFFFFFD */

and.w %[m1], %[u2], #0xFFFFFFFE /* m1 = randombytes(4) & 0xFFFFFFFE */

add.w %[u2], %[u1], %[swap] /* u2 = u1 + swap */

add.w %[m2], %[m1], %[swap] /* r = m1 + swap */

add.w %[u1], %[u1], #1 /* u1 = u1 + 1 */

mul.w %[u1], %[u1], %[m2] /* u1 = u1*r */

add.w %[u2], %[u2], %[swap] /* u2 = u2 + swap */

mul.w %[u2], %[u2], %[m2] /* u2 = u2*r */

sub.w %[m2], %[u1], %[u2] /* m2 = u1 - u2 */

Listing 1.4: Source code of the secure masks generation in assembly.
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ldr.w %[a], [%[R]] /* a = R[i] */

ldr.w %[b], [%[R2]] /* b = R2[i] */

eor.w %[tmp1], %[a], %[b] /* tmp1 = a ^ b */

and.w %[tmp1], %[m1] /* tmp1 = tmp1 & m1 */

eor.w %[b], %[b], %[tmp1] /* a = a ^ tmp1 */

eor.w %[a], %[a], %[tmp1] /* b = b ^ tmp1 */

eor.w %[tmp2], %[a], %[b] /* tmp2 = a ^ b */

str.w %[b], [%[R2]] /* R2[i] = b */

and.w %[tmp2], %[m2] /* tmp2 = tmp2 & m2 */

str.w %[a], [%[R]] /* R[i] = a */

eor.w %[b], %[b], %[tmp2] /* b = b ^ tmp2 */

eor.w %[a], %[a], %[tmp2] /* a = a ^ tmp2 */

str.w %[a], [%[R]], #4 /* R[i] = a */

str.w %[b], [%[R2]], #4 /* R2[i] = b */

... /* repeat above */

Listing 1.5: Source code of the secure swapping operation in assembly.
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