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ABSTRACT

Cryptographic instruction set extensions are commonly used for
ciphers which would otherwise face unacceptable side channel risks.
A prominent example of such an extension is the ARMv8 Crypto-
graphic Extension, or ARM CE for short, which defines dedicated
instructions to securely accelerate AES. However, while these exten-
sions may be resistant to traditional "digital" side channel attacks,
they may still vulnerable to physical side channel attacks.

In this work, we demonstrate the first such attack on a standard
ARM CE AES implementation. We specifically focus on the imple-
mentation used by Apple’s CoreCrypto library which we run on the
Apple A10 Fusion SoC. To that end, we implement an optimized side
channel acquisition infrastructure involving both custom iPhone
software and accelerated analysis code. We find that an adversary
which can observe 5-30 million known-ciphertext traces can reliably
extract secret AES keys using electromagnetic (EM) radiation as a
side channel. This corresponds to an encryption operation on less
than half of a gigabyte of data, which could be acquired in less than
2 seconds on the iPhone 7 we examined. Our attack thus highlights
the need for side channel defenses for real devices and production,
industry-standard encryption software.

1 INTRODUCTION

Symmetric-key block ciphers are a pillar of modern cryptosystems
used in healthcare, finance, education, and consumer electronics ap-
plications, among others [19]. The most common symmetric cipher
is the Advanced Encryption Standard (AES) [7]. AES is based on
a series of diffusing, confusing, and nonlinear operations repeated
for several rounds. While AES is, so far, mathematically secure, its
implementation can still be vulnerable. Side channel attacks, for
example, correlate secret-key dependent operations with implemen-
tation behaviors such as execution time [3], power consumption [18]
or electromagnetic (EM) radiation [9].

Software-based implementations of AES often rely on lookup
tables to store various constants. In particular, efficient implementa-
tions rely on so-called t-tables [8], which collectively store about 4kB
of constants used in the encryption process. These t-tables have been
shown to be highly susceptible to cache-based timing side-channel
attacks—even adversaries with limited capabilities [3] are able to
extract full AES keys from such implementations given enough mea-
surements. If adversaries are given additional capabilities, such as
active cache manipulation, several attacks are possible which extract
keys more efficiently [11, 23, 27].

In response to these cache attacks, CPU designers now include in-
struction set extensions which can implement AES without auxiliary
memory accesses. Typically, these instructions execute in a proces-
sor’s floating-point pipeline due to the availability of larger registers
which can accommodate the entire cryptographic state. Both Intel
[1] and ARM [13] have specified such instruction set extensions
(AES-NI and ARM CE, respectively). Although these implementa-
tions can mitigate digital side-channels abusing cache timing, they
can be vulnerable to physical side-channel attacks such as those
that use power consumption or EM radiation. To the best of our
knowledge, a physical side-channel attack on AES-NI has recently

been shown [20], but the vulnerability of ARM CE implementations
is, as of yet, unknown.

In this paper, we present the first physical side-channel attack on
an ARM CE based AES implementation. We target the ARM CE code
from Apple’s CoreCrypto library, which is the standard provider
of cryptographic functionality on iPhones [16]. We specifically use
EM side channel measurements for our attack. To instrument our
attack, we reverse-engineered the iPhone’s printed circuit board
(PCB) and developed a test infrastructure that allows sending inputs
and observing outputs directly on the main processor. This hardware-
based research is then coupled with a recent research toolkit [12]
which exploits an iPhone boot vulnerability and allows us to execute
arbitrary code on an iPhone 7°s ARM processor. Finally, targeting
Apple’s own cryptography library [15], we acquire a high number of
side channel traces and show that inputs and outputs can be observed
using leakage assessment techniques [5, 25]. We next proceed to
show an attack on AES intermediates, and describe how correlation
for these can leak the secret key being used. Specifically, we find
that unprivileged adversaries can extract secret keys from this AES
implementation when observing encryption operations on less than
half of a gigabyte of data.

1.1 Contributions
We specifically make the following contribution in this work:

(1) Extending a recently published research toolkit [12], we create
a high-speed acquisition platform which allows us to collect
and analyze >16000 side channel traces per second.

(2) As part of the acquisition platform, we make several novel
modifications to an iPhone 7 printed circuit board (PCB).

(3) We target a common Apple SoC running at a high frequency
rate (2.34GHz) with a realistic adversarial model.

(4) For the first time, we show that a RISC-style AES instruction
set extension is vulnerable to EM-based side channel attacks.
We do so by showing known-key correlations for both in-
put/output and cipher intermediates, as well as analyzing the
attack’s performance in an unknown-key setting.

2 BACKGROUND

In this section, we present background information on the mathe-
matical underpinnings of the cryptosystem under attack, as well as
the concrete instantiation which we are targeting in this work. We
then present a brief summary of the statistical techniques which we
use in our attack. Finally, we conclude with a literature review of
relevant prior work and identify some gaps in the research, which
we aim to fill in this paper.

2.1 Advanced Encryption Standard (AES)

We consider AES128 in the ECB mode of operation. In this mode,
AES consists of 10 rounds of encryption, as well as a preliminary
key expansion phase—details of key expansion are out of scope for
this work. Each encryption round is composed of the AddRoundKey,
SubBytes, ShiftRows, and MixColumns operations. Specifically, the
first 9 rounds consists of each of these operations in order, but the
last round replaces MixColumns with another AddRoundKey. The
AES state Ag—3,0-3 and key state Ko—3 -3 are both indexed as 2D



4 X 4 arrays. Each AES operation takes a 16-byte input state A and
produces a 16-byte output state A’, sometimes aided by a lookup
table!. Updates to the output state are simultaneous for all bytes.
Indices for all states are taken modulo 4—this notation is implied,
and excluded for brevity. The AES operations are:

e AddRoundKey: K" is a round key: A} = Ay x ® Kj

e SubBytes: S is a 256-byte lookup table: A} , = S [Ayx]

e ShiftRows: Ay, = Ay ysx

e MixColumns: X is a 4-byte lookup table: A;’x = 2?:() Xi-yAix
2.2 ARM-CE AES

ARM defines its cryptographic extensions (CE) as additional in-

structions which execute in the processor’s NEON floating point unit
(FPU) [13]. While various instructions are defined in the ISA exten-
sion, only two are relevant for this work: aese, which implements
AddRoundKey, SubBytes, and ShiftRows, and aesmc which imple-
ments MixColumns. In typical AES implementations using ARM CE,
these instructions are executed in a loop. Each iteration fetches the
next round key K, executes aese and aesmc, and then branches
conditionally if more rounds must be computed. In this work, we
specifically attack Apple’s implementation (downloaded from [15])
in the file acceleratecrypto/Source/aes/armé64/encrypt.s.

2.3 Correlation Power Analysis (CPA)

CPA [5] is a statistical technique for extracting secret informa-
tion from side channel traces. CPA uses such traces defined as
T ={D,so,s1,.-.,Sn—1}, consisting of n evenly spaced time-domain
samples as well as some associated data D—for our attack, D contains
a plaintext P and corresponding AES-encrypted ciphertext C. Then,
the goal of a CPA attack is to extract evidence for secret values of
some secret-derived intermediate. To do so, we must define a leak-
age model £(D, K) which (for our attack) returns the estimated EM
activity for the known associated data D and some guess K for the
unknown secret K. Then, after obtaining m side channel traces and
calculating the associated leakage models, we can calculate Pearson’s
correlation coefficient at each sample index i:

Jj=0

=M LD, K) = pP) (s = pb)
= (1

where /Ji/ P, ollP represent the mean and standard deviation across
all of the samples at a specific index i and of the leakage models,
respectively. Higher values of p; then indicate that we observe the
hypothesized activity from the leakage model at that specific sample
index i, and can also provide evidence that the guessed secret value
K is correct, compared to other guesses.

2.4 Previous Attacks on ARM CPUs

Previous works have dealt with EM attacks on ARM processors
generally, as well as iPhones specifically. Most notable is [10], where
the authors are able to extract secret ECDSA keys from iPhones using
low-cost EM acquisition equipment and unmodified iOS software.
However, this is a rather coarse-grained attack on an asymmetric
cryptosystem, and the side channel information is mainly used to
infer control flow. Such an attack is not applicable to symmetric
cryptosystems such as AES.

Other work [22] has focused on analyzing the various AES imple-
mentations of the BeagleBone Black, an ARM-based development
board. In this work, the authors use an EM-based side channel at-
tack to break AES as implemented in software, a proprietary crypto
coprocessor, and a NEON-based implementation. We note that while
the authors also attack the NEON FPU, they target a bitsliced [4, 17]
implementation which does not utilize ARM-CE. Similarly, further
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work [2] has shown that such EM attacks can succeed even against
masked, bitsliced, software implementations of AES.

More recent work [21] has shown that Apple’s proprietary AES
coprocessor hardware is also vulnerable to EM side channel attacks.
The attack is shown on significantly older model of iPhone (e.g.,
iPhone 4) and argued to be infeasible for iPhone 6 and future gen-
erations. We also note that this coprocessor is primarily used for
user authentication and firmware decryption rather than general-
purpose cryptography. For many use cases outside of these, Apple’s
cryptographic library will prefer an ARM CE implementation.

3 THREAT MODEL

Our threat model follows the standard physical side-channel at-
tack threat model of prior work [10, 20-22]. We consider adversaries
(not necessarily privileged) who have the ability to observe electro-
magnetic radiation from a victim device, while the device is executing
a cryptographic operation utilizing an ARM CE-based AES imple-
mentation. The adversary knows both the input plaintext as well as
the output ciphertext and aims to extract the secret key. Our attack
is significantly improved if the adversary has access to accurate
timestamps collected at the beginning of each 128-bit encryption
block (Section 4.2). However, this is not a hard requirement—lack of
such knowledge only leads to increased trace acquisition times.

Unlike template [6] or machine-learning [14] based attacks, our
attack does not require building precise models by configuring all
(or a representative set of) possible sub-keys on each device. Instead,
we conduct an unprofiled attack with CPA. Our attack is therefore
more generic and assumes a weaker adversary. We still do initially
configure the device with a known key to analyze which operations
leak more information in order to design the run-time attack (Section
4.3). However, this must only be done once for a specific device
family or software, and the final attack at runtime does not require
profiles/models.

3.1 Victim Behavior

As described in our results (Section 5), our attack requires on
the order of 5-30 million traces to succeed. This corresponds to a
cryptographic operation on approximately 80-480 megabytes of data.
Thanks to our preprocessing approach, this data could be collected
in a single trace (assuming a CBC or sequential ECB, etc mode of
encryption) and then split apart into its component encryption oper-
ations. We measured an average encryption time of 62.5 nanoseconds
per 128-bit block, so all necessary data could be acquired within 0.313
- 1.875 seconds. Example mobile applications which might fit this
execution model could include encrypted cloud backup solutions
(such as iCloud [16]) or decryption of system software updates. We
argue that such applications are realistic targets for the attack we
present in this work. Prior work [20, 24] requires a similarly high
number of traces, but also requires much longer data acquisition
times (approximately 2 weeks).

4 PROPOSED ATTACK

iPhones are a nontrivial platform to perform hardware security
research on. Therefore, we use the iTimed toolkit [12] to bootstrap
our research. We first compile a custom Linux kernel which runs on
our target iPhone 7. Then, within the kernel, we implement a custom
system call which allows for our victim code to execute atomically,
without interrupts. We integrate Apple’s ARM-CE AES implementa-
tion [15] into the Linux kernel’s cryptography infrastructure, which
allows us to evaluate its side channel security. The Linux kernel also
includes other highly useful functionality, such as GPIO control and
CPU frequency scaling. We note that, due to the scalability of the
iTimed toolkit [12], our attack can work similarly for all iPhones up
to the iPhone X.
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Figure 1: Overall view of our full experimental infrastructure. Componenfs near the victim iPhone are highlighted for clarity.

Figure 2: Closer view of the victim iPhone in Figure 1, follow-
ing the same highlighting scheme. Additionally highlighted
in orange is the Apple A10 SoC, whose floating-point pipeline
is the target of this work. (Inset, bottom left) An EM heatmap
obtained by scanning the surface of the SoC, and filtering
for the 2.34GHz operating frequency. This heatmap helped
inform our probe placement near the chip’s top edge.

4.1 iPhone 7 PCB Setup

Figures 1 and 2 are pictures of our acquisition infrastructure. For
collecting measurements, we use a Teledyne Lecroy Waverunner
8104 running at 10GHz and collecting traces 32 million samples long
(discussed more in the following section). A Riscure low-sensitivity
(LS) EM probe sits above our region-of-interest on the target iPhone.
The exact position of the probe is set by scanning the chip surface,
generating an EM heatmap by filtering for the clock frequency, and
positioning the probe to the high activity region. Power is supplied by
a Keithley 2260b-30-36 DC power supply, through a custom battery
connector into the iPhone’s logic board. We connect the oscilloscope
trigger to an exposed, software-controllable GPIO pin on the logic
board—this allows us to reliably measure AES encryptions if we set
the GPIO pin high before.

Prior research toolkits [12] allow us to set the encrypting CPU’s
frequency to 2.34 GHz for each of our experiments—this is the maxi-
mum value. This makes the attack as hard and as realistic as possible.
In addition, we developed several hardware modifications to the
iPhone 7 PCB which further increase the efficiency of our acquisi-
tion infrastructure. For example, we probe the aforementioned GPIO
pins using a set of needle probes—finding the physical locations
of these software-controllable pins required an extensive reverse-
engineering process. Furthermore, the custom battery connector
was precisely extracted from a real iPhone 7 battery so that we could
externally and stably power the iPhone for long experiment runs.

4.2 EM Acquisition Methodology

Our experimental setup sends plaintexts M to the target device,
coordinates the aforementioned acquisition equipment, and then
receives the final ciphertext C after encryption completes. At first,
we simply captured EM traces for one plaintext at a time—however,
this approach led to high acquisition times for the number of traces
our attack requires (Section 5). We thus follow approaches suggested
in previous works [25], and instead acquire EM traces which contain
side channel data for multiple plaintexts.

Our experimental setup first sends one plaintext M to the device,
and then triggers the acquisition setup. The device then proceeds
to iteratively encrypt this plaintext, such that it first encrypts My,
then M; = Eg(M), then M, = Eg (M), up to a set number of
iterations i. Before each encryption, the device collects a timestamp
T; which is used when preprocessing the traces. For this specific set
of experiments, our acquisition equipment allowed us to set i = 3000
resulting in traces approximately 32 million samples long. By doing
so, we increased our side channel acquisition speed by two orders
of magnitude, up to approximately 16000 plaintexts per second.
4.2.1 Trace Unpacking. Before they can be used for side channel
processing, these long traces first need to be "unpacked" into sub-
traces. Specifically, for each message M;, we need to find the set of
associated EM samples in the time domain. We do so with a dual
approach. First, we define some reference sample pattern (of length
n samples) which always occurs right before the target encryption.
Then, we calculate Pearson’s correlation coefficient between each
subpattern of length n in the side channel trace and the reference
pattern. We developed a highly optimized, GPU-accelerated Pearson
correlation implementation, so we find that this calculation is not
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Figure 3: EM side channel trace at various zoom levels. Red
lines below the trace indicate regions for which we have only
the timing measurement. Green lines above the trace indi-
cate regions for which we also have a reliable pattern match.
(a) A full EM trace, containing 32000000 samples and 3000
encryptions. (b) Zooming in to an interrupt (with no timing-
confirmed encryptions) between 1.24 ms and 1.25 ms, as well
as a following region of high-noise missed subtraces. (c) In-
dividual subtraces containing 8 repeated encryptions of the
same plaintext, with some noise.

a bottleneck in practice. Then, with knowledge of likely pattern
matches and the average encryption time, we can begin extracting
subtraces with the correct associated data M;.

However, we find that our EM traces sometimes exhibit sporadic
noise or idle regions as if the encryption process were interrupted—
see, for example, Figure 3 between 1.24 ms and 1.25 ms. In these cases,
we find that there are often "gaps" in between confirmed encryption
pattern matches where we expect to see one or more other subtraces,
based on average encryption time. This situation is problematic—if
we do not know how many "missed" subtraces are contained within
a gap, we can no longer derive the correct associated plaintext M; for
any matched subtraces after the gap. Therefore, we cross-reference
with the collected timing measurements T; to determine how many
subtraces are missed due to noise or interrupts. This approach allows
us to reliably associate M; with the corresponding EM samples, while
maintaining data integrity, greatly decreasing acquisition time, and
only marginally increasing computation time.

Figure 3 shows an average long EM trace, visualized at three dif-
ferent zoom levels. Our subtrace extraction algorithm categorizes
subtraces according to both reliable pattern matches and correspond-
ing timing measurements. In our subsequent analyses, we discard
subtraces for which we do not have a good pattern match due to
noise. However, we must still know how many such subtraces are
missed in noisy regions so we can derive the correct M;. For all
following experiments, we use the automatically extracted subtraces
associated with their correct M;.

Known-key Leakage Analysis
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4.3 Leakage Models

Next, we need to identify a leakage model L(D, K) as discussed
in Section 2.3. To do so, we first investigate which intermediate
values might leak by running a known-key analysis. In this analysis,
we assume that the adversary knows the secret key K and thus
the value of each byte of intermediate AES state. We emphasize
that this approach is merely used as an initial security evaluation—
in our final attack, we do not assume that the adversary has such
knowledge. Then, having identified the MixColumns operation as
potentially vulnerable, we define a CPA attack which will later allow
us to extract the key (Section 5).

4.3.1 Known-key Evaluation. For the known-key evaluation, we
define 656 leakage models? LZ’; (D, K). Each leakage model returns
the Hamming weight of byte y, x in the intermediate state produced
after executing operation o € [pt, add, sub, sh, mix] in round
r € [0 —9]. Each operation in o corresponds to an AES operation
as defined in Section 2.1, respectively—the operation pt is a special
case, denoting the input plaintext to the cryptosystem. As an exam-
ple, given that the associated data D contains the plaintext P and
ciphertext C, we would have the following leakage models:

L5 (D,K) = HW (Pyy)
£330 (D,K) = HW (PyxeaK )

sub 0 0
(D,K) = HW (s[Py,x ® Ky’x]) "

£ (D,K) = HW (ny ® K’y‘f;f)
2999 (D.K) = HW (Cy.x)

For each of these leakage models and sample indices i, we calculate
Pearson’s correlation coefficient p0 "l and sort the corresponding
coefficients by magnitude. We then focus on the highest-magnitude
correlations for attacks on an unknown key.

4.3.2  MixColumns. Figure 4 shows the results of our known-key
analysis for each AES operation in each round. We observe high-
magnitude intermediate correlations both near the beginning and the
end of the encryption process—these correlations are tightly coupled
to input/output (IO) correlations, and thus not entirely useful for
unknown-key intermediate correlations. More notably, we also see
correlation spikes for outputs of the AddRoundKey and MixColumns

216 byte positions * (4 operations/round * 10 rounds + 1 plaintext state)



operations within the temporal region of interest. Comparatively, the
MixColumns correlation spikes have consistently high magnitudes
suggesting that Apple’s implementation of aesmc leaks sensitive
internal cryptographic data. It is this operation which we target in
our subsequent attacks.

4.3.3 Unknown-Key Correlation. Knowing now that we wish to
target the output of MixColumns operations, we must decide on a
suitable leakage model which can capture the correlation between
D-derived intermediates and the trace samples T = {sg, s1, ..., Sn—1}-
Specifically, we need a model which returns the Hamming weight of
some byte from the output M of some internal MixColumns, specified
in terms of D and some key guess(es) K. Two such options are
available, both of which we derive.

The first option would calculate some selected byte in the output
of MixColumns in AES round 0, based entirely on the values of the
plaintext P. However, due to the diffusion properties of MixColumns
[7], each byte of this intermediate actually depends on the values
of 4 bytes in P and thus 4 bytes of key guesses. This can be seen
by deriving the output of the target MixColumns (notated M?) in
terms of plaintext P and key guesses K, utilizing intermediate states
R, B, A corresponding to the outputs of the first round’s ShiftRows,
SubBytes, and AddRoundKey operations respectively:

3 3
0o _ o0 n0
My, = ZXI—yRi,x = ZXI—yBi,x—i
i=0 i=0
5 5 (©))
= in—ys [A?,x_i] = in—ys [Pix—i ® Kix—i]
i=0 i=0

If we were to proceed with this hypothetical attack, we would
have to define one leakage model for each of the 2%? possible com-
binations of K for each target byte Mg,x. This quickly becomes
computationally infeasible.

The second option instead calculates some selected byte in the
output of the last MixColumns operation in round 8, based on the
values of the ciphertext C. To do so, all we need to do is invert round
9 from the known C back to the output of MixColumns in round 8:

_ plast _ p9 last _ 9 last
Cy,x = Ay,x = Ry,x (&3] Ky,x = By,x—y 3] Ky,x
=S A9 Klast =S M8 K9 Klast
= [ y,x—y] © yx [ yx—y ® y,x—y] @ y.x (4)
8 -1 last 9
S My y =5 [Cyx ®K% 10Ky 5y
8 -1 last 9
= My, =S [Cyxry ® Kylesyl ® Ky «

This derivation, in contrast to the previous one, only depends on
one ciphertext byte and two key guess bytes. We thus only need
to define leakage models for 21° possible combinations of K for
each target byte Mz,x’ which represents a significant speedup in
computation time. For our unknown-key attacks in Section 5, we
thus use the following leakage model:

r (D, Ky Wz,x) = HW (5_1 [Cy,xw ® le?;iy] ® 7(?3”‘) )

5 RESULTS

In order to extract an unknown-key from EM side channel traces,
we define a leakage model L(D, ‘Klya;iy ‘Kz’x) for each byte posi-
tion (y, x) and key guess combination (‘Kly‘fjiy, 7(!9/,,() € {0 - 255}2.
We then collect long EM traces using our accelerated acquisition
approach (Section 4.2) and preprocess them into subtraces (Section
4.2.1). Finally, using each subtrace, we calculate the Pearson correla-
tion between each defined leakage model and subtrace data index
and sort the leakage models based on peak absolute-value correlation.
This sorting order then becomes the basis for our attack, under the
assumption that higher correlation values indicate higher probability

that the key hypothesis is correct.
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Figure 5: Raw correlation plots from the unknown-key attack
on Ky o. The correlation for the correct guess is shown in blue,
the inverse guess in red, and incorrect guesses in gray. (a) Cor-
relation plotted against time. The leaky temporal region is
highlighted. (b) Correlation plotted against number of traces.
This key position begins leaking at 10 million subtraces.

5.1 Correlation Plots

Figure 5 shows an example correlation trace for Ko, as well as
the correlation coefficient’s evolution across number of traces. In the
top subfigure, we highlight the temporal region of interest for which
we see the maximum correlation for the correct key guess—note that
this region closely lines up with the peak in round 8 of Figure 4. The
bottom subfigure shows the correlation coefficient’s evolution as the
number of subtraces increases. We can see that, for both the correct
and the inverse (Section 5.1.1) key guesses, the absolute correlation
magnitude consistently stays above the magnitudes for incorrect key
guesses. This indicates that correct key guesses are distinguishable,
and thus lead to key extraction for this byte position.

5.1.1 Inverse guesses. For some byte positions (Ko 2, Ko,3, K2,1, K33
in Figure 6), we see a consistently strong false positive which has a
similar, high absolute correlation as the correct key guess. We find
that this false positive is always due to the leakage model where
Wilajfry =K é“;fry and 7(3’,( = Kg,,x, i.e., the last round key guess is
correct, but the second-to-last round key guess is the bitwise NOT of
the correct guess. We thus name this false positive the inverse guess.

When comparing the correlation plots for the inverse guess to
the correct guess, we see inverse correlations (Figure 5). That is, a
strong positive correlation for the correct key guess will be reflected
as a strong negative correlation for the inverse guess. We note that
within our temporal region of interest, the correct key guess always
has the positive-magnitude correlation. Therefore, the presence of
the single inverse guess does not harm our attack since it is always
possible to distinguish it from the correct guess.

5.2 Per-Position Results

Figure 6 shows the results of an unknown-key attack as described
above. For each key index, and for various amounts of accumulated
subtraces, we plot the guessing entropy [26] at each byte position.
Recall that each byte index will have 256 * 256 = 21° leakage models
associated with it. After sorting by Pearson correlation, we find the
index I of the correct leakage model (where ‘I(é?;fry = Kzlfjiy and
‘Kz,x =K Z’x) and take log, 7 as an approximation for the key byte’s
remaining security level. This models a brute-force adversary who
simply searches the sorted leakage model list in ascending order.

Our results show that, although our specific attack model initially
doubles the bits of security at each byte position, the correlation-
sorting approach quickly leads to successful key recovery for many
byte positions. This effect is perhaps most significant for K3 1, where
we successfully recover the key after correlating only 5 million
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subtraces. Even for more resilient byte positions such as K3 g and K3 2,
correlating 30 million subtraces leads to successful key extraction.

5.3 Overall Results

For our final guessing entropy calculation, we model an adver-
sary similar to the adversary in Figure 6. However, this adversary
additionally utilizes the inverse guess detection strategy described
in Section 5.1.1. This allows us to fully extract the entire 128-bit
secret key after correlating approximately 43 million subtraces. We
note that even if the adversary does not try to detect the inverse
guesses, the worst-case guessing entropy of the attack is only 16 bits
(or 65536 key combinations), which is trivially brute-forceable by
even slow hardware.

6 CONCLUSION

In this work, we show the first side channel attack on a RISC-style
AES instruction set extension. We find that an EM-based side channel
attack targeting the output of the ARM aesmc instruction can suc-
cessfully extract secret keys (Section 4). This attack requires between
5-30 million traces to succeed, which corresponds to an operation on
approximately 80-480 megabytes of data. We justify these arguably
high data requirements by explicitly defining a victim model (Section
3) which naturally allows for such data collections—when combined
with our advanced preprocessing approach (Section 4.2), such at-
tacks move from academic significance to practical significance. This
highlights the need for side channel leakage evaluations/defenses
for real-world devices and production software.
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