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Abstract. Lattice and code based hard problems such as Learning With Errors (LWE)
or syndrome decoding (SD) form cornerstones of post-quantum cryptography. However,
signature schemes built on these assumptions remain rather complicated. Indeed, sig-
nature schemes from LWE problems are built on the Fiat-Shamir with abort paradigm
with no apparent means for knowledge extraction. On the code side, signature schemes
mainly stem from Stern’s zero-knowledge identification scheme. However, because of its
large soundness error of 2/3, it is costly to turn into a signature scheme. The latest devel-
opments rely on complicated cut-and-choose and multiparty-in-the-head techniques. As
a consequence, they apply the Fiat-Shamir transformation on protocols with at least 5
rounds, leading to additional complexity and degraded security parameters. In the present
paper, we propose an alternative approach to build a simple zero-knowledge Σ-protocol
with a small soundness error, based on the hardness of Ring-and-Noise assumptions, a
general family of assumptions that encompasses both lattices and codes. With such a
Σ-protocol at hand, signatures can directly be derived by invoking the standard Fiat-
Shamir transform, without the need for aborts. The main novel tool that allows us to
achieve this is the use of specifically tailored locality sensitive hash functions. We out-
line our schemes for general Ring-and-Noise assumptions and present them in detail for
the ring of residues modulo Mersenne numbers endowed with the Hamming metric. This
Mersenne setting is ideal to illustrate our schemes, since it is close in spirit to both lattice
and code based assumptions.

1 Introduction

Lattice and code based problems are among the most prominent computational hardness as-
sumptions that post-quantum cryptography is built on. They are also the earliest conceived,
most well studied and accepted post-quantum hardness assumptions [25,28]. Lattice, code based
and various other hardness assumptions may be viewed as part of a unified framework called the
Ring-and-Noise assumptions family [21]. Informally, we have a commutative ring R endowed
with a relaxed notion of distance that behaves well with respect to the ring arithmetic. For
random ring elements, the weight induced by the distance to zero needs to be at most additive
(up to a small constant) with respect to addition . It also needs to be at most multiplicative
with respect to multiplication. Fix a secret: S ∈ Rk of dimension k > 1 over the ring. The
generic hardness assumption is that despite having access to an arbitrary large number of in-
dependent samples, the distribution (U, 〈U, S〉+ ε) with a uniform U ∈ Rk and an independent
random noise ε ∈ R of appropriately small weight is computationally indistinguishable from
the uniform distribution. To instantiate the LWE problem in this framework, consider the ring
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of residues modulo an odd number q with the Euclidean distance between representatives in
{(−q + 1)/2, . . . , (q + 1)/2}. To instantiate code assumption, use binary vectors together with
the Hamming distance. Another example is the Mersenne low Hamming weight assumption [2].
It takes the ring of residues modulo a Mersenne prime p = 2n − 1. The distance between two
elements is defined as the Hamming distance between the corresponding n-bit strings of repre-
sentatives in {0, 1, . . . , p− 1}.

There are elegant encryption schemes, conceptually simple to state and implement, whose
security is reduced to lattice or code based problems such as LWE. However, the state of sig-
nature scheme design based on such problems is not as pleasant. The main difficulty seems to
be a simple adaptation of Fiat-Shamir paradigm to fit such problems . For instance, known
Fiat-Shamir signatures from LWE problems involve an additional aborting step [23,24] that is
crucial for security. Aborts serve to enforce the independence of the signature distribution from
the secret key. There have been a sequence of signature constructions following this path, with
significant improvements and based on varied assumptions [14,6,15,5]. An attempt to remove
the need for aborts was proposed recently from “ad-hoc" lattice based assumptions [7].

The central caveat to signatures with aborts is the difficultly of knowledge extraction. Ex-
tracting the knowledge of the secret from an honest prover (using a rewinding technique) in
a zero knowledge identification protocol is critical in security arguments for the Fiat-Shamir
transformation. To complicate things further, it is not known how to apply Fiat-Shamir with
abort on code based assumptions involving the Hamming distance. However, it was used in a
recent code based signature scheme in the rank metric [4].

In the code based world, most signature schemes derive from Stern’s code-based Σ proto-
col [29], which has been adapted to lattices in [22]. However, its large soundness error is often
a problem. To bypass it, subsequent work, such as [30,18,26,3,16], use more complicated cut-
and-choose and multiparty-in-the-head techniques [20]. Another issue with these post-quantum
signature schemes is that they don’t easily accommodate more advanced applications like blind
signatures [11], multi signatures [10], and threshold signatures [12,13], which can all be instan-
tiated from a classical hardness assumption like the discrete logartihm problem.

In this paper, we present an honest verifier computational zero-knowledge identification
protocol for the language of two (or more) noisy linear equations over commutative rings.
The noise here is specified as a part of a Ring-and-Noise hardness assumption. Our protocol
is a Σ-protocol, following the canonical commit-challenge-respond motif. Soundness and zero
knowledge are both guaranteed by a variation of the Ring-and-Noise assumption, which we call
the Small Multiplier Ring-and-Noise Assumption. Uniformly choose a secret vector S ∈ Rk of
dimension k ≥ 2 over the ring. The hardness assumption is that despite having access to an
arbitrary number of samples, the distribution (U, 〈U, S〉+ ε) with a noise vector U ∈ Rk (com-
posed of independent noise coordinates) and an independent noise ε ∈ R is computationally
indistinguishable from the distribution arising as the direct product of a noise vector U and a
uniform vector. Invoking the Fiat-Shamir transformation, we turn this protocol into a simple
signature scheme that is unforgeable under the same hardness assumption – in the random
oracle model.

The main novelty in our protocol is the use of a locality sensitive hash function as an extrac-
tor, to strongly bind the prover during his initial commitment while preventing the undesired
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leakage that led to protocols with aborts. In particular, this allows for seamless knowledge ex-
traction. An outline of our identification protocols and signature schemes is first presented in
§ 2 for Ring-and-Noise assumptions in broad generality. The exposition is at a high level, to
facilitate the translation of our scheme to any particular instantiation of the Ring-and-Noise
assumption. We then fully demonstrate one such translation in the subsequent two sections.
The necessary extractor function tailored to the Hamming metric is described in § 3. The iden-
tification protocol and signature scheme are detailed for the ring of residues modulo a Mersenne
number in the Hamming metric in § 4. We choose the Mersenne ring to illustrate our schemes
for two reasons. First, taking the Mersenne ring with the Hamming metric is close in spirit to
both lattice and code based assumptions. Further, the resulting signature scheme works over
the Hamming metric, where we do not know how to use the Fiat-Shamir with abort approach.

2 Signature schemes from Ring-and-Noise assumptions

Let R denote a finite commutative ring with a ‘distance’ function d : R × R → R≥0. Our
notion of distance is weaker than usual. It needs to be symmetric and enforce the identity of
indiscernibles. That is, for X,Y ∈ R, d(X,Y ) = d(Y,X) and d(X,Y ) = 0 ⇒ X = Y . Let
ω : R → R≥0 denote the weight function induced by the distance as ω(X) := d(X, 0),∀X ∈ R.
The weight function must behave well with ring arithmetic involving random elements. That
is, for uniform (X,Y ) ∈ R2, with probability close to one,

ω(X + Y ) ≤ a(ω(X) + ω(Y )) and ω(XY ) ≤ bω(X)ω(Y )

for absolute positive constants a and b. The protocols and assumptions will involve ‘vectors’
over R, by which we mean elements in some finite cartesian power Rc seen as a free module,
with a fixed basis in mind. We use capital latin alphabets to denote generic ring elements and
capital greek alphabets for ring elements designed to be of low weight. We use bold face for
vectors; latin bold face for generic vectors and greek bold face for vectors of low weight elements.

Examples. A guiding example (realizing the LWE problem) is to take R to be the ring Z/qZ
of residues modulo a (possibly composite) odd number q with d being the Euclidean distance
between representatives in {(−q + 1)/2, . . . , 0, . . . , (q − 1)/2}. In this case, the constants a
and b may be taken to be one. Another example realizes the Mersenne low Hamming weight
combination assumption. Take R to be the ring Z/pZ of residues modulo a Mersenne prime
p = 2n−1. Abusing notation, identify residues modulo p with the n-bit strings of representatives
in {0, 1, . . . , p}. For X,Y ∈ Z/pZ, take d(X,Y ) to be the Hamming distance between the n-bit
vector representatives of X and Y . The distance measure behaves well with ring arithmetic
involving random elements with constants a = 2 and b = 1 [2]. Unlike LWE, randomness is
needed to ensure the distance behaves well with arithmetic in this case.

Noise. For a real number ε, let Rε denote the set of elements of R of weight at most ε.
Informally, we call an element of weight much lower than that of a generic element as noise.
A vector/matrix all of whose coordinates are noise is called as a noise vector/matrix. Given ε,
the protocols will assume an appropriate noise distribution to draw elements from Rε. When
the protocols draw random noise vectors/matrices, we mean that the coordinates are chosen
independently, each according to the aforementioned noise distribution.
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Ring-and-Noise assumptions. Fix a small positive integer parameter k > 1. To build intu-
ition, it is convenient to think of k as 2. For technical reasons, such as the proof of uniformity
of certain extractor outputs, one may require a slightly larger k. Fix a weight bound σ such
that the product of two elements of weight sigma is still smaller than that of a generic element.
In the Mersenne example, σ = Θ((log(p))1/3) suffices; since a generic element has weight Θ(p).

Ring-and-Noise assumption: Let S ∈ Rk be a uniformly random secret vector. Despite access
to arbitrarily many samples, (U, 〈U,S〉 + Γ ) drawn with uniform U ∈ Rk and random noise
Γ ∈ Rσ is computationally indistinguishable from the uniform distribution over in Rk ×R.

Small Multiplier Ring-and-Noise assumption: Let S ∈ Rk be a uniformly random secret
vector. Despite access to arbitrarily many samples, (Θ, 〈Θ,S〉+Γ ) drawn with a random noise
vector Θ ∈ Rkσ and a random noise Γ ∈ Rσ is computationally indistinguishable from the
product of the noise vector distribution over Rkσ and the uniform distribution over R.

We present an honest verifier public coin computational zero knowledge identification pro-
tocol for the language(

description of R,R, AR +∆ | R ∈ Rk, noise vector ∆ ∈ Rkσ, A ∈ R
)

conditioned on the Small Multiplier Ring-and-Noise assumption.

Extractor. A key ingredient in our protocols is an extractor function

E : K ×R → S

where K is a set of size comparable to that of R and S is a small finite set. The first argument to
the extractor will typically be a public random string from our protocols. We will be interested
in the function values while the first argument is drawn at random. Denote the image of
(W,X) ∈ K ×R under E by EW (X). We require for uniform W ∈ K and appropriate weight
thresholds σ1, σ2 that{

EW (X) = EW (Y ) with probability close to 1, if d(X,Y ) ≤ σ1
EW (X) and EW (Y ) are independent and uniform, if d(X,Y ) > σ2.

Let ` denote the number of samples, chosen large enough to assure soundness. Typically, ` =
Θ(log(|R|)) suffices. Identifying K`×R` with (K×R)` and applying the extractor E coordinate
wise, we get

Ext` : K` ×R` → S`.

The image of (W,X) ∈ K` ×R` under Ext` is denoted by Ext`W(X).

Identification schemes. As public randomness, draw a random ` by k noise matrix Λ ∈ R`×kσ

and a uniform W ∈ R`.

– Prover: Independently draw random noise vectors Φ ∈ Rkσ,Ψ ∈ R`σ and a uniform element
Y ∈ R. Using a commitment protocol, commit to E := Ext`W (Λ(YR +Φ) + Ψ) .
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– Verifier: Send a noise Γ ∈ Rσ′ as a challenge. The challenge weight bound σ′ may be much
smaller than σ. Informally, the product of two elements of weight σ with another element
of weight σ′ should be smaller than the weight of a generic element.

– Prover: Send the response Y +AΓ to the challenge and open the commitment to reveal E.

– Verifier: Reject if the revealed E is inconsistent with its commitment. Draw a random noise
vector Ψ ′ ∈ R`σ and reject if E′ := Ext`W

(
Λ ((Y +AΓ )R− Γ (AR +∆)) + Ψ ′

)
is far from

E. Else, accept.

Identification protocol for
(
description of R,R, AR +∆ | R ∈ Rk,∆ ∈ Rkσ, A ∈ R

)
.

Public randomness: Λ ∈$ R`×kσ and W ∈$ R`

Prover Verifier

Draw Φ ∈$ Rkσ,Ψ ∈$ R`σ and Y ∈$ R.

Compute E := Ext`W (Λ(YR +Φ) + Ψ).

Commitment(E)

Challenge Γ ∈$ Rσ′

Y +AΓ , Opening(E)

Draw Ψ ′ ∈$ R`σ and compute

E′ := Ext`W
(
Λ ((Y +AΓ )R− Γ (AR +∆)) + Ψ ′

)
.

Accept if and only if E and E′ are close.

Signatures. We transform the identification scheme into a signature scheme using Fiat-
Shamir [17]. Fix a public cryptographic hash function H whose image is restricted to Rσ′ .
Draw a public random matrix Λ and an extractor seed W; just as in the identification proto-
col. The public verification key is the instance

(description of R,R, AR +∆,Λ,W)

with independently chosen uniform R ∈ Rk, uniform A ∈ R and noise vector ∆ ∈ Rkσ. To
reduce the key size in practice, the public randomness Λ,W may be generated using a fixed
public pseudorandom generator and a public seed. The public seed is then made part of the
public verification key. The signer knows the private key A (and hence also knows ∆). Let M
denote the message. The signer first extracts Ext`W (Λ(YR +Φ) + Ψ) as in the identification
scheme. Without interaction, the signer then prepares the challenge Γ as the hash of the
extraction concatenated with the message

Γ := H
(
Ext`W (Λ(YR +Φ) + Ψ) ,M

)
.
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The signer appends the response Y +AΓ and the extraction as the signature(
Y +AΓ,Ext`W (Λ(YR +Φ) + Ψ)

)
of M . The verifier checks that

Ext`W (Λ(YR +Φ) + Ψ) and Ext`W (Λ ((Y +AΓ )R− Γ (AR +∆)))

are close in agreement. The left hand side was revealed in the signature, which also allows the
verifier to compute the challenge Γ using the hash H. The right hand side is computed from
the knowledge of the challenge Γ , the response Y +AΓ and the randomness Λ.

Signature scheme.

Key Generation: R ∈$ Rk, A ∈$ R,∆ ∈$ Rkσ.
Private signing key: A.

Public verification key: R, AR +∆,Λ ∈$ R`×kσ ,W ∈$ R`.
Public hash function H with range Rσ′ .

Signer Verifier

Generate a message M .

Draw Φ ∈$ Rkσ,Ψ ∈$ R`σ, Y ∈$ R and extract

E := Ext`W (Λ(YR +Φ) + Ψ).
Generate the challenge Γ := H (E,M) .

M, Signature= (Y +AΓ,E)

Compute the challenge Γ := H (E,M) .

Verify if Ext`W (Λ ((Y +AΓ )R− Γ (AR +∆))) is close to E.

We next sketch arguments for the completeness, soundness and zero knowledge of the Σ-
protocol. The unforgeability of the signature scheme in the random oracle model follows from
the now standard Fiat-Shamir arguments [27,1].

Completeness. Consider an instance (description of R,R, AR +∆) that belongs to the lan-
guage in question and an honest prover with knowledge of a witness A of membership. To claim
completeness, the verifier must accept with a constant probability. Assuming compliance to the
protocol, the prover’s honesty ensures passing of the commitment protocol. By construction,

(Y +AΓ )R− Γ (AR +∆) = YR− Γ∆

⇒ Λ(YR +Φ)−Λ((Y + ΓA)R− ΓR′) = Λ(Φ− Γ∆).

The righthand side makes it evident that this difference is a vector whose entries are the result
of ring arithmetic involving small weight elements. The choice of weight thresholds σ, σ′ along
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with the fact that k is a small constant ensures that the vector on the right has small entries.
Therefore, most coordinates of Λ(YR+Φ) and Λ((Y +ΓA)R−Γ (AR+∆)) are close enough
for the extractor to ensure the prover passes verification. The additive noise vectors Ψ ,Ψ ′ do
not contribute much to the respective extractions.

Soundness. Consider an instance (description of R,R,R′) and a prover P who convinces an
honest verifier V with probability greater than half. We claim that the instance must belong to
the language. That is, there is an A ∈ R such that R′−AR ∈ Rkσ. To this end, first challenge P
with a Γ and proceed with the protocol to successful completion. Let Z denote the response of
P in the final step, in place of Y +AΓ . Rewind the protocol up to the instant after P commits
to E. Now challenge the prover with a new Γ̂ distinct from Γ and proceed with the protocol
to successful completion. Let Ẑ denote the response of P in the final step, in place of Y +AΓ̂ .

Since both runs of the protocol succeeded and were tied to the same E,

Ext`W
(
Λ(ZR− ΓR′) + Ψ ′

)
and Ext`W

(
Λ(ẐR− Γ̂R′) + Ψ ′

)
(1)

agree at a great fraction of the ` coordinates. Consider the maps

R×Rσ′
fR,Λ−−−−−−−−−−−−−−−−−−−→ R` gW−−−−−−−−−−−−−−−−−−−−−−−−→ S`

(X,Ω) 7−−−−−−→ Λ(XR−ΩR′) + Ψ ′ 7−−−→ Ext`W
(
Λ(XR−ΩR′) + Ψ ′

)
parametrised by the R part of the instance and the shared public randomness Λ,W. The prover
found two distinct codewords in the code gW(fR,Λ(R×Rσ′)) ⊂ S` that are very close, namely
gW(fR,Λ(Z, Γ )) and gW(fR,Λ(Ẑ, Γ̂ )).

Assume there is no R-linear equation of the form R′ − AR ∈ Rkσ. By the Small Multiplier
Ring-and-Noise assumption, for each choice of (X,Ω) ∈ R × Rσ′ that is not a pair of zeroes,
Λ(XR−ΩR′)+Ψ ′ is indistinguishable from uniform in R`. Therefore, the code fR,Λ(R×Rσ′)
is indistinguishable from a random subset of the same size. The size of the code fR,Λ(R×Rσ′)
is small (closer to |R| than |R|2); therefore it has a large minimum distance.

The extractor map gW is locality sensitive. Finding a collision in R` under gW is hence easy,
merely pick two vectors that differ by a noise vector in R`σ1

. But the prover found something
stronger; a collision in the code fR,Λ(R×Rσ′) under gW. A union bound argument shows that
there are likely no collisions in a similarly small random subset of R` under gW. By finding a
collision, the prover distinguishes the code from a random subset; a contradiction. Therefore
our assumption was wrong. There is indeed an R-linear equation of the form R′ − AR ∈ Rkσ;
meaning our instance is in the language and the protocol is sound.

When the instance is in the language, the collision the prover finds differs by a noise vector

Λ(ZR− ΓR′)−Λ(ẐR− Γ̂R′) ∈ R`σ2
.

From the smallness of the coefficients of Λ and the randomness (which ensures that the linear
system Λ defines has sufficient rank), we can conclude that

ZR− ΓR′ − (ẐR− Γ̂R′) ∈ Rkσ ⇒ R′ − (Γ̂ − Γ )−1(Z − Ẑ)R ∈ Rkσ.

7



Therefore, the prover knows a witness (Γ̂−Γ )−1(Z−Ẑ). In this argument, we inverted elements
and linear systems as if R were a field. In the special cases of interest, informally R will behave
as a field for random elements. Otherwise, something else unlikely will happen, such as finding
two large factors of a Mersenne number.

Zero Knowledge. Let V ′ be an arbitrary verifier. We describe a Simulator S for V ′. The
simulator S is a non interactive probabilistic polynomial time algorithm that for instances in
the language produces a distribution that is indistinguishable from the transcript of interaction
between an honest prover P with a witness A of membership and V ′. In addition to the instance
and shared randomness, S draws/knows the challenge Γ .

Simulator S: Uniformly draw a challenge Γ ∈ Rσ′ . Independently draw a uniform Z ∈ R
and a random noise vector Ψ̂ ∈ R`. Extract Es := Ext`W

(
Ψ̂ + Λ(ZR− ΓR′)

)
and output

(a commitment to Es, challenge Γ,Z, revelation of Es) .

We claim that the output of S is indistinguishable from a transcript

(a commitment to E, challenge Γ, Y +AΓ, revelation of E)

of the protocol between an honest prover P (who knows A) and V ′. We claim something stronger:
that the transcripts are indistinguishable even prior to the extraction. That is,(

Γ,Z, Ψ̂ + Λ(ZR− ΓR′)
)

and (Γ, Y +AΓ,Ψ + Λ(YR +Φ))

are indistinguishable. If not, either Ψ̂ + Λ(ZR − ΓR′) or Ψ + Λ(YR + Φ) is distinguishable
from the uniform distribution, contradicting the noise multiplier Ring-and-Noise assumption.

3 Extractor design in the Hamming metric

For a positive integer n, define the deterministic function

En : {0, 1}n × {0, 1}n −→ {0, 1}

(U, S) 7−→

{
1, if

∑
i(−1)xi ≥ 0

0, else

where (x1, x2, . . . , xn) := U ⊕ S ∈ {0, 1}n denotes the pointwise xor of U and S.

When used in the cryptographic protocols, we will move one of the arguments to the sub-
script and denote E(U, S) by EU (S). The reason being that U will often be shared randomness
in the protocols and the interest will be in the function values EU (S) as U is fixed and S
varies. The functions EnU () are extractors modulo proximity in the Hamming metric. Say U is
drawn uniformly at random. When two strings S and Ŝ are close in Hamming distance, their
extractions EnU (S), E

n
U (Ŝ) will likely be identical. When they are far, their extractions will be

independent and uniform. The rest of this section quantifies these two properties. These func-
tions are close in spirit to the locality sensitive hash functions of Indyk and Motwani [19]. Our
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extractors however are not linear projections, due to the non linearity thresholding.

To extract more than one bit, we devise a sequence of deterministic functions

Extn,m : ({0, 1}n)m × {0, 1}n −→ {0, 1}m

(W,S) 7−→ Extn,mW (S)

indexed by positive integers n and m. The first coordinate W ∈ ({0, 1}n)m of the argument is
presented as a sequence of m n-bit strings W = (W1,W2, . . . ,Wm). Define

Extn,mW (S) := (En(W1, S), E
n(W2, S), . . . , E

n(Wm, S)) .

Lemma 1. Let n be an odd positive integer greater than 1. Let S, Ŝ ∈ {0, 1}n be two n-bit
strings with Hamming distance dH(S, Ŝ) ≤ d bounded by some positive integer d. For U ∈
{0, 1}n drawn uniformly at random,

En(U, S) = En(U, Ŝ)

with probability at least

1− 1

π

√
d

2n
+ o

(
d

n

)
.

Proof. Let X = (x1, x2, . . . , xn) := U ⊕S ∈ {0, 1}n and Y = (y1, y2, . . . , yn) := U ⊕ Ŝ ∈ {0, 1}n
respectively denote the pointwise xors. Since U is uniformly random in {0, 1}n, X and Y are
(dependent but) both uniformly random in {0, 1}n. Let I ⊆ {1, 2, . . . , n} ∈ {0, 1}n denote the
set of indices where S and Ŝ agree and let k := |I| be its cardinality. By construction, I is also
the set of indices where X and Y agree. Fixing orderings of I and its complement in {0, 1}n, the
strings (xi)i∈I ∈ {0, 1}k and (xi)i/∈I ∈ {0, 1}n−k are independent and uniformly distributed.
For En(U, S) to not equal En(U, Ŝ), it is necessary∣∣∣∣∣∑

i∈I
(−1)xi

∣∣∣∣∣ <
∣∣∣∣∣∑
i/∈I

(−1)xi

∣∣∣∣∣ . (2)

In essence, we have two independent simple symmetric random walks of length k and n− k on
Z. We are interested in the regime where n − k ≤ d � k and claim the probability that the
shorter random walk is farther from 0 than the longer random walk is small.

Since n is odd, precisely one of either k or n− k is even. Consider first, the case when k is
even and n− k is odd. The probability that inequality 2 holds is at most

2

n−k−1
2∑
j=1

Prob

(∑
i∈I

(−1)xi = 2j

)[
1− 2

j−1∑
`=1

Prob

(∑
i/∈I

(−1)xi = 2`+ 1

)]

= 2

n−k−1
2∑
j=1

Prob

(∑
i∈I

(−1)xi = 2j

)2 n−k−1
2∑
`=j

Prob

(∑
i/∈I

(−1)xi = 2`+ 1

) . (3)
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Since the mode of
∑
i∈I(−1)xi is 0 and

Prob

(∑
i∈I

(−1)xi = 0

)
= 2−k

(
k

k/2

)
=

1√
2πk

+ o(1),

the quantity 3 is upper bounded by√
2

πk

n−k−1
2∑
j=1

2 n−k−1
2∑
`=j

Prob

(∑
i/∈I

(−1)xi = 2`+ 1

)+ o(1).

=

√
2

πk

n−k−1
2∑
`=1

(
n− k + 1

2
− `
)

Prob

(∑
i/∈I

(−1)xi = 2`+ 1

)
+ o(1). (4)

Since n−k+1
2 +

∑
i/∈I(−1)xi follows the symmetric Binomial distribution Bin(n − k, 1/2), the

summation in equation 4 is recognised as the absolute mean deviation

E [|Bin(n− k, 1/2)− E (Bin(n− k, 1/2))|]

which is a constant fraction √
2

π

√
n− k
8

+ o

(√
1

n− k

)

of the standard deviation
√

n−k
8 of Bin(n− k, 1/2) [9](see also [8]). In summary, equation 4 is

upper bounded as

1

π

√
n− k − 1

2k
+ o

(√
n− k
k

)
≤ 1

π

√
d

2n
+ o

(√
d

n

)
.

The proof translates to the remaining case (where k is odd and n−k is even) mutatis mutandis.

Lemma 2. Let n be an odd positive integer. Let S, Ŝ ∈ {0, 1}n be two n-bit strings with Ham-
ming distance bounded as dH(S, Ŝ) ≤ d. For W ∈ ({0, 1}n)m drawn uniformly at random,

Extn,mW (S) = Extn,mW (Ŝ)

with probability at least

1− 1

π

√
dm2

2n
+ o

(√
dm2

n

)
.

Proof. Write W = (W1,W2, . . . ,Wm) as presented to Extn,m. Since W is drawn uniformly at
random from ({0, 1}n)m,W1,W2, . . . ,Wm are independent uniformly random strings in {0, 1}n.
Therefore,

Prob
(
En(Wi, S) = En(Wi, Ŝ),∀i ∈ {1, 2, . . . ,m}

)
=

m∏
i=1

Prob
(
(En(Wi, S) = En(Wi, Ŝ)

)
,

which, by lemma 1 is

≥ 1− 1

π

√
dm2

2n
+ o

(√
dm2

n

)
.
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The extractors have a complementary assurance too, that if two strings are far in Hamming
distance, then their extractions are different. Ideally, we want extractions of two strings that
are very far to be independent.

Lemma 3. Let n be an odd positive integer greater than 1. Let S, Ŝ ∈ {0, 1}n be two n-bit
strings with Hamming distance dH(S, Ŝ) = (1/2 − ζ)n for some constant ζ ∈ [0, 1/100). For
U ∈ {0, 1}n drawn uniformly at random, En(U, S) 6= En(U, Ŝ) with probability at least 2

9 .

Proof. We begin similar to the proof of lemma 1. Let X = (x1, x2, . . . , xn) := U ⊕ S ∈ {0, 1}n
and Y = (y1, y2, . . . , yn) := U ⊕ Ŝ ∈ {0, 1}n respectively denote the pointwise xors. Since
S is uniformly random in {0, 1}n, X and Y are (dependent but) both uniformly random in
{0, 1}n. Let I ⊆ {1, 2, . . . , n} ∈ {0, 1}n denote the set of indices where S and Ŝ agree and
let k := |I| be its cardinality. By construction, I is also the set of indices where X and Y
agree. Fixing orderings of I and its complement in {0, 1}n, the strings (xi)i∈I ∈ {0, 1}k and
(xi)i/∈I ∈ {0, 1}n−k are independent and uniformly distributed. If∣∣∣∣∣∑

i∈I
(−1)xi

∣∣∣∣∣ <
∣∣∣∣∣∑
i/∈I

(−1)xi

∣∣∣∣∣ (5)

then En(U, S) 6= En(U, Ŝ) with probability at least half. In essence, we have two independent
simple symmetric random walks of length k =

(
1
2 − ζ

)
n and n−k =

(
1
2 + ζ

)
n on Z. Condition

5 identifies the scenario when the shorter random walk is farther from 0 than the longer random
walk. Therefore the sign of the shorter random walk, which remains uniform conditioned on
5, determines if En(U, S) 6= En(U, Ŝ). The following are very crude Gaussian approximations.
The longer random walk concentrates as

Prob

(∣∣∣∣∣∑
i∈I

(−1)xi

∣∣∣∣∣ ≤
√
n

2
√
2

)
≥ 2

3
(6)

since the standard deviation of
∑
i∈I(−1)xi is

√
n( 12 + ζ)/2. The shorter random walk deviates

as

Prob

(∣∣∣∣∣∑
i/∈I

(−1)xi

∣∣∣∣∣ >
√
n

2
√
2

)
≥ 1

3
(7)

since the standard deviation of
∑
i/∈I(−1)xi is

√
n( 12 − ζ)/2. From inequalities 6,7 and the

independence of
∑
i∈I(−1)xi and

∑
i/∈I(−1)xi , condition 5 holds with probability at least 2/9.

�.

4 Signature schemes over Mersenne rings with Hamming metric

We next tailor the identification protocols and signature schemes from Ring-and-Noise assump-
tions to the ring Z/pZ of residues modulo a Mersenne prime p = 2n − 1 endowed with the
Hamming metric. The primality constraint may be relaxed to allow for Mersenne numbers
without small factors [2]. However, we insist on p being prime for ease of exposition. Therefore,
n is necessarily a prime. We further assume n is an odd prime thereby excluding the smallest
Mersenne prime p = 3. Assume there are infinitely many Mersenne primes, for otherwise our
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claims for the identification protocol(while still true) are vacuous.

Abusing notation, we often identify residues modulo p with the n-bit strings of canonical
representatives in {0, 1, . . . , p − 1}. In particular, for an X ∈ Z/pZ, ωH(X) will denote the
Hamming weight of the corresponding n-bit string. For X,X ′ ∈ Z/pZ, dH(X,X ′) will denote
the Hamming distance between the corresponding bit strings. For an X ∈ Z/pZ, when we call
the extractor function with X as an argument, the corresponding n-bit string is meant as the
argument.

We will keep the vector notation from § 2 specialized to R = Z/pZ. In particular, for a
positive bound ε, (Z/pZ)ε will denote the residues of Hamming weight at most ε. The noise
distribution on (Z/pZ)ε, will be the uniform distribution. Random noise vectors and matrices
are drawn with independent noise coordinates.

Set the weight bound σ := n1/3 for the noise. The one third exponent is chosen to simplify
narration and not optimized for performance. Specialized to Mersenne rings with Hamming
metric, for every integer k greater than one, our identification protocol is for the language(

n,R, AR +∆ | R ∈ Rk,noise vector ∆ ∈ (Z/pZ)kσ, A ∈ Z/pZ
)

of k noisy linear congruences modulo Mersenne primes.

4.1 Identification protocol

We propose a three round commit-challenge-respond Σ-protocol with shared randomness. The
instance published is

(n,R, AR +∆).

We will use the extractor function designed in the previous section, whose outputs are bit
strings. Set the total number of bits extracted to ` := 34n. Set ε := 1/10 and take the challenge
weight bound to be σ′ := nε. Again, these parameters are chosen to facilitate exposition and are
not optimized for performance. The protocol will be sound and zero knowledge conditioned on
the following assumption, which is a small weight multiplier twist on Mersenne low Hamming
combination assumptions [2].

Small Multiplier Mersenne Low Hamming Combination assumption: Let S ∈ (Z/pZ)k be
a uniform secret vector. Despite access to arbitrarily many samples, (Θ, 〈Θ,S〉 + Γ ) drawn
with a uniform noise vector Θ ∈ (Z/pZ)kσ and uniform noise Γ ∈ (Z/pZ)σ is computationally
indistinguishable from the the uniform distribution over (Z/pZ)kσ × (Z/pZ).

As public randomness, draw a uniform ` by k noise matrix Λ ∈ (Z/pZ)`×kσ and a uniform
W ∈ (Z/pZ)`.

– Prover: Independently draw uniform noise vectors Φ ∈ (Z/pZ)kσ,Ψ ∈ (Z/pZ)`σ and a uni-
form Y ∈ Z/pZ. Using a commitment protocol, commit to E := Ext`W (Λ(YR +Φ) + Ψ) .

– Verifier: Send a uniform challenge Γ ∈ (Z/pZ)σ′ .

12



– Prover: Send the response Y +AΓ to the challenge and open the commitment to reveal E.

– Verifier: Reject if the revealed E is inconsistent with its commitment. Draw a uniform noise
vector Ψ ′ ∈ (Z/pZ)`σ and reject if E′ := Ext`W

(
Λ ((Y +AΓ )R− Γ (AR +∆)) + Ψ ′

)
is far

from E. Else, accept.

We next argue for completeness and soundness; taking into consideration the weight bounds
σ, σ′ and the distribution guarantees of the extractors from § 3. The proof of zero knowledge
is omitted, as it translate readily from the general case to the Mersenne case, without much
regard to the parameters chosen.

Completeness. Consider an instance (description of R,R, AR +∆) that belongs to the lan-
guage in question and an honest prover with knowledge of a witness A of membership. To claim
completeness, the verifier must accept with a constant probability. Assuming compliance to the
protocol, the prover’s honesty ensures passing of the commitment protocol. By construction,

(Y +AΓ )R− Γ (AR +∆) = YR− Γ∆

⇒ Λ(YR +Φ)−Λ((Y + ΓA)R− ΓR′) = Λ(Φ− Γ∆).

Theorem 3 in [2] together with the triangle inequality implies

ωH(Λ(Φ− Γ∆)) = n2/3+o(1)

by the choice of weight thresholds σ, σ′, uniformity of Λ(YR +Φ) and k being a constant. By
lemma 1, E ⊕ E′ is a Bernoulli distribution with ` = 34n trials and probability of 1 in each
trial bounded by n−1/3+o(1). Therefore with probability close to one, the prover passes the last
step of verification.

Soundness. Consider an instance (n,R,R′) and a prover P who convinces an honest verifier
V with probability greater than half. We claim that the instance must belong to the language.
That is, there is an A ∈ R such that R′ − AR ∈ Rk

σ. To this end, first challenge P with a
Γ and proceed with the protocol to successful completion. Let Z denote the response of P in
the final step, in place of Y + AΓ . Rewind the protocol up to the instant after P commits to
E. Now challenge the prover with a new Γ̂ distinct from Γ and proceed with the protocol to
successful completion. Let Ẑ denote the response of P in the final step, in place of Y +AΓ̂ .

Since both runs of the protocol succeeded and were tied to the same E,

Ext`W
(
Λ(ZR− ΓR′) + Ψ ′

)
and Ext`W

(
Λ(ẐR− Γ̂R′) + Ψ ′

)
(8)

agree at a great fraction of the ` coordinates. Consider the maps

Z/pZ× (Z/pZ)σ′
fR,Λ−−−−−−−−−−−−−→ (Z/pZ)`

gW−−−−−−−−−−−−−−−−→ {0, 1}`

(X,Ω) 7−−−−−−→ Λ(XR−ΩR′) + Ψ ′ 7−−−→ Ext`W
(
Λ(XR−ΩR′) + Ψ ′

)
parametrised by the R part of the instance and the shared public randomness Λ,W. The prover
found two distinct codewords in the code gW(fR,Λ((Z/pZ)× (Z/pZ)σ′)) ⊂ {0, 1}` that are very
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close. Namely gW(fR,Λ(Z, Γ )) and gW(fR,Λ(Ẑ, Γ̂ )).

Assume there is no Z/pZ-linear equation of the form R′ − AR ∈ (Z/pZ)kσ. By the Small
Multiplier Mersenne Low Hamming Combination assumption, for each choice of (X,Ω) ∈
Z/pZ × (Z/pZ)σ′ that is not a pair of zeroes, Λ(XR − ΩR′) + Ψ ′ is indistinguishable from
uniform in (Z/pZ)`. Therefore, the code fR,Λ(Z/pZ × (Z/pZ)σ′) is indistinguishable from a
random subset of the same size. The size of the code fR,Λ(Z/pZ × (Z/pZ)σ′) is small (close
to p11/10 ≈ 211n/10); therefore it has a large minimum distance. In particular, by the Gilbert-
Varshamov bound, the relative distance is at least 1/2− δ, for a small δ ∈ (0, 1/100].

The extractor map gW is locality sensitive. Finding a collision in (Z/pZ)` under gW is hence
easy. By lemma 2, merely picking two vectors that differ by a noise vector in (Z/pZ)`σ suffices.
But the prover found something stronger; a collision in the code fR,Λ(Z/pZ× (Z/pZ)σ′) under
gW. In the ensuing paragraph, we present a union bound argument showing that there are
likely no collisions in a similarly small random subset of (Z/pZ)` under gW. If fact, the union
bound argument will only use the fact that such a small random subset has relative distance at
least 1/2− δ. By finding a collision, the prover distinguishes the code from a random subset; a
contradiction. Therefore our assumption was wrong. There is indeed an Z/pZ-linear equation of
the form R′−AR ∈ (Z/pZ)kσ; meaning our instance is in the language and the protocol is sound.

Let δ ∈ (0, 1/100]. By lemma 5, for two distinct C,C′ ∈ fR,Λ(Z/pZ × Z/pZ) ⊂ {0, 1}n`
with Hamming distance dH(C,C′) > (1/2− δ)n`, hW(C)⊕hW(C′) is a Bernoulli distribution
with probability of 1 for a trial at least 2/9. Therefore, the probability that the encodings of C
and C′ under hW collapse in relative distance is bounded by

ProbW

(
dH(hW(C), hW(C′)) ≤ `

9

)
≤ e−`D( 1

9 ||
2
9 ) ≈ e−0.04167 ` ≈ 2−0.06 `

where D( 19 ||
2
9 ) is the Kullback-Leibler divergence between Bernoulli distributions with proba-

bilities 1/9 and 2/9. By the union bound,

ProbW

(
∃ distinct C,C′ ∈ fR,Λ(Z/pZ) | dH(hW(C), hW(C′)) ≤ `

9

)
≤
(
211n/10

2

)
2−0.06 `

which is exponentially small for ` ≥ 34n. This completes the proof of membership.

When the instance is in the language, the collision the prover finds differs by a noise vector

Λ(ZR− ΓR′)−Λ(ẐR− Γ̂R′) ∈ (Z/pZ)`σ.

From the smallness of the coefficients of Λ and the randomness (which ensures that the linear
system Λ defines has sufficient rank), we can conclude that

ZR− ΓR′ − (ẐR− Γ̂R′) ∈ (Z/pZ)kσ ⇒ R′ − (Γ̂ − Γ )−1(Z − Ẑ)R ∈ (Z/pZ)kσ.

Therefore, the prover knows a witness (Γ̂ − Γ )−1(Z − Ẑ).

Signature scheme. We transform the identification scheme into a signature scheme using Fiat-
Shamir [17]. Fix a public cryptographic hash function H whose image is restricted to (Z/pZ)σ′ .
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Draw a public random matrix Λ and an extractor seed W; just as in the identification protocol.
The public verification key is the instance

(n,R, AR +∆,Λ,W)

with independently chosen uniform R ∈ (Z/pZ)k, uniform A ∈ Z/pZ and noise vector ∆ ∈
(Z/pZ)kσ. To reduce the key size in practice, the public randomness Λ,W may be generated
using a fixed public pseudorandom generator and a public seed. The public seed is then made
part of the public verification key. The signer knows the private key A (and hence also knows
∆). Let M denote the message to be signed. The signer first extracts Ext`W (Λ(YR +Φ) + Ψ)
as in the identification scheme. Without interaction, the signer then prepares the challenge Γ
as the hash of the extraction concatenated with the message

Γ := H
(
Ext`W (Λ(YR +Φ) + Ψ) ,M

)
.

The signer appends the response Y +AΓ and the extraction as the signature(
Y +AΓ,Ext`W (Λ(YR +Φ) + Ψ)

)
of M . The verifier checks that

Ext`W (Λ(YR +Φ) + Ψ) and Ext`W (Λ ((Y +AΓ )R− Γ (AR +∆)))

are close in agreement. The left hand side was revealed in the signature, which also allows the
verifier to compute the challenge Γ using the hash H. The right hand side is computed from
the knowledge of the challenge Γ , the response Y + AΓ and the randomness Λ. The signa-
ture scheme is unforgeable conditioned on the Small Multiplier Low Hamming Combination
assumption in the random oracle model.
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