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Abstract

Benefiting from its independence of leakage model, side-channel collision attack is one
of the most common distinguishers and attracts wide attention. Although several improve-
ments have been given, its performance on attacking a single collision value has not been
significantly improved. Its optimization and efficiency is still an open problem. To solve
this, we theoretically analyze the quantitative relationship between encryptions and col-
lisions in this paper, and propose an efficient side-channel attack named Collision-Paired
Correlation Attack (CPCA) for low noise scenarios to guarantee that the side with fewer
samples in a collision to be detected is completely paired. This optimizes the inefficient
utilization of collision information in the existing collision attacks. Moreover, to further
exploit the collision information, we maximize the collision pairing, and this optimization
significantly improves CPCA and extends our CPCA to large noise scenarios. Finally,
to reduce computation complexity, we further optimize our CPCA to a CPA-like distin-
guisher. Our further theoretical study fully illustrates that our CPCA provides the upper
security bound of CECA, and experimental results fully show its superiority.
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1 Introduction

Secret information leaks through side-channels such as time consumption [15], power consump-
tion [27], electromagnetic [11], cache patterns [18] and acoustic [12] when cryptographic algo-
rithms are implemented on hardware devices. These leakages can be collected and exploited to
recover the secret information (e.g. the private key). These attacks are named as Side-Channel
Attacks (SCAs). They have successfully conquered many cryptographic systems in real world,
and attract wide attention. The power side-channel attacks can be divided into two categories
according to whether they need to profile a leakage model: profiled attacks and non-profiled
attacks.

Compared to non-profiled attacks, profiled attacks exploit the side-channel leakages in the
optimal manner, but require the knowledge of the leakage function. This can be done by es-
timation (i.e., profiling). They then apply a maximum likelihood distinguisher (e.g. Template
Attack [8]) to exploit the leakage information. However, the devices may keep their crypto-
graphic implementations as secrets, which are not allowed to profile. Moreover, the variability
of fabrication in some particular architectures like deep submicron CMOS technologies can be
very large, their leakage model is unpredictable. Finally, assumption error and estimation error
of leakage function will make the profiling a hard task [10,22]. Obviously, it is difficult or even
impossible for profiled power side-channel distinguishers like TA and non-profiled power side-
channel distinguishers like Correlation Power Analysis (CPA) [6] exploiting classic hypothesis
models (e.g. Hamming weight model) to capture leakage information in the above scenarios.

Unlike the above schemes, Collision Attacks (CAs) [16] can be well applied to the above
scenarios through exploiting the similarity of leakages without relying on the specific leakage
model. However, the existing power side-channel collision attacks only achieve a very low
performance when considering only a fixed collision value rather than attacking several sub-
keys simultaneously, and our goal is to improve them. Related works will be introduced in the
next subsection before introducing our contributions.

1.1 Related Works

One advantage of power side-channel collision attacks is that they can circumvent the modeling
issue, i.e., they are non-profiled attacks as we have explained before. Benefiting from the
repeated operations in the cryptographic implementations, collisions in an encryption can be
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judged by only comparing the similarity of leakages. This feature was firstly exploited in [24] on
DES and then [23] on AES to identify the same inputs of S-boxes. Bogdanov extended this to
different encryptions and generalized the collisions in [3]. They further optimized the threshold
decision on similarity and improved the collision detection by binary voting and ternary voting
mechanisms in [4].

Unfortunately, the above collision attacks compare the similarity of leakage horizontally, and
cannot be applied to masked implementations, since the intermediate values are masked and
their similarity of leakages disappears. Moradi et al. estimated leakage moments corresponding
to the S-boxes operations and ingeniously abstracted the notation of collision, thus avoiding
direct collision detection. They used Pearson correlation coefficient to detect a collision with
averaging to de-noise [20], and further exploited it to attack the flawed first-order masking
AES-256 implementation provided by DPA contest v4.1 [2] in [19]. This Correlation-Enhanced
Collision Attacks (CECA) exploits all leakages for its analysis, and each contributes globally.
The disadvantage of CECA is that, it only exploits the correlation of a leakage distribution
moment of samples. To guarantee the successful key recovery, it requires a large number of
samples to provide sufficient collision information.

Bruneau et al. combined the flavours of stochastic and collision attacks, and derived that
the stochastic collision attack exploiting the scalar product score was more adapted to multi-
collisions [7]. Cezary et al. assumed that the attacker knew the distribution of the leakage
function values and had a balanced set-up of traces, and they derived the Optimal Collision
Attack (abbreviated as OCA) using maximum likelihood principle [14]. It is noteworthy that
they improved performance of key recovery not only through enhancing the collision attack
but also through an additional key searching algorithm. Wiemers et al. also exploited a key
searching algorithm after the classic CECA to enhance the key recovery in [28]. In other
words, the above schemes consider several sub-keys simultaneously, and select the optimal
combination that meets the given collision conditions (i.e., discard the combinations that do
not meet the collision conditions). This significantly improves the performance, which highlights
the advantages of collision attacks.

Existing SCAs can be divided into two general approaches according to the number of sub-
keys simultaneously attacked: divide-and-conquer and analytical. They can exploit two types
of information: direct leakages and collision leakages. The former considers each independent
S-box and conquers them one by one. The latter, analytical attacks such as collision attack,
recovers the key through solving a system of equations and exploits more leakage information
than divide-and-conquer attacks, but is harder to launch. There were some attacks combining
the analytical collision attacks with other divide-and-conquer side-channel attacks (e.g., CECA
combined with CPA in [26] and our works in [21]). These combined attacks achieved very
good performance in key recovery. However, our goal in this paper is to improve the collision
attack against each collision value not only without combining with a divide-and-conquer attack
like [21,26], but also without a key searching algorithm after the collision attack like [7,13,26,28].
Although these works are also very interesting, they are orthogonal to our goal, and hence we
do not discuss them in the remaining of this paper.

1.2 Our Contributions

This paper is interested in how to improve the performance of collision attack on each single
collision value as explained in Section 1.1. Our main contributions are as follows:

(i) We theoretically analyze the relationship between the number of encryptions and the
number of collisions, and propose an efficient side-channel attack named Collision-Paired
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Correlation Attack (CPCA) for low noise scenarios to guarantee that the side with fewer
samples in a collision to be detected is completely paired. This optimizes the inefficient
utilization of collision information in the existing collision attacks.

(ii) A part of collision information is still ignored in the above CPCA, and we further maximize
the collision pairing. This optimization significantly improves CPCA and works well in
large noise scenarios.

(iii) The explosively increasing collision pairs will bring huge computation in the above op-
timized CPCA. We further extend CPCA to a CPA-like distinguisher. It has strong
anti-noise ability and makes the collision pairs increase linearly with the number of en-
cryptions.

(iv) We theoretically prove that the performance of CPCA is the upper bound of CECA.

Experimental results fully illustrate our CPCA’s superiority.

1.3 Organization

The rest of this paper is organized as follows: side-channel leakage, collision attack, CECA,
stochastic collision attack, the improved CECA and optimal collision attack are introduced in
Section 2. Theoretical analysis on relationship between the number of encryptions and the
number of collisions, our CPCA and its optimization are detailed in Sections 3 and 4. We then
further theoretically prove that our CPCA achieves an upper security bound of classic CECA
in Section 5. Experiments on simulated samples, an ATmega328p micro-controller, and an
AT89S52 micro-controller are presented in Section 6 to illustrate the superiority of our CPCA.
Finally, we conclude this paper in Section 7.

2 Preliminaries

2.1 Side-Channel Leakage

Let n denote the input size of the S-box (e.g. n = 8 for AES-128), L denote the number
of S-boxes in each round (e.g. L = 16 for AES-128), k*() denote the I-th sub-key and k(")
denote the corresponding guessing value (I = 1,2,...,L), @ denote the number of plaintexts
totally encrypted, t,(]l) denote the [-th block of the ¢-th encrypted plaintext and x((ll) denote the
corresponding leakage (¢ = 1,2,...,@Q). Here an identical leakage model can be expressed as:

o) = o (80 & ) 4 N, (1)

and simplified as: xgl) = 0,0 ey T Ng). Here ¢ is a deterministic but unknowable leakage
q k]

function, N((Jl) is the independent noise component on the ¢-th trace, and N follows the normal
distribution /\/’(0,02). () is the matrix with the ¢-th row corresponding to the L-variate

leakage x(gl), x((f), e ,x,(lL).

2.2 Side-Channel Collision Attack
Let Sbox (-) denote the look-up table operation, and z,gl) = Sbox (t,(zl) @ k*(l)> denote the corre-

sponding output intermediate value. A linear collision happens if two S-boxes in the same AES

4



How to Launch a Powerful Side-Channel Collision Attack? J. Long, C. Ou et al.

encryption or different encryptions receiving the same byte value as their inputs:
1 *(l1) _ 41 *(1
t((hl) ok (1) —t((122) Pk (2), (2)

which means 2(5111) = zﬁ,’;) (see Figure 1). We achieve the collision value §* = télll) & tglf) =

E*(1) @ k*(2) hetween them in this case.

(h) *(h) (1) (k)
tql k t‘]z k
S-box S-box
i (h) i (5)
' 2 ' 24,
\/ v
Figure 1: A collision happens if two S-boxes output the same intermediate value zl(zlll) = zél;).

Collision attack judges collisions by comparing the similarity of leakages, since similar leak-
age will generate when the hardware performs the S-box operations on the same inputs [5]. The
classic side-channel collision attack only exploits the collisions happening in the same encryption
(see Equation (11) and its description given in [7]), which can be expressed as:

2
=1..Q (1:,(1[1) - a:gb))

t(l1)®tle2):5

3)

Deoyy = argmin

SEFS 1

q=1...Q
téll)@télz):i
under a hypothesis § = tfjf) EBt,(Jl;) = k") @ k(). To successfully recover the key, multiple pairs
of collisions are usually required, and the attacker needs to solve a system of d-s.

2.3 Correlation-Enhanced Collision Attack

Collision attacks are also vulnerable to noise, just like all side-channel distinguishers. The
averaging can decrease the amount of electronic noise in measurements as described in [14]. For
example, if there are Q,, traces corresponding to a plaintext byte value u (u € F§) and the noise
follows distribution A (0, 02), we obtain “samples” with noise following the new distribution
N (O7 5—2> after averaging (see Section 4.6.1 in [17]). Correlation-Enhanced Collision Attack
(CECA) [20] averages the leakage according to their input plaintexts. In other words, CECA
divides the leakages a:gl) (g=1...Q,1=1...L) of each S-box according to plaintext byte value
tgl) € F3, then averages them:

l
Equl)...Q .13[(1)
(l) _ tq =u 4
T = -
u Z‘IT;)WQ 1 ( )
tq =u
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() becomes a matrix of real numbers of dimension 2" x L after performing average, where the
g-th row corresponds to the leakage of the plaintext byte value ¢ — 1. CECA then correlates
the [1-th S-box with the lo-th S-box under a guessing collision value §:

Deeca = argmax p { (Tilel%g , 7'75229%) } . (5)
SEFS 2

Here p{-} denotes the Pearson correlation coefficient computation. Obviously, CECA exploits
the correlation between two columns of matrix 2() and tries to find an optimal match (i.e., the
0 corresponding to the largest Pearson correlation coefficient).

2.4 Stochastic Collision Attack

Under the assumption that all S-boxes executions are with the same leakage function ¢ (see
Equation 1), which could be approximated with a suitable vector subspace with a relatively
“small” basis, the stochastic collision attack given by Bruneau et al . in [7] aimed to maximize
the likelihood function from both the full-key £* € (FE)L and the leakage function ¢. Specifi-
cally, they replaced the leakage function values in likelihood function by the estimates of each
key k as arithmetic mean over L of the leakages mt(]l) (tfll) ®k® = v), and the stochastic collision
attack can be expressed as:

tl(zl)@k(l):u

2111:12 g=1..-Q mc(zl)>2
: (6)

Dsto.coll = arg max -
ke(F3)" uery Y1y, a=te 1

téwﬂak(l):u

This collision attack considers not only collision information between the leakages of two S-
boxes like CECA, but also the collision information within each of them (see the example given
in Figure 2).

[=1 [=2
A
0, —\~— oY

s -

Figure 2: A collision t((ﬁ) ® kW = tg) @ k*2) happens on the highlighted parts (grey circles)
of two different power traces.

It’s noteworthy that due to its complexity, stochastic collision attack is limited to the sce-
narios that at most 4 sub-keys (with a complexity of 254) are attacked simultaneously. The
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stochastic collision attack can be expressed as:

2
l l
Zq:l...Q :L'E]l) +Z ¢=1...Q 1'((]2)
t‘(Ill):u a 5
Dsto.coll = argmax

SEFS Zq(:l)@ 1 —|—Z e=1..0 1

8
u€lFy 20 2y, t,(IZQ):uEBJ

if we only consider the collisions between the [1-th and the lo-th sub-keys.

2.5 Improved CECA and Optimal Collision Attack

CECA given by Bogdanov et al. in [20] and stochastic collision attack given by Bruneau et al .
in [7] are based on statistical tools rather than derived from the maximum likelihood principle.
Cezary et al. derived an improved side-channel attack named as Optimal Collision Attack ( we
abbreviate it to OCA):

l (I2)
Dopt.coll = arg max E Tl(L 1) % Tué(; (8)
eF3 u€F§

n [14], which follows the maximum likelihood principle. To facilitate the theoretical analysis
and security evaluation, the authors assumed that the attacker knew the distribution of leakage
function values, and the traces were balanced (i.e. the same number of traces were sampled for
each possible plaintext byte value u € F§). However, this condition can be more flexible if we
only consider attacks.

Bruneau et al. also provided an improved CECA as:

Zq:lj..Q J,‘((Ill) Z gq=1...Q xl(IZZ)

(1) _ (l2) _
) gy t2) _uas
Dimp.ceca = arginax S : : T - (9)
S Terael % a1
tgll):u t((llz):u@é

if only two sub-keys were under consideration (see Eq. 12 in [7]). Obviously, we can derive from
Equation 4 that this improved CECA is equal to the distinguisher OCA given in Equation 8
when they are only performed on any two sub-keys. More specifically, the classic CECA in
Equation 5 is equivalent to:

= arg max (T,Sll) — T(l1)> (T(lég; — 7(12)) ; (10)

u
u€lF§

and both OCA given in Equation 8 and the improved CECA given in Equation 9 are the unique
action item in Equation 5, i.e., other items are constants in an attack. Therefore, we will not
distinguish them in the remaining of this paper.

3 Collision-Paired Correlation Attack

3.1 Collision Statistics

If only one S-box is considered, a general definition of collision is that, when encrypting a byte
value in the @-th encryption, it has appeared in the previous Q — 1 encryptions. Based on the
symbols n and @ defined in Section 2.1, here let x2» o denote the byte values that have been

7
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taken after de-duplication, and ¢2-» g denote the current number of collisions, then we get:

Xon,Q + ¢an .0 = Q. (11)

If a total of y different plaintext byte values have appeared, the coming byte value will collide
with them with a probability of pan = 5% .

There exist only the following two possible cases when considering the @ + 1 encrypted
plaintext byte value:

(i) Collision happens: This occurs with a probability of pan ., and the number of collisions
becomes ¢on g1 = pan g + 1.

(ii) No collision happens: This occurs with a probability of 1 — pon ,, and the number of
collisions ¢z g does not change.

Benefiting from the above conclusions, we obtain the following recurrence formula:

P2n @41 = Pany * (Pan,Q + 1) + (1 = pan y) - Pan g
1 Q (12)
== ]. —_— n —_—.

Herelet a =1— 2% and 8 = 2%, then ¢on 911 = o~ pan g + - Q. We assume a new recurrence
formula as:

P @1 +7 (Q+1)+0=0a-(pan g +7v Q+0), (13)

then we obtain:
(a - 1) Y = 5;

(a—1)f6—~v =0,

(14)

and deduce that v = % and 0 = ﬁ Thus, we obtain the proportional sequence. Its first

. [e3

term is - (v + 0) = ﬁ, and the corresponding general term is « - (¢pan.g +v-Q +60) =
b . a@-1 We further obtain:

(a—1)?

I R O8N
b0 =t fa? = (-1 -1 (15

and finally find that the number of collisions satisfies:

¢mQ={O—$JQ—%~T+Q- (16)

Cezary et al. compared classic side-channel collision attack, CECA, stochastic collision
attack and the optimal collision attack in [14]. The latter two exploit multiple pairs of collisions
to select the best candidates and achieve significantly higher performance compared to the first
two schemes only considering individual collision values. If only a single collision value is
considered, the collision information exploited by CECA, improved CECA and OCA is almost
the same as we explained in Section 2. There is no obvious improvement on performance in
this case, which will be verified by our experiments in Section 6. Moreover, a collision happens

8
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if two S-boxes in the same AES encryption or different AES encryptions receive the same byte
value as their inputs. Thus, a total number of:

P g = P2n.2.Q (17)

collisions are exploited in CECA, stochastic collision attack and OCA in theory if we encrypt
Q@ plaintexts. We can derive from Equation 17 that very a few collisions happen under a small
number of encryptions. This results in the waste of a large amount of leaky information. It can
also be derived from this formula that at least 500 encryptions are required to guarantee that
all 256 plaintext byte values collide with a probability of 1.00.

3.2 Our CPCA

One issue in collision attacks is that, the number of plaintext byte values u and u @ ¢ satisfying
collision does not always match perfectly, i.e., the number of samples corresponding to u and
u @ § does not always equal. CECA computes the first-order moment (i.e., the mean value)
for each possible u (u @ &) to make use of collision information. This achieves better match,
avoids collision waste, and reduces the noise. However, this also brings a disadvantage: only
the first-order moment involved in the Pearson correlation coefficient computation, and the
information on the second- and higher-order moments is lost. We can exploit very limited
leakage information from a small power trace set, this inefficient information utilization will
significantly affect CECA’s performance.

To overcome the above disadvantage, we propose a new collision attack named Collision-
Paired Correlation Attack (CPCA), which no longer computes the mean values like CECA. All
samples independently participate in the Pearson correlation coefficient computation in CPCA,
thus maintaining all the leakage information of samples and achieving better performance.
Specifically, CPCA extracts a part of samples from the side with more samples, and keeps the
number of these extracted samples the same as the samples on the other side. For convenience,
we re-express the identical leakage model given in Equation 1 as:

e = (u ) k*(l)> +NO, (18)
according to the plaintext byte value u € F3. Here fo?q denotes its ¢-th (¢ = 1,2,..., 7(}))
encryption and Ng,)q denotes the corresponding noise component. Our CPCA can be expressed
as:
D - (1) (I2) ) 1
epeat arage%axp{(xueIFS,q—l...min{QEf“,foé)a Puss,q (19)

(1) ,.(I2)

and we mark it as CPCA'. This means we extract each collision pair (xu,q s Louws q>, and a pair

of collision in the previous collision attacks like CECA becomes a total of min {Qq(f 1), Qgé)é}
pairs. Obviously, different from the previous collision attacks, these collisions mean information
gain in small noise scenarios and CPCA! exploits more subtle differences between samples.

Unlike the stochastic and optimal collision attacks, CPCA® is like CECA and it only consid-
ers the collisions between sub-keys, rather than within them. Therefore, the number of collisions

9
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3000 T T
- = =CPCA
————— sto. coll
2500 |
2. ozn‘Q
_d’z”.z- Q .
2000 - PR
2 .
S e
2 1500 - b
=)
(6)
1000 - b
500 b

0 200 400 600 800 1000 1200 1400 1600
Encryptions

Figure 3: Theoretical and the exploited collisions in our CPCA®.

exploited by it is:
¢, _9.4 . 1
e T 2T T 956 (20)
~2- ¢2n7Q.
Here ¢an o denotes the number of collisions for one side after considering all the ) traces,
and ﬁ is the probability of collision between the @Q-th encryption, whose impact is slight and
could be ignored. Therefore, the expectation of collisions exploited by our CPCA' satisfies:

(blgn’Q R 2 ¢pan ¢ (see Figure 3). CPCA! exploits more collision details compared to stochastic
and optimal collision attacks in this case.

4 Optimization

4.1 CPCA with Maximum Collision Pairing

CPCA' matches the collision pairs according to the side with fewer samples, thus the side with
more samples is not completely matched and these side-channel leakages are ignored. To make
full use of these informations, we further optimize our CPCA as:

l1) (I2)
D.peyz = arg max g x 21
cpea (Sgng P uEFg,qlzlu.le)’ u@é,qg:l‘..QSéé ’ ( )

and we mark it as CPCA?. This means, we construct all possible pairs (:ngq)l , acilé)é q2> for each

collision (u,u @ 4) (q1 =1,2,..., gl),q2 =1,2,..., Qgé)é). Thus, for each u € F§, we exploit

a total of QS} v, foé)a pairs of collisions, i.e., we make full use of the differences of samples.

10



How to Launch a Powerful Side-Channel Collision Attack? J. Long, C. Ou et al.

4.2 Collision Explosion in CPCA?

The encrypted plaintext bytes t(1) and ¢(?) are random and independent. The two sub-keys
E*1) and k*(2) are fixed, and the XOR and look-up table operations do not change their
distributions. Therefore, the intermediate values z(*) and z("2) are uniformly distributed and
independent. In other words, the intermediate values z(*) and 2(*2) follow uniform distributions:

Z(l1) ~ U(O, on _ 1) , Z(l2) ~ [U(O’ n _ 1) . (22)

L
on -

with a probability density of
Obviously, any intermediate value z(1) (z(l2)) will appear with an expectation of 2% times
after @ encryptions. This means, any intermediate value will collide about (2%)2 times, and
the total number of collisions in CPCA? is:
Q2
¢2n7Q ~ 27 (23)

The number of collisions will grow explosively, and significantly increase the computational load
in this case (as shown in Figure 4), which should be further improved.

x10°

N w
(6] w [6;]
.
N
N

Collisions
o b

:

-4

.

=
[9)]
T
Q
.
|

0.5 - 4

0 2000 4000 6000 8000 10000
Encryptions

Figure 4: The number of collisions grows explosively in our CPCAZ.

4.3 Collision Explosion Avoidance

To prevent the explosive growth of collision pairs in CPCA?, we can compute the mean power
consumption of the side with more (or fewer) samples for each collision (u, u@®¢) before collision
pairing. This strategy guarantees that at least one value in each pair of collision is relatively
accurate, just like CPA, thus gaining the ability against noise. Mean value derived from the side
with more samples in a collision means higher accuracy and better reference. On the contrary,
mean value derived from the side with fewer samples constructs more collision pairs in CPCA.
It is noteworthy that these two strategies achieve very close performance, thus we exploit the

11
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first, and our CPCA? can be further extended to a CPA-like distinguisher as:

(1) ",(12)
D.peqs = arg max z W T’
cpea ?EF% P weFs,qi=1...Q")" u®5,q2:1_,Qﬁé)§

(1 I "1 l . l l
xu,(ql) = T’S )7xué9f5,)q2 = ‘rigB)é,qg if Qgtl) > ij,é)(s (24)

s.t.
Lle)  __(l2) | (l) (l1)

xu@&qz = Tugs> Tu,qi” = Tu,q1 else

, and we mark it as CPCA®. This means, for each collision (u,u ® ), we achieve Qgé)s pairs

of collisions as Téll),x(b) oy | le) > ngé. Otherwise, we achieve le) pairs of
u@&,qQ_lmQu@é
collisions as (xiilq)lz ek 7'1%)5) )

CPCA? exploits all collision information, and its complexity can be optimized from @ (Q2)
to O (Q) if a total of @ plaintexts are encrypted, thus achieving explosive growth avoidance of
collisions in this case. Our CPCA? can be further expressed as:

Depea = argmax Eu (ac;’(ll) — T(l1)> (x;’gz) — T(l2)> . (25)

S€FS =
Here the symbol “g,” denotes the proportion of samples with intermediate value u over all
samples, and 7() is the mean value acquired from the samples after processing. Although
the mean values cannot accurately reflect the ideal leakage (i.e., ¢ in Equation 1), they are
more referential compared to original samples, thus achieving significantly better performance
in large noise scenarios.

5 Security Evaluations

Let |x| = x2n,o denote the byte values that have been taken after de-duplication as given in
Section 3.1. For convenience, we consider a collision happens if t((llll) ® k) = t,(ll;) @ k) =

t((llll) @0 k) = télll) @ k() under a guessing collision value 6. This generalizes the leakages

of two S-boxes from the previously given Equation 18 as:

o) = o (40 @ k) + N,
(26)
v = o (1) @ R0) + NG,

since the attack can only sense the S-box input rather than the plaintext byte and the sub-key.
Here N((]l) ~N (0702), k() = k*() - and k(2) = k*(2) @ §. This enables us to transform the
collision into the case where two S-boxes receive the same input, which is convenient for the
future processing. We further discuss the relationship between CECA and CPCA? in the next
Subsections 5.1~ 5.3.
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5.1 Parameters in CECA

CECA averages samples for each possible u € y, then computes the Pearson correlation coeffi-

cient between two columns of 256 averaged samples. Let ng denote the noise after averaging

the traces corresponding to the plaintext byte value tél) =u(¢g=12,..., Ef )). The mean and

square for the 256 averaged samples (|x| = 256) in CECA can be expressed as:

™0 = 55, (¢ (e k®) +ND),

2 (27)
H_ 1 l ()
0 Eo o050 )’
The Equation 27 facilitates CECA’s Pearson correlation coefficient computation.
5.2 Parameters in Our CPCA?
%
Let b = (byyy...,bu,) (0 <uyp < wug <255) denote |x|-dimensional Boolean vector, u; and usg

denote the minimum and maximum plaintext byte values appearing, b, = 1 (=0) (u; < u < ug)
denote that the samples leaking from the /;-th S-box are more (fewer) than those leaking from
the lo-th S-box. Here we simplify ¢ (u &) k(l)) as ¢, pn as adopted in Equation 1. This echoes
our explanation: the collision attack can only sense the S-box input. For each appearing plain-
text byte value u (u; < u < ug), the corresponding collisions can be divided into the following
two cases:

(i) by, = 1 and we average the samples on the left side leaking from the l;-th S-box, then
match this mean value with all samples on the right side leaking from the l5-th S-box.

(ii) b, = 0 and we average the samples on the right side, then match this mean value with all
samples on the left side.

For the first case, the samples in CPCA? become:

",(1) (1)

Lu,q1 = (pu,k(“) + Nu )
(28)
il = Pugn + N,
and a total of Q&b) pairs of collisions (i.e., g1 = g2 = 1,2,..., q(fz)) generate. For the second
case, the samples in CPCA? become:
«Td,(éi) = Pyt T+ Ng}f}w
(29)
w3 = o k) T N2,
and a total of Q,(fl) pairs of collisions (i.e., 1 = ¢ =1,2,..., ,(fl)) generate.

13
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Since the value of b, (=0 or =1) is uncertain, we can merge the Equations 28 and 29, and
the samples on the left side in our CPCA® become:

u(éi) = (@u,kun + Ngfl))

+ (1 - bu) (Sou k(1) + N(l’(h) (30)
= Py p0 buNgl + (1 —by) N(i)

U,q1*

The samples on the right side in our CPCA? become:

w2 = (1= ba) (pupn +NED)

+ by (% L) + ijzqg) (31)
= @y gt + b N2+ (1 —b,) N2

after alignment, and a total of b, 1(}2) +(1- bu)Qg 1) pairs of collisions generate in this case.
The total number of samples of CPCA after pairing is:

Q= b.QU +(1-b,)QM. (32)

uex

The mean of samples on the left side in our CPCA? is

Q : ( bu@y?) + (1~ b“)le)) (@u,k(m +N1(f1))
uex

=D e (%,kul) + Ngjﬂ) (33)
uex

Here e, = is the proportion of u as the input plaintext byte value of the [;-th

b QY2 +(1-b)QM)
Q

S-box after processing. Similarly, we obtain 7(2) = D ey Eu ((pu k) + N{ 2)) for the mean of
the processed samples corresponding to the lo-th S-box in a collision.

The covariance Cov,/,a,) ,/,u,) can be separated into four items, i.e., covariances between the
two exploitable components Cov._ ., between the two noise components Covg, ., between

the left exploitable component and the right noise component Cov._ r,, and between the left
noise component and the right exploitable component Cov., .. Here

n?

Cove, R, = 0 Z (b Q) +(1-b )Q&ll))

uex
(‘Pu,kul) - T””) (somkuw - T(l”) (34)
- 28" (@u,k“l) - T(ll)) (@u,k“z) - T(lz)) .
ISH'S

Similarly, we can obtain the remaining three covariances as follows: Cov._ ®, = Zuex Eu (Ng 2 _N UQ))

((Pu,k(ll) - T(ll))’ Covcanc = ZUGX Eu (N’Sl,ll) B N(ll)) (Sou,k<l2) - T(l2))’ Cov‘cn»Rn
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= Sueysu (NI = NO) (N — ),

5.3 CPCA?®: the Upper Security Bound of CECA

In this sub-section, we will prove that CPCA?® provides the upper security bound of CECA
through comparing their computation on Pearson correlation coefficients when considering the
widely used evaluation tool success rate [25]. We consider the following two cases:

(i) Small noise. The attack requires very a few traces to guarantee the success, and CPCA3
achieves significantly higher performance than CECA.

(ii) Large noise. The attack requires a large number of traces to guarantee the success, and
CECA achieves performance close to (but still lower than) CPCA®.

The first case can be verified easily by theory and the experiments given in Section 6, and here

we discuss the second case. All possible values of the two plaintext bytes appear when @ is Very
l l l l l )
large, thus |x| = 256. Q0" ~ Q) ~ ... ~ QL) ~ Ix\ and Q) ~ Q) ~ . x QL) ~ |7| in
1

this case, thus eg ~ 61 & -+ - X 955 = e The mean in CPCA? can be approxunated as:

Ix\

1
0 5 e+ W00 ). 2

X ueEX

and the noise component %l Z‘X‘ Nq(f)q Nq(f )~ 0 since % is very large. Thus, the mean
values of samples in CECA and CPCA given in Equations 27 and 35 are approximate.

For the variance of the samples in CECA and CPCA? after processing, we obtain:

2

% Q
Ix]
l ( ) M N® ~ g2 36
3> 53, 0
Obviously, this is the noise variance of the normal distribution N (0, 02) under large IR Thus,

we obtain the square of the samples on the left side as:

2
\x\

X
el = g 3 [ s+ G 2N
uex (37)

Zu€x(1 - bu>0'2.

+
Ix|

It is noteworthy that, for very large power trace set, CPCA?® averages samples on the left or
right side with a probability of about % In other words,

> (1= bu) ZbUN—. (38)

uex uex
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The above Equation 37 can be further expressed as:

Ix\

[Tﬁ]cpca ~ |X| Z QDu k(1) + = |X| ZN(ll)

uex

|X| Z - (39)

uex

|||X\

2
Z 72 (L 7
|X| <pu k1) + Q Nu,q + 2 .

uex

The variance of samples on the left side satisfies [O'L] = [Tdcpca - [T(ll)] ipca, and the same

conclusion can be drawn from the samples on the right 51de. The variance of samples in CPCA?
and CECA satisfies:

[U%] cpca ~ [U%] ceca + %
(40)
2 ~ 2 O'
[UR} epea [U ]ceca +
according to Equations 27, 35 and 39. Finally, the relationship between denominators of Pearson
correlation coefficients in CPCA® and CECA satisfies:
2

g
VI a0l epea V108 0 + 5

~ [U }cpca

(41)
2

o)
~ [02} ceca + 7

The above Equation 41 indicates that there are only constant term differences in their denom-
inators, which does not affect the success rate.

Here we further discuss the relationship between the numerators (i.e. covariance) of Pearson
correlation coefficients in CECA and CPCA®. First, the covariance of exploitable components
of samples in CPCA? is

COV,CE,RE = Zéu (@u,k(ll) _ 7—(11)) (@u,k(b) _ T(lz))

uEX

5 s ) (i =),

[VASH'S

(42)

which approximates the covariance of exploitable components of samples in CECA. Similarly,
we can verify that other three covariances Cov._ w,, Covg, =, and Cov., g, of CECA and
CPCA are also approximate.

Above all, CPCA? achieves better performance than CECA in small noise scenarios, where a
small number of encryptions can guarantee the success. Moreover, CECA achieves performance
closer to CPCA® in larger noise scenarios, where a large number of encryptions should be
performed to guarantee the success. In other words, our CPCA? always achieves higher success
rate than CECA, i.e., it is the upper security bound of CECA.
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6 Experimental Results

6.1 Simulated Experiments

Our first experiment is performed on the simulated power traces generated from Equation 1,
and ¢ satisfies:

¢ (8 @ k@) = Hw (Sbox (1) & k*®) ) . (43)

Here Hw (-) is the Hamming weight operator. We consider the standard deviation o of noise
from 1 to 10, which corresponds to Signal-to-Noise Ratio (SNR) from 0.02 to 2 since the variance
of the Hamming weight distribution of the randomly encrypted plaintexts is about 2. Therefore,
our simulated experiments consider both the small noise scenarios and very large noise scenarios.
We compare our three CPCA schemes with the existing collision attacks named CECA given
by Moradi et al. in [20], OCA given by Cezary et al. in [14] and the improved CECA given by
Bruneau et al. in [7] except stochastic collision attack, since it achieves a performance much
worse than them when only considering a single collision value. Each experiment is repeated
300 times, and the corresponding experimental results are given in Figure 5.
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Figure 5: Success rates under different standard deviation o-s of noise in simulated experiments.

Obviously, our three CPCA schemes obtain much better performance than the above existing
schemes in the small noise scenarios. Their success rates are about 1.00 when 200, 500, 1000
traces are exploited under noise level o = 1, 2, 3 respectively (as shown in Figure 5(a) ~
Figure 5(c)). Due to the inefficient collision utilization strategies, the success rates of several
existing schemes achieve a significant improvement only after 1000 traces. The OCA and the
improved CECA achieve the same success rate in our experiments, thus we only give OCA in
Figure 5. Its success rate is very close to CECA’s. Compared to these existing collision attacks,
1000 traces can guarantee the successful attack in our three CPCAs. This fully illustrates that
CPCA is especially suitable for the small noise scenarios.

With the increase of noise level, the success rate of CPCA® decreases significantly, and even
significantly lower than the existing collision attacks in Figure 5(e) and Figure 5(f). This is
because the noise aggravates the deterioration of correlation of the two columns of samples.
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Therefore, CPCA® is only applicable to small noise scenarios. Taking advantage of the largest
number of collision pairs, CPCA? achieves the best but not significantly higher performance
compared with CPCA! and CPCA?. With the increase of noise level, the performance of the
existing collision attacks gradually approaches our CPCA? and CPCA?. This fully illustrates
that our CPCA? and CPCA? are still well suitable for noisy scenarios.

It is worth noting that, with the increasing number of traces, CECA achieves a success rate
closer to CPCA®, which is also reflected in Figure 5(e) and Figure 5(f). In fact, in Section 5.3,
we have theoretically proved that the performance of CPCA? is the upper bound of CECA’s.
The OCA given by Cezary et al. in [14] and the improved CECA given by Bruneau et al.
in [7] only obtain very similar performance to CECA, which fully shows the superiority of our
CPCAs.

6.2 Experiments on an ATmega328p Micro-controller

Our second experiment is performed on an ATmega328p micro-controller with a clock operating
frequency of 16 MHz. We implemented the unprotected AES-128 algorithm provided by [1].
We randomly encrypt 100, 000 plaintexts and use a WaveRunner 8104 oscilloscope to sample
the power traces. The sampling rate is set to 1 GS/s. The leakages of S-boxes cannot be well
aligned in this AES-128 implementation, thus we perform CPA to select the sample named
Point-of-interest (POI) [9] with the highest Pearson correlation coefficient for the first two S-
boxes to perform the subsequent experiments. Similar to Section 6.1, we compare our three
CPCA schemes with the collision attacks named CECA given by Moradi et al. in [20], OCA
given by Cezary et al. in [14] and the improved CECA given by Bruneau et al. in [7]. Each
experiment is repeated 300 times, and the corresponding results are shown in Figure 6.
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Figure 6: Success rates under different number of traces in experiments performed on an AT-
mega328p micro-controller.

The classic CECA, OCA and the improved CECA achieve the same success rate in Figure 6.
This illustrates that it is difficult to significantly improve the attack performance by only
changing the collision measurement method but without improving the utilization of collisions.
Our CPCA! achieves higher success rates than the existing collision attacks when the sample
size is small. However, with the increasing number of samples, this advantage disappears and
CPCA' is finally defeated at the 1300-th sample. The similar phenomenon can be observed
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from Figure 5(d). We draw a conclusion that CPCA® is vulnerable to noise interference. It is
noteworthy that the improved CPCA? still obtains the best performance taking the advantage
of high collision utilization. CPCA?, which aims to reduce the computational load caused by
the explosive growth of collision pairs in CPCA?, performs very well and achieves success rates
very close to CPCA?. Their performance is significantly higher than CPCA' and the existing
collision attacks.

6.3 Experiments on an AT89S52 Micro-controller

Our third experiment is performed on the AES-128 algorithm implemented on an AT89S52
micro-controller with a clock operating frequency of 12 MHz using assembly language. The
shortest instructions take 12 clock cycles. We exploit an Picoscope 3000 to sample the leakage
and the sampling rate is set to 125 MS/s. We acquire 120, 000 power traces and perform classic
CPA to select the sample named POI with the highest Pearson correlation coefficient for the
first S-box, then extract the well aligned sample for the second S-box. The collision attacks
named CECA given by Moradi et al. in [20], OCA given by Cezary et al. in [14], the improved
CECA given by Bruneau et al. in [7], and our three CPCAs are compared in this section. Each
experiment is repeated 300 times, and the corresponding results are shown in Figure 7.
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Figure 7: Success rates under different number of traces in experiments performed on an
AT89S52 micro-controller.

Compared with the leakage of ATmega328p micro-controller introduced in Section 6.2, the
SNR of samples acquired from AT89S52 micro-controller is lower, so that collision attack re-
quires more power traces to guarantee the same success rates. However, we can draw similar
conclusions from them. CECA given by Moradi et al., OCA given by Cezary et al. and the
improved CECA given by Bruneau et al. achieve exactly the same success rates in the attacks.
They achieve success rates lower than CPCA' when fewer than 1300 traces are exploited in
each attack, and then higher than CPCA'. This highlights the advantages of CPCA! in col-
lision utilization. However, the success rates of the existing collision attacks are close to 1.00
at 2400 power traces, and the success rate of CPCA'! is only about 0.3. This also illustrates
that CPCA' is vulnerable to noise interference. Benefiting from the high collision utilization
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rate, CPCA? achieves the best performance, while CPCA® achieves success rate very close to
CPCAZ. Their performance is significantly higher than the other collision attacks.

7 Conclusions and Future Works

To improve the performance of the existing collision attacks against a given single collision
value, we theoretically analyzed the relationship between the number of encryptions and the
number of collisions in this paper, and proposed an efficient collision attack named CPCA for
low noise scenarios to guarantee that the side with fewer samples in a pair of collision values
was completely collision-paired. To further improve the utilization of collision information, we
optimized our CPCA by maximizing the collision pairing and extended our CPCA to large
noise scenarios. We finally optimized CPCA to a CPA-like distinguisher to reduce computation
complexity. Our theoretical prove fully illustrated that the performance of our CPCA was the
upper bound of CECA, and experimental results fully showed its superiority.

It is worth noting that although we have theoretically proved that CPCA provides the
upper security bound of CECA, there is no good theoretical success rate estimation method
for collision attacks such as CECA. This will be our work in the future. Moreover, CPCAs
achieve significantly better performance in attacking each single collision value compared with
the existing collision schemes. Their performance against several sub-keys simultaneously is also
worthy of our expectation. Finally, as we mentioned in the introduction, several existing schemes
combine a collision attack and a divide-and-conquer attack to enhance the key recovery ability.
We will also carry out corresponding research and look forward to the “surprises” brought by
our CPCAs.
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