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Abstract

In this work we make progress towards solving an open problem posed by Bilzhause et. al [5], to
give constructions of redactable signature schemes that allow the signer to limit the possible redactions
performed by a third party. A separate, but related notion, called controlled disclosure allows a redactor
to limit future redactions. We look at two types of data, sets and linear data (data organized as a
sequence). In the case of sets, we limit redactions using a policy modeled by a monotone circuit or
any circuit depending on the size of the universe the set is drawn from. In the case of linear data, we
give a linear construction from vector commitments that limits redactions using a policy modeled as a
monotone circuit. Our constructions have the attractive feature that they are built using only blackbox
techniques.

1 Introduction

A redactable signature scheme (RSS) [22] [31] is a signature scheme that allows a signer to sign a message in
such a way that a third party may later redact the message and update the signature without the signing key.
Applications of this primitive include redacting of sensitive of data from documents [22] [31] and anonymous
credential systems [29]. One of the problems with redactable signature schemes, as pointed out in [5], is
known schemes allow for arbitrary redaction by a third party. In this work we make progress towards solving
an open question of Bilzhausse et. al and offer constructions of redactable signature schemes that allow
the original signer to limit what can be redacted by a third party. We refer to such signature schemes as
policy-based redactable signatures. In a policy-based RSS, given only the verification key, the third party
may redact message m to m’ if and only if m’ satisfies the policy associated with the signature, specified
at signing time. Moreover, a third party may further restrict the policy during redaction to further limit
future redactions. The last property is not new, the notion of controlled disclosure of [26] is already present
in some RSS schemes. We emphasize that our policy-based constructions additionally put redaction control
in the hands of the signer, unlike controlled disclosure. Readers familiar with P-Homomorphic signatures [I]
may see similarities. However, our formulation differs in that our policy is specified at signing time and has
a role in redaction and verification.

Contributions Our work has several contributions:
o We formally define policy-based redactable signature schemes.

e We offer two small universe set policy-based redactable signature schemes for any policy. One from
approximate membership query data structures and one from cryptographic accumulators.

e We give a set policy-based redactable signature scheme for any size universe for policies expressible as
monotone circuits from cryptographic accumulators.



e We give a linear document policy-based redactable signature scheme for any size universe for policies
expressible as monotone circuits from vector commitments.

e We analyze the performance of our construction for sets with monotone circuit policies in comparison
to the classic set construction of Derler et. al [I7] and conclude that our construction has minimal
slowdown in signing and verification time.

e We demonstrate that work must be undertaken to increase the performance of redactable signature
schemes in practice.

1.1 Background

A redactable signature scheme (RSS) is a signature scheme where the a signer may sign a message m (resulting
in signature o) in such a way that a third party may redact the original message m to m’ updating signature o
to o’ without the signing key. This primitive was defined simultaneously by [22, [31]. There are three security
notions that pertain to redactable signatures: a slightly modified form of classic existential unforgeablilty
under chosen message attack; a privacy notion which guarantees a redacted signature is indistinguishable
from the original signature; and transparency which says that signing a redacted message is indistinguishable
from redacting a signed message.

Early works [22, [31L 17, 12 ...] focused on two types of data: linear data (like text or ordered sets) and
data organized in sets. Some initial work has been undertaken on tree structured data [I0], A useful survey
of the redactable signatures can be found in [5].

A trivial (and inefficient) construction for linear data involves breaking message m into n blocks, my ||

my || -+ || mn. For each block i compute o; = Sign,, (r || || ms), where r & {0,1}". To redact, message
block m; the redactor deletes m; and signature ¢;. The trivial construction satisfies unforgeablilty and pri-
vacyﬂ By dropping the index of the message block from the signature, one can achieve a trivial construction
that supports data organized as sets. This set construction is unforgeable, private, and transparent.

The linear construction of Johnson et. al [22] is based on Merkle trees coupled with the GGM PRF tree
construction. Roughly speaking, each of the message blocks m; through m,, form the leaves of a GGM tree
such that block m; is paired with k; = fs (i — 1). Next, the hash of the k; || m; is computed for every block
i and the results placed at the leaves of a Merkle tree. The signature is o = (s, v, Signy,, (v)) where v is the
root of the Merkle tree. The construction only offers unforgeability. Depending on the application this may
offer sufficient security. Because of the dependence on Merkle trees, a set construction does not easily follow,
unless one wants to restrict the notion to ordered sets. Casting the construction in the language of vector
commitments [I1], the Merkle tree, a vector commitment, is committing to the k; || m; pairs. Therefore, any
vector commitment scheme, could be substituted, for this construction.

We can generalize the construction of Johnson et. al by replacing the GGM tree with a constrained
pseudorandom function (CPRF)H that supports constraining inputs to falling into a range. The Merkle tree
portion of the construction remains unchanged. When redacting instead of providing the necessary nodes of
the GGM tree (the GGM based CPRF, in actuality) we release the constrained key for the required range.
If we use a suitably constructed CPRF, we can achieve predicate privacy and a fixed sized CPRF key (on
the order of © (Ign)). In fact, a CPRF for bit—ﬁxingﬂ may also serve this purpose.

Derler et. al [I7] gave a set construction and a linear construction. The set construction is based on
cryptographic accumulators [3]. The idea is to add all elements of set X to the accumulator, sign the
accumulator value with an existentially unforgeable signature scheme, and output a signature that consists
of the accumulator value, a witness w, for all x € X, and the signed accumulator value. To redact the
signature, delete the associated witnesses. The construction is unforgeable, private, and transparent. They
arrive at a linear construction by leveraging the basic idea in the set construction together with a tag to

L[22] offers slightly different trivial construction that only offers existential unforgeability under redaction.

2A form of PRF that allows a third party that posses a special constrained key to evaluate the PRF on some subset of the
domain.

3Some of the bits the of the input are fixed.



aid in preserving relative order of message blocks. In particular to sign the ith block, all tags for the i — 1
blocks preceding are accumulated into an accumulator, and a signature on the tag, message block, and
accumulator value is generated and added along with the ith witness to the output. Redaction consists of
deleting accumulators, tags, witnesses, and associated signatures.

More recently, Sanders gave a linear RSS from the Pointcheval-Sanders signature scheme [29]. This
scheme requires type-3 bilinear pairings e : G; X Gy — Gyﬂ Of particular interest is this construction allows
the key generator to limit which parties can redact messages; as in order to redact, special elements of G,
must be possessed. However, the size |S| of the set S must be known at the time of key generation as the
signing and verification keys depend on this size. The size of the signing key is © (|S]) and the size of the
verification key is © (|S|2)

The notion of redactable signature schemes have been cast into a general framework by Ahn et. al
through the notion of P-Homomorphic signatures [I] as well as by Derler et. al [I7]. While prior works tied
to a specific class of data structure (text, sets, etc.) and security notions, Derler et. al focused on generic
definitions that unify the space. Ahn et. al refer to their redactable signature schemes as quoting schemes,
and are merely a type of P-Homomorphic signatures.

Some work has been undertaken related to the notion of redaction control, called controlled disclosure [26,
21]. In controlled disclosure the redactor is allowed to declare certain regions of a document as unredactable.
This declaration is made during initial redaction. The signer has no control over what is and is not marked
as redactable. The construction of [26] is based on the content extraction signature schemes of [31]. The
work of [2] is based on the linear construction of Johnson et. al, thus transparency is not provided.

2 Preliminaries

In this section we introduce notation and review necessary primitives. The primitives we use include:
approximate membership query (AMQ) filters, constrained pseudorandom functions (CPRFs), cryptographic
accumulators, vector commitments, and threshold secret sharing. Lastly, we formally introduce redactable
signature schemes.

2.1 Notation

We denote by negl (-) an arbitrary negligible function. We write 2 <~ A to denote that z is sampled from
set A uniformly at random. The concatenation of bit-strings m; and ms is denoted my || my. We denote
by (DS.Gen, DS.Sign, DS.Vrfy) an existentially unforgeable under chosen message attack (EUF-CMA) secure
digital signature scheme. The signing key will be denoted by sk and the verification key will be denoted vk.
We represent a PRF family by {fi : D — R | k € K} where K is the key space. Throughout this work, the
security parameter is \. We denote by m = m’ that m' can be arrived at by redacting m. We denote by P
a set of policies that a signer can enforce in a redactable signature scheme. For a policy P € P, we write
m Fp m’ to denote m can be redacted to m’ if and only if P(m’) = 1. We say that policy P’ € P is a
subpolicy of policy P € P if for all z where P’ (z) =1, P (x) = 1. We denote the characteristic bitstring of
set A relative to universe U by Ay (A).

2.2 Approximate Membership Query (AMQ) Filter

An Approzimate Membership Query (AMQ) filter compactly stores a set X = {x1,x2,...,2,} such that
membership queries will always be correct when a element x € X but, may be incorrect when x & X (a false
positive). AMQ filters include: Bloom Filters [6], Cuckoo Filters [18], Quotient Filters [13], and XOR Filters
[20). Formally, we denote an AMQ filter as tuple of three algorithms Init, Add, and Contains where Init may
take an expected false positive rate and return an empty filter; Add takes an element x and a filter for set X’

4There is no efficiently computable homomorphism between G and Ga.



and returns a new filter which represents X U {z}; and Contains takes an element z and a filter and returns
one if z is probably in the set and zero if x is not in the set.

2.3 Constrained Pseudorandom Functions

A constrained pseudorandom function (CPRF) is a tuple of algorithms
IT = (F.Gen, F.Constrain, F.Eval, F.ConstrainedEval) defined over domain X and range ) with the following
properties:

e F.Gen (1)‘) takes as input a security parameter, 1* and samples a random function from PRF family
by sampling a master key msk from the appropriate keyspace.

e F.Constrain (msk, ¢)takes the master key and predicate ¢ as input and returns a key k, that represents
the constrained key.

e F.Eval (msk, z) takes the master key and an input € X and returns the appropriate value y € ).

e F.ConstrainedEval (k,, z) takes as input a constrained key k, and an z € X. If ¢ () = 1 the correct
value y € Y is returned (i.e. Eval (k,,x)); otherwise either a random value in ) or L is returned.

Correctness. We say a CPRF is correct if the evaluation of = using the constrained key agrees with the
evaluation of = using the master key when the predicate associated with the constrained key is satisfied.
More formally, F is correct if for all € X where ¢ (z) = 1, master keys msk, and constrained keys k.,
F.Eval(msk, ) = F.ConstrainedEval(k,, x).

Security Notion. A constrained pseudorandom function has a nuanced security guarantee. With a tradi-
tional PRF, security states that under a polynomial number of adaptive queries a probabilistic-polynomial
time (PPT) adversary can not distinguish between the output of a PRF and the output of a randomly
selected function of the same domain and range. When it comes to CPRF's security is relative to a predicate
@ € ® where the adversary will be able to evaluate the PRF at any point € X where ¢ (z) = 1 without
the assistance of an evaluation oracle.

Given a CPRF F: K x X — Y, we can cast the security notion as a game ExpipRF*Secure (b, ) where A
is a probabilistic polynomial-time adversary, b € {0,1}, and ) is a security parameter we define the security

game Exp%’FRF_Secure (b, \) as follows:

Expil?FRFfsecure (b, )\)

1. The game runs F.Gen(l)‘) to obtain master key msk.
2. If b= 0, the game samples a random function R : X — ).
3. The adversary is provided access to two oracles:

(a) A F.Constrain oracle which allows A to ask the game for a constrained key k., for predicate
p € ®, adding ¢ to P, the set of queried predicates.

(b) An F.Eval oracle which behaves as follows on query z:

e If b =0, answer the evaluation queries as follows: if ¢ (z) = 1 for some ¢ € P, respond
honestly. If there is no such predicate, output the value of R (z).
e If b =1, return the output of Eval (msk, x).

4. Eventually the A outputs a bit &’ € {0,1}.




We say that a CPRF is secure if for all PPT adversaries A there exists a negligible function negl such that
’Pr [Expiﬁ;RF_Secure (0,A) = 1] —Pr [ExpilfFRF_Secure (L,A) = 1] ’ < negl (A).

Remark 2.1. If we modify the CPRF-secure game so we force the adversary to commit to some challenge
point before they get access to the oracle we arrive at the (challenge) selective security game.

Remark 2.2. If in the game the adversary is not given access to a constrain oracle but, rather can ask for
exactly one constrained key before being given access to the evaluation oracle, we say that the security notion
is (constrained-key) selective. This notion of security was (seemingly first) considered by [9].

Predicate Privacy. Roughly speaking, predicate privacy implies that the party that posses the con-

strained key can not learn the associated predicate. We can formalize this notion as a game Exp%’FRF_Priv (N

(first defined by [8]) between a challenger and a PPT adversary A as follows:

Expil)DFRF—Priv ()\)

1. Challenger runs msk < F.Gen(lA) and constructs an empty set of queries Q).

2. Adversary A is given access to an evaluation oracle that on query x returns y < F.Eval(msk, x)
to A. Every query x is added to Q.

3. Eventually, A outputs two predicates ¢y and ¢ from ® such that for all x € Q, ¢g () = ¢1 (2).
The challenger samples a bit b & {0,1} and returns k,, < F.Constrain(msk, ) to A.

4. A is given access to the evaluation oracle but, is not allowed to query on a value of x where
o (z) # 1 (x); otherwise, A can trivially distinguish between the two keys.

5. Eventually, A outputs a bit & € {0,1}. The adversary A wins the game if b = b'.

We say that a CPRF F is one-key private if for all PPT adversaries A,
; 1
Pr [Exp%)FRFfpr“’ N\ = 1} < 3 + negl (A).

The game, as presented, is known as one-key privacy as the adversary is only allowed to make one
challenge query. The security notion can be extended to d-key privacy by allowing the adversary to issue d
pairs of predicates. In the case of d-key privacy, what is admissible for the adversary must be updated, see
[7] for details.

Remark 2.3. We call a CPRF canonical if F.Eval is the same algorithm as F.ConstrainedEval. In other words,
a constrained PRF key is indistinguishable from the original PRF master key.

2.4 Cryptographic Accumulator

A cryptographic accumulator [3] is a keyed primitive that allows for the concise representation of a set
X ={x1,29,...,2,}. In order to determine if x; is in X, a witness w,, is constructed by any party that
possess the key. It should, however, be computationally infeasible to construct a witness for any value y ¢ X
(a false witness) regardless of whether or not the party possess the key.

More formally a cryptographic accumulator A is a tuple of algorithms A = (Gen, Eval, Wit, Vrfy) where
Gen sets up the parameters for the accumulator and returns the accumulator key pair (sk, pk); Eval takes
a keypair (sk,pk) and set of elements X to accumulate and returns an accumulated value acc as well as
some potential randomness r; Wit takes the accumulator keypair (sk, pk), the accumulator ace, and an x
and returns a witness w, that proves z € X or L; the Vrfy algorithm takes the accumulator public key pk,



a witness w,, an element x, and the accumulator acc, and returns one if w, confirms that x is in acc and
zero otherwise. In some cases, Eval is allowed to output additional auxiliary information auz and the Wit
optionally takes an auz as input.

The correctness notion states that for all honestly generated keys, all honestly computed accumulators and
witnesses, the Vrfy algorithm always returns one. The two security notions for cryptographic accumulators
are the notion of collision freeness and indistinguishability. Roughly speaking, an accumulator is collision
free if it is computationally infeasible to find a witness for a non-accumulated value. Formally, we cast
the security as a game, Acc-Coll-Free, where the adversary has access to two oracles: an evaluation oracle
Okval (+,+, ) and a witness generation oracle Owt (-, -, -, *).

Expﬁ?ﬁi Coll—Free ()\) .

1. The game runs Gen (1)‘) to obtain the keypair (sk, pk).

*
x;?

2. A is given pk and access to Ogya and Ow;: and eventually outputs (w xy, X*, r*) where r* is

the randomness used by A when generating the accumulator.

3. The adversary wins if Vrfy,, (w;ﬂx;‘, acc*) =1 and a} ¢ X*, where acc* was generated using
keypair (sk, pk) and randomness 7*.

We say that a cryptographic accumulator II is collision free if Pr {Expﬁfﬁfconfﬂee (\) = 1} < negl (N).

For accumulator schemes where Eval is deterministic, we elide r* from the game.

A cryptographic accumulator is said to be indistinguishable if it is computationally infeasible to distin-
guish which of two sets A and A is associated with the accumulator value acc when only witnesses for
elements in z € XyNA] are available. Formally, we cast the security as a game, Acc-Ind, where the adversary
has access to two oracles: an evaluation oracle Ogyg (¢, -, -) and a witness generation oracle Ow; (¢, -, -, +) that
will only produce witnesses for values x € Ay N A7.

Bl (V):

1. The game runs Gen (1)‘) to obtain the keypair (sk, pk).

The game samples bit b < {0,1}.

A is run and outputs two sets Xy and X such that Xy N A} # 0.
The game computes acc < Eval (pk, A3).

A is given acc and access to Ogyal and Ow;; as described above and eventually outputs b* € {0, 1}.

AN R

The adversary wins if b = b*.

We say that a cryptographic accumulator IT is indistinguishable if Pr Expﬁfﬁflnd A\ = 1} < 1 +negl (N).

There are several constructions of cryptographic accumulators in the literature, for a survey see [16
27, 28]. There are three commonly deployed accumulator techniques: Merkle trees, use of the the strong
RSA assumption, and bilinear pairings. The drawback of the Merkle tree based accumulator is that the
witnesses have size logarithmic in the number of elements in X. The drawback to the strong RSA based
accumulator is that it requires the elements of the set to be represented as prime numbers. This of course
can be enforced using a random oracle that maps any element in the universe to a prime number, which is
computationally expensive. The drawback for most pairing based constructions is key size. One can also
construct a cryptographic accumulator from any vector commitment scheme through a generic transformation
[11].

Observe that to verify the membership of n elements in an accumulator, requires n witnesses. This linear
growth can be problematic. This can be overcome by batching witness creation and verification. In batched



accumulator there are two additional algorithms WitBatch and VrfyBatch. The WitBatch algorithm takes the
accumulator keypair (sk, pk), the accumulator acc, and a subset A of X and returns a witness wy for A C X.
The VrfyBatch algorithm takes the witness w4, the subset A, and the accumulator acc, one is returned if
w4 confirms that A C X and zero otherwise. A non-trivial batch accumulator has © (1)-sized witnesses.

2.5 Vector Commitments

A vector commitment, proposed by Catalano and Fiore in [I1], is a commitment scheme that allows a party
to commit to sequence of values (a vector) mi,ma,...,mq such that the committer can prove that m; is
the ith committed message. While Catalano and Fiore defined a vector commitment as a dynamic object,
we will restrict ourselves to the static case (i.e., we don’t allow updates to the commitment). A (static)
vector commitment scheme is a tuple of polynomial type algorithms (VC.KeyGen, VC.Com, VC.Open, VC.Ver)
where,

e VC.KeyGen (1)‘, q): Given the security parameter A and the vector size ¢, the key generation outputs
some public parameters pp.

e VC.Compp, (M1, ma,...,mq): Output a commitment C' and auxiliary information aux.

e VC.Open,,, (m,i,aux) : This algorithm is run by the committer to produce a proof II; that proves
message m is at position ¢ in the committed vector.

e VC.Very, (C,m,,11;) : The verification accepts (outputs 1) only if II; is a valid proof that C was
created for a sequence my, ..., m, such that m = m,.

A vector commitment scheme should also be concise. By concise it is meant that the size of the commitment
and the proofs are both independent of q.

Correctness for vector commitments states that for all A € N, ¢ polynomial in A, and all honestly generated
public parameters pp, if C' is a commitment on a vector (mq,mo, ..., my) obtained by running VC.Com, II; is
a proof for position ¢ generated by VC.Open then, VC.Ver,, (C,m,,1I;) = 1 with overwhelming probability.

The main security notions for vector commitments is position biding. Position binding informally means
that no probabilistic polynomial time adversary can generate a commitment that can be opened to two
different values at the same position. Formally, we can cast position binding as a game Pos-Bind defined as
follows:

Expliva™™ (A, 0):

1. The game runs VC.KeyGen (1A, q) to obtain the public parameters pp.

2. A is run on pp and outputs a commitment C, two messages m and m/, and index 7, and two
proofs II; and II; for message m and m’ respectively.

3. The adversary wins (outputs 1) if VC.Ver,, (C,m,4,1I;) = 1 and VC.Ver,, (C,m/,i,I1}) = 1.

We say that a vector commitment scheme VC has position binding if for all probabilistic polynomial time
adversaries A and all honestly generated parameters Pr [Expi‘?i@Bind (\) = 1] < negl ().

Readers familiar with traditional commitment schemes might wonder why vector commitment security
doesn’t discuss hiding, as mentioned in [I1], hiding is not a useful property for a majority of use cases
for vector commitments. We, however, will require this property in order to obtain a private RSS, so we
introduce it here. Informally, a vector commitment scheme is hiding if an adversary can not distinguish
whether a commitment was constructed from a sequence my,ma, ..., m, or my,msy,...,my,. We formalize
our property as a game vec-hiding a follows:



Explve "8 (A, q):
The game runs VC.KeyGen (1A, q) to obtain the public parameters pp.
A is run on pp and outputs a pair of message sequences My and M.

The game samples b < {0,1} and computes (Cy, auzy) < VC.Comyp, (mp,1, Mp.2, - .., M g)
A is given C}, and outputs &' € {0,1}.

AN

The adversary wins (outputs 1) if b =b'.

We say that a vector commitment scheme has the hiding property if for all probabilistic polynomial time
adversaries A and all honestly generated parameters pp,

. 1
Pr [Expiﬁ;}édmg \) = 1} < 5T negl (A).

Vector commitments have been built from the CDH assumption in bilinear groups and the RSA assump-
tion [II]. One can also think of a Merkle tree as an instantiation of a vector commitment scheme.

2.6 Threshold Secret Sharing

Threshold secret sharing is a primitive developed by Shamir [30] that allows n parties to share a secret in
such a way that no party possess the secret. However, t < n parties can combine their shares to recover the
secret. We will refer to such a scheme as a (¢, n)-threshold secret sharing scheme. Formally a secret sharing
scheme consists of two algorithms share and reconstruct. The share algorithm takes a message m and outputs
a sequence of n shares s1, s2,...,8,. The reconstruct algorithm takes ¢ or more shares and reconstructs the
message m.

The security notion for threshold secret sharing is simple: any number of shares k < ¢, will perfectly hide
the secret. We formalize our notion as an indistinguishability game.

Expjl,aﬁe—secure ()\) .

1. Select n and t < n.
2. Sample b & {0,1}.

3. Give A, (t,n) and access to a share oracle O that takes two messages my and mq, a number of
shares k < t, and returns k shares of m;,.

4. Eventually A outputs bit b’ € {0, 1} we say that A wins the game if b =¥’.

We say that a secret sharing scheme II is secure if for all probabilistic polynomial time adversaries there
exists a negligible function such that

Pr [Expjl’aﬁe_secure N = 1} < = +negl(}).

N |

2.7 Redactable Signatures
Formally, a redactable signature is a four tuple (Gen, Sign, Redact, Vrfy) of polynomial time algorithms.

e Gen (1*): a probabilistic algorithm that takes the security parameter A as input and returns a signing
key sk and a verification key vk.

e Sign,, (m) a possibly probabilistic algorithm takes a signing key sk and a message m as input and
returns a signature o on message m.



e Redact,; (m,o,m’) a possible probabilistic algorithm that takes the verification key vk, a message m,
its signature o, and and an m’ such that m  m’ as input. The algorithm returns o’.

e Vrfy,,. (m, o) a deterministic algorithm that takes the verification key vk, the message m, and purported
signature on m, o and returns 1 if ¢ is a valid signature for m and 0 otherwise.

There are three main security notions for redactable signatures:

Unforgeability. It should be hard for an adversary to forge a valid signature on a message that is not
a redaction of a message they have already seen. It should be noted that this notion is based on a small
modification to traditional existential unforgeability under a chosen message attack (EUF-CMA). Formally
we capture our security notion as a game.

EXPE‘I’JI_];‘—CMA—RSS ()\) .

1. Gen (1™) is run to obtain keys (sk, vk).

2. Adversary A is given vk and access to an oracle OSigng, (-).
e Store the queries to the oracle in a set called Q.

3. Eventually the adversary outputs (m*,c*).
4. A succeeds iff (1) Vrfy,,, (m*,0*) =1 and (2) m* € {m - m* | m € Q}.

e In the case of success, the game outputs 1. Otherwise, the game outputs 0.

We say that an RSS II is EUF-CMA-RSS secure if for all PPT adversaries A there exists a negligible
function negl (-) such that Pr [Expi)UrlffcMAfRSS \) = 1] < negl (A).

Privacy. It should be hard for an adversary to determine the original signature from a redacted signature.
Formally we capture the notion as a security game.

Expi,SI_S[—Privacy (\):
1. Gen (1™) is run to obtain keys (sk, vk).
b & {01}
. Adversary A is given vk and access to an oracle OSign, (-) and OLoRRedactgp (-, -, -, -)-

2
3
4. Eventually the adversary outputs b’ € {0,1}.
5

. A succeeds if b = b’ and the game outputs 1; otherwise, the game outputs 0.

The oracle OLoRRedactyy s (-, -, ) takes as input four messages mg, my, m1, and mj and proceeds as
follows:

OLoRRedactg, , (mo, mg, m1, m}):
1. Compute o; = Signg, (m;) for i =0, 1.
2. Compute o] = Redact (m;,o,m}) for i =0, 1.

3. If m{, # m/, return L; else return oy.

We say an RSS II is RSS-private if for all PPT adversaries A there exists a negligible function negl (-)
such that Pr [Expi{fg_mivacy \) = 1} < negl ().



Transparency. It should be hard for an adversary to distinguish the redacted signature of a message from
the signature of a redacted message. Formally we capture the notion as a security game.

RSS—Transparency .
Exp 4 (N):

1. Gen (1™) is run to obtain keys (sk, vk).

2. b & {0,1}.

3. Adversary A is given vk and access to an oracle OSign (-) and OSignRedact, , (-, ).
4. Eventually the adversary outputs b’ € {0,1}.

5

. A succeeds if b = b’ and the game outputs 1; otherwise, the game outputs 0.

The oracle OSignRedacty,, , (-, ) takes as input two messages m and m’ where m = m’ and proceeds as
follows:

OSignRedacty, , (m,m’):
1. Compute oy = Redact (m, Sign, (m) ,m’).
2. Compute o1 = Signg, (m/)

3. Return oy

We say an RSS II is RSS-transparent if for all PPT adversaries A there exists a negligible function negl (-)
such that Pr [Expiﬁ%_TmnSpmency \) = 1] < negl ().

It is known that transparency implies privacy[I7, [10]. One can envision having a scheme that is unforge-
able and private (privacy does not imply transparency), though to our knowledge, there is no such (efficient)
RSS.

3 Policy-Based Redactable Signature Schemes

A policy-based redactable signature scheme is a primitive where a signer can sign a message such that a third
party may redact the message (and update the signature) provided the redacted message matches the policy
P specified by the signer at the time of signing. We formalize this primitive by adapting the formalism of
redactable signatures to include a policy argument to Sign and Redact. Specifically, a policy-based redactable
signature is a four tuple (Gen, Sign, Redact, Vrfy) of polynomial time algorithms.

e Gen (1)‘): a probabilistic algorithm that takes the security parameter A as input and returns a signing
key sk and a verification key vk.

e Sign,, (m, P) a possibly probabilistic algorithm takes a signing key sk, a message m, and a policy p € P
as input and returns a signature ¢ on message m with redaction policy P.

e Redact, (m,o,m’, P') a possible probabilistic algorithm that takes the verification key vk, a message
m, its signature o, and a message m’ as input. We require that m Fp m’ and P’ (m’) = 1, where P
is the policy extracted from signature o. The algorithm returns ¢’. Some schemes may require that
policy P’ be a subpolicy of P.

e Vrfy,,. (m, o) a deterministic algorithm that takes the verification key vk, the message m, and purported
signature on m, o. The algorithm returns 1 if o is a valid signature for m and p (m) = 1, where P is
the policy extracted from o. Otherwise, 0 is returned.
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We note that the notion that a user can not redact a message to one not covered by the policy, is captured
by the RSS notion of unforgeability with minor changes to the oracle and the - operator being replaced with
Fp. The Signing oracle will now take a policy P € P. The changes to the other oracles are summarized
in figure [I] Similar to the traditional RSS scheme, policy-based redactable signature schemes also have the

OLoRRedacts, , (mg, mg, Po, Py, m1,my, Py, P}): OSignRedact, , (m,m/, P, P'):
1. Compute o; = Signg, (m;, P;) for 1. Compute
1=0,1. oo = Redact (m, Sign, (m, P),m’, P").
2. Compute o} = Redact (m;, o, m}, P]) for 2. Compute oy = Signg, (m’, P’)
=01 3. Return oy,
3. If my # mj or P§ # P, return L; else
return oy.

(a) The Left or Right Redaction oracle for policy-based (b) The Sign or Redact oracle for policy-based
redactable signatures. redactable signatures.

Figure 1: The changes to the oracles to support policy-based redactable signatures.

property that transparency implies privacy (the proof mirrors the proof of proposition one in [I0] with minor
changes).

4 Policy-Based Redactable Set Signatures

We begin by looking at signatures for data organized as sets. Specifically, the data elements have no implied
order. In what follows, the set universe will be denoted as U/. We will call a universe small if its size is
polylogarithmic in the security parameter.

4.1 Small Universe

Restricting ourselves to a universe U of size polylogarithmic in the security parameter we can construct a
policy-based redactable signature scheme for sets either by utilizing a cryptographic accumulator or using
an AMQ Filter. These constructions have the benefit of supporting any policy family P.

Cryptographic Accumulator. We can reuse the basic set construction due to [I7] to construct a small
universe policy-based set RSS. Assume that there exists an cryptographic accumulator A = (Gen, Eval, Wit, Vrfy)
To restrict the redactions to some restricted subsets of a set S, we add characteristic strings for the
set and all possible subsets (those that could arise from valid redaction) S to an accumulator acc (i.e.,
acc < Evalg ({A (A) | AC S AP (A) =1})). The redactable signature becomes

(acc7 {Witgy, (X (A), ace)} scsapiay=t » SigNsk (acc)). The scheme is formalized in ﬁgure The scheme is

both unforgeable and transparent (implying privacy). Since the construction mirrors the work of [I7], the
proof is basically the same; we point the interested reader to [I7), §C.1] for the proof.

The main drawback of this construction, and the reason to search for better constructions, is the reliance
on small universes. Observe that the size of & must be small as the number of subsets are exponential in the
the size of U, causing the number of witnesses to be exponential (in the worst case). The situation would
be slightly improved if the associated number of possible redactions was polynomial in the size of U, or the
size of U is polylogarithmic in the security parameter.
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Gen (1)‘): Run DS.Gen (1)‘) to obtain key pair (s,v) and run the accumulators genera-
tor function to obtain (skg, pk,). Output the verification key vk = (v, pk,)
and the signing key sk = (s, skq).

Sign,, (S, P): Parse the signing key sk as (s,sk,). If P ¢ P, return L. Otherwise,
compute acc < Evalge, ({Xy (A) | A C SA P (A) =1}) and return the sig-

nature og = (acc7 {Witsr, (X (4), acc)} acsapiay=1 > P> Signg (acc)). We
will assume that the witnesses are sorted in lexicographical order by char-
acteristic sequence.

Redact,;, (S,0,8’, P’): Parse o as (acc, {wXM(A)}ACS/\P(A):l’P’ U*). If Skp & and P’ is a
subpolicy of P where P’ (S’) = 1, return

o5 = (acc, {wXM(A)}ACS’/\P(A):l ,U*). Otherwise, return L.

Vrfy,;, (S,0):  Parse vk as (v, pk,) and o as (acc, {wXU(A)}ACS/\P(A):l ,g*), Return one

if there is a valid witness wy,,(s), Acc.Vrly,, (wxu(s),Xu (S), acc) =1,
and DS.Vrfy, (acc,0*) = 1; otherwise, return zero.

Figure 2: The full accumulator-based small universe scheme.

AMQ Filter. Similar to our cryptographic accumulator construction we can utilize a characteristic se-
quence to limit any possible redactions. In this case, however, we dispense with the need of witnesses
present in an accumulator (trading for potential false positives). We store the output of a CPRF F with
key k evaluated on the characteristic sequence in an AMQ filter . The signature on a set S becomes
os = (F, k,Signg, (F)). To produce a redaction, constrain the key k to k so that only the necessary sets can
have membership checked. The need for constraining keys comes from the privacy requirement, without it,
an adversary would be able to distinguish a redacted signed message from a redacted then signed message
(violating transparency). This requires the CPRF to hide the policy, be canonical, and have a constant sized
key (e.g., [14] or [23]). Unfortunately this construction remains theoretical; there are no existing CPRF
constructions that simultaneously offer these properties for arbitrary predicates. The scheme is formalized
in figure[3] Our scheme is both unforgeable and transparent. Proofs of our claim are found in appendix [A]

Unlike the cryptographic accumulator approach the AMQ filter approach does not suffer from exponential
sized signatures. This is because the CPRF key is of fixed size and the size of the AMQ filter is governed by
the desired false positive rate. We note, the signing time will still be exponential in U in the worst case, so
approaches to limit the size of U are still required.

Remark 4.1. Tt is important to note that both of these constructions can be adapted slightly so that the
universe can be of arbitrary size by computing the characteristic sequence relative to the original set. In so
doing we loose transparency as we will be able to distinguish between redacted and non-redacted messages.
This will also increase the size of the signature as we will have to store the index in the characteristic sequence
for all elements of the set associated with the signature.

4.2 Arbitrary Universe

To construct a policy-based set RSS for an arbitrary sized universe we could take two main approaches: (1)
we could develop a domain extension algorithm for a small universe construction; or (2) design a construction
independent of the small universe construction. Neither of our small universe constructions appear amenable
to domain extension techniques thus, we offer a new arbitrary universe construction. Unlike our constructions
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Gen (1)‘): Run DS.Gen (1)‘) and return the resulting key pair (sk, vk).

Sign, (S,P): If P ¢ P, return L. Otherwise, run k +— CPRF.Gen (1*); run
F < Init(fpr) to obtain a new filter with false positive rate fpr. Next, for
every A C § where P(A) = 1, run F < Add (CPRF.Eval (k, X, (4)),F).
Return the signature os = (F, k, P, Signg, (F)).

Redact, (S,0,S8', P'): Parse o as (F,k,P,o*). If S bp & and P’ is a subpolicy of P where
P’ (8) =1, output 05 = (]—'7 %, P',U*), where k < CPRF.Constrain (k, P).

Otherwise, return L.

Vrfy,, (S,0): Parse o as (F,k,P,o*). Return one if P(S5) = 1,
Contains (CPRF.Eval (k, Ay (5)),F) = 1, and DS.Vrfy,, (F,0*) = 1
otherwise, return zero.

)

Figure 3: The full AMQ-based small universe scheme.

for a small universe, our arbitrary universe construction restricts the policy family to policies that can be
expressed as monotone circuitsﬂ

Overview. Our starting point is the set construction of [I7], which relies on a cryptographic accumulator
in proving set membership. We will add a mechanism to enforce a policy cast as a monotone circuit which
outputs true if the associated Boolean formula over the elements of the subset evaluate to true. Following
the construction in [4], we will encode our circuit using a Shamir threshold secret sharing scheme over each
gate of the circuit such that if the circuit outputs true, the shared secret is recovered. We note that our
construction exposes the policy to both the redactor and verifier.

Constructing the Circuit. Any (monotone) circuit can be represented as an n-ary tree where the literals
appear at the leaves of the tree, all internal nodes (gates) represent either the disjunction or conjunction of
their children, and the root node captures the output of the circuit. Let parent (z) denote the parent of node
2 and index (x) denote the left-to-right index associated with node x in its level. We label each node x with
a value t, that is one if the node is a disjunction or a leaf; otherwise, the number of children of x.

To enforce the correct evaluation of a circuit we will use Shamir secret sharing in such a way that a secret
value s € F,, is reconstructed if and only if the set elements present in the signature satisfy the circuit. Our
algorithm begins at the root of the tree R associating a tg — 1 degree polynomial gg () such that gg (0) = s.
Proceeding in a level-order traversal, we associate with internal node x a t, — 1 degree polynomial g, (-) such
that g, (0) = Gparent() (index (x)). See figure |4] for an example.

Observe that when we perform the reconstruction algorithm recursively using a bottom up level order
traversal of the tree, we arrive at the value s. Moreover, we must only store the values associated with the
leaves of the tree. If one wishes to hide the labels on the variables a one-way function may be utilized.

Redactable Signature Scheme. The redactable signature scheme on set S is described in figure [f] As
previously noted we rely on the threshold secret sharing scheme to represent our circuit. The secret serves as
the value for true associated with the circuit. We also rely on a cryptographic accumulator for committing
to the elements of the set and their shares. We rely on a EUF-CMA secure digital signature scheme to sign
the accumulator and secret value associated with the root of the tree that represents the circuit. The scheme
as presented is unforgeable and transparent (thus implying privacy). The proof is in appendix

5A circuit without a logical negation gate.
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an (0) =qr (1) =s , =qr(2)=s

4z, (0) =g (1)

Figure 4: The circuit for the expression (z1 A z2) V x3.

Gen (1%):

Sign,, (S, P):

Redact, (S,0,S’, P'):

Vrfyvk (Sa U):

Run DS.Gen (1*) to obtain key pair (sks,vks) and run the accumulators
generator function to obtain (sk,, pk,). Output the verification key vk =
(vks, pk,) and the signing key sk = (sks, skq).

If P ¢ P, return L. Otherwise, parse sk as (sks, skq); sample an s € Z*,
construct the tree T associated with the policy P, compute
acc < Evalg, ({z || share (¢, (0))},cs), and return the signature on S,

os = (acc, T, {share (g, (O))}wES A Witsg, (z || share (¢, (0)), acc)}wes ,
Sign,y,_ (acc || s)) .
Notationally, we assume that all elements in S appear in T that is, however,

not always the case. Elements x € S that do not appear in 7 should have
their share set to a uniformly random sampled element of Z*.

Parse o as (acc, T {52} pess {wwl\sw }ze.s ,0'*) and extract policy P from 7.
If Skp & and P’ (S') =1, output the signature

o5 = (acc,’T’,{sx}ieS, ,{wwHSm}meS/ ’0'*)7 where T’ encodes policy P'.
Otherwise, return L.

Parse vk as (vks,vk,) and o as (acc,T, {Sw}zes’{ww\lsx}xesﬁ*)' Re-

turn one if for all z € &, AccVrfy,, (ww”sm,x I sz, acc) = 1 and
DS.Vrfy,,. (acc || s*,0%) = 1, where s* results from reconstructing the se-
cret using the shares together with policy tree 7; otherwise, return zero.

Figure 5: The monotone circuit RSS scheme.

It should be noted that while we solved the large universe problem, in order for our construction to

remain practical |S| should remain small since our signature has size © (|S|). This does, however, bring us
into line with existing non-policy based constructions which have asymptotically equivalent signature sizes
or very large keys.

Remark 4.2. Because of how our policies are enforced, any redactor can impose further limitations on future
redactions by modifying the tree representing the policy, thus providing controlled disclosure.

Remark 4.3. If the signer wishes the policy to remain immutable, the policy can be signed. This will,
however, affect transparency since the policy may leak the original set.

14



5 Policy-Based Redactable Signatures for Linear Data

We turn our attention to data that has some implied order and demonstrate a policy-based redactable
signature scheme for this data. We offer one construction from vector commitments. This construction
mirrors the construction for arbitrary sized universes from cryptographic accumulators. Observe that by
substituting a vector commitment scheme for the cryptographic accumulator, we get a construction that
enforces position. However, this comes at the cost of transparency and potentially privacy. Our construction
from vector commitments only provides unforgeability in all cases, and privacy if the vector commitment
scheme has the hiding property (see appendix |C]). The construction is described in figure @

Gen (1%, q):

Signsk (Mu P)

Redact,, (M, o, M', P'):

Vrfy,. (M, 0):

Run DS.Gen (1/\) to obtain key pair (sks, vks) and run the vector commit-
ment schemes key generator function to obtain pp for a linear document of
size ¢ message blocks. Output the verification key vk = (vks, pp) and the
signing key sk = (sks, pp).

If P ¢ P, return L. Otherwise, parse sk as (sks,pp); sample an s € Z*,

parse M as (mq,ma,...,my), construct the tree 7 associated with the
policy P, compute (C, auz) < VC.Comp, (mq,ms, ..., my), and return the
signature,

o = (c, T {share (qm, (0))};c(y -

{VC.Open,, (m; || share (g, (0)) %, auz)}
Sign.i, (C'| ).

Notationally, we assume that all message blocks in the sequence appear in T
that is, however, not always the case. Message blocks m that do not appear
in 7 should have their share set to a uniformly random sampled element of
7x.

i€lq]”’

Parse o as (07 T Asm}menr s {mesm}meM ,U*) Extract the policy P
from T if M Fp M’ and P’ is a subpolicy of P where P’ (M’) = 1, output
the signature op¢ = (C’, T A5m et s {HmHSm}meM’ ,0*)7 where 77 is
associated with P’. Otherwise, output L.

*) Re-

Parse vk as (vks,pp) and o as (C’, T AsmYment s {meSm}meM N

turn one if for all m; € M, VC.Very, (HC,m@'Hsm s,y || Sm;,) = 1 and

DS.Vrfy,,. (C'|| s*,0%) = 1, where s* results from reconstructing the secret
using the shares together with policy tree T; otherwise, return zero.

Figure 6: The monotone circuit linear RSS scheme.

6 Implementation

We’ve implemented our arbitrary universe construction as well as our small universe accumulator based
construction in Java using a pairing based accumulator scheme from [32] using the Java Pairing Based
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Cryptography library [I5]. It turns out that standard RSA accumulators like [2] are too inefficient for our
purposes (e.g., signing a set of 300 elements under the large construction took close to one minute). This
is generally attributed to the cost of hashing to a prime number. The practical performance of various
accumulators has been discussed in [24]. We utilized EC-DSA with curve P-256 as our underlying signature
scheme. When needed, the threshold secret sharing scheme is Shamir’s scheme [30]. Our performance
analysis was done using the Apache Netbeans Performance Analyzer. We made our source code available at
https://github.com/kisselz/redactable-sigs.

Existing constructions in the literature lack implementation, thus comparison between them is purely
theoretical. In practice, our implementation indicates that a majority of the time in our set-based con-
structions, and other accumulator-based constructions, is spent performing accumulator operations. For all
constructions when generating the RSS signing and verification keys a majority of the time was (unsurpris-
ingly) spent in the accumulator code, specifically in loading the group information for our pairing friendly

group.

Arbitrary Universe Construction The time in signing is dominated by the generation of accumulator
witnesses. This is in turn dominated by the cost of exponentiation in the underlying pairing friendly group.
The time for redaction is not dominated by any one factor. Verification is dominated by the verification of
accumulator witnesses, which is due to the cost of two pairing operations.

Accumulator-Based Small Universe The time in signing is dominated by the generation of accumulator
witnesses. This is in turn dominated by the cost of exponentiating in the underlying pairing friendly group.
The time for redaction is not dominated by any one factor. Verification is dominated by the verification of
accumulator witnesses, which is due to the cost of the two pairing operations.

Set Construction of Derler et. al We implemented the set based construction of Derler et. al [I7],
which lacks a policy but, otherwise uses similar cryptographic primitives. This scheme is essentially the
accumulator-based small universe construction except we accumulate the elements instead of the character-
istic sequences. Since the same underlying instantiation of the primitives are used, the dominating factors
in key generation, signing, verification, and redaction mirror the accumulator based construction above.

Comparative Analysis We ran our large universe construction and the construction of Derler et. al with
various sized sets on a Linux machine with an Intel i7-10750H CPU and 32G of RAM running Fedora 36
(Kernel version 5.19.15-201). Our elements were drawn from the standard Linux word list found on the
machine. The sign and verify operations were run 10 times on each set size (5 — 3000 elements in 5 element
increments). See figure [7| for our performance graphs, the shaded regions indicate one standard deviation
above and below the average (solid line). It should be noted that we did not perform an analysis with our
small universe construction. This is because the number of accumulator witnesses grows exponentially in
the number of elements in the set being signed. Thus, the construction becomes inefficient quickly. From
figures [7a] and [Td we observe that the addition of the policy only negligibly degrades the performance of
the standard redactable set signature scheme of Derler et. al. The sporadic spikes in the graphs can be
attributed to system noise over the duration of the test interval. In figures [7h| and [7d] we observe that the
addition of a policy minimally impacts the verification time. The performance of the secret reconstruction in
the large construction is aided by the fact that the formulas are encoded in disjunctive normal form, which
means the entire tree does not need to be evaluated in order to recover the associated secret. Since any
formula not in disjunctive normal form can be rewritten in disjunctive normal form, this does not constrain
our analysis. Again, the random spikes in the graphs can be attributed to system noise. We note that in
general verification time is approximately twice as long as signing time, this is due to the cost of pairing
operations present in the accumulator verification process. We did not collect test data from the redact
operations since in both constructions, no cryptographic operations are involved during redaction.
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Figure 7: Performance graphs for sign and verify. The shaded regions indicate the area falling within one
standard deviation.

7 Conclusion

In this work we demonstrated constructions of policy-based redactable signature schemes. We further pro-
vided implementations to aid in justifying their practicality for smaller set sizes. Since in both our construc-
tions the time grows linear with the accumulator operations, either another technique or faster accumulators
must be used. Similarly, our construction for linear documents from vector commitments suffers from the
fact that time grows linear with the number of committed values.

Open Questions Our work leaves several open questions around both policy-based redactable set signa-
tures as well as for other data structures like linear and tree based. In terms of set based constructions we
would like to support much larger sets, which will require faster accumulators or vastly different techniques.
A natural idea is to use batch accumulators; however, it is not clear how to support policy and batching
simultaneously other than in a trivial manner (e.g., creating batch witnesses for all allowable redactions).
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As for our linear constructions we would similarly need to seek out different techniques from vector com-
mitment or potentially leverage subvector commitments [25], or possibly point proofs [19], similar to the
trivial batching of accumulator witnesses for set constructions discussed above. In the case of Pointproofs,
the production of an aggregate proof can be performed by a third party thus potentially allowing the third
party to shrink signature verification time by first aggregating proofs before verifying.
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A Security Proofs for the AM(Q Small Universe Construction

We begin by showing that the AMQ-based construction is unforgeable. This roughly relies on the underlying
unforgeablility of the signature scheme. Our proof is via a standard reduction of an adversary breaking the
EUF-CMA security game to an adversary that wins the EUF-CMA-RSS game. In what follows, we assume
that Il is an EUF-CMA secure signature scheme and II is our RSS.

Proof. Let A,s be an PPT adversary that wins the EUF-CMA-RSS game. We construct an adversary Agig
that uses Arss to win the EUF-CMA game. The code for Ay, is:

AGEO (uk):

sig
1. Initialize Q = 0.

2. Run A, (vk) answering signature queries as follows:

(a) P ¢ P output, L.

(b) F <« Init (fpr)

(c) k < CPRF.Gen (1*).

(d) For every A C S where P (A) =1, run F < Add (CPRF.Eval (k, &y (A)), F).
(e) Return os = (F, k, Osig (F)), adding (P,S,0s) to Q.

3. Eventually A, outputs (S*, (F*, k*,o*)) if there does not exist a S € Q such that S Fp S*,
output (F*,0*) as the forgery.

Observe that Ag, faithfully simulates the view of adversary A, in the EUF-CMA-RSS game. Thus we
can conclude that
Pr {ExpiﬂiﬁCMA_Rss N = 1] =Pr [Expiﬁiﬁggm AN =1].

By assumption we have that Pr [Expigjigi\/m N 1} = negl (A). Thus we conclude that

Pr Expiﬁiﬁ?MA*Rss N = 1} = negl (A) and our scheme is unforgeable. O

In order to argue privacy we will prove our construction has the transparency property and thus inherit
the fact that the construction is private as well. Our proof will proceed via a sequence of games.

Proof. Let W; denote the event that the adversary wins game 1.
Game 0. This is the original game.

Game 1. This is similar to game 0 but, every call to the SignRedact oracle has b fixed to 0.

We claim that |Pr[Wy] — Pr[W1]] < negl (A\). Observe, the only way to distinguish between the two games
is if you can distinguish between CPRF keys, which are indistinguishable due to the fact that the CPRF is
canonical. Since, there are at most g (A) queries we have that |Pr [Wy] — Pr [W1]] < ¢ (M) negl (A) < negl’ (X).
Since the behavior of the oracle is independent of b in game 1, we have the Pr[W;] = 3. Therefore,

|Pr [Wo] — Pr [W4]| < negl (\) = |Pr [Wo] — %| < negl(\) => Pr[Wy] <1+ negl(}). O
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B Security Proofs for the Arbitrary Universe Construction

Our arbitrary universe construction is both unforgeable and transparent. The unforgeability of the scheme,
stems from the unforgeability of the underlying signature scheme as well as the collision resistance of the
cryptographic accumulator. In what follows we will let II denote our RSS, Ils, denote our underlying
signature scheme, and II,.. our underlying cryptographic accumulator scheme.

Proof. Assume by way of contradiction there exists an adversary A,ss that can win the RSS unforgeability
game with greater than negligible probability. Given such an adversary we show how to construct an
adversary Ag;y that utilizes A, to contradict the EUF-CMA security of the underlying signature scheme
and an adversary A,.. that utilizes A,ss to contradict the unforgeablility of the underlying cryptographic
accumulator.

We begin by constructing the adversary A4 as follows:

Osi () .
‘Asigg (’Uk)

1. Initialize Q = (.

2. Run (skq, pka) < Acc.Gen (1*).

3. Run A, ((vk, pks)) answering signature queries as follows:
(a) Operate as Sign except when the signature needs to be computed, query Ogg.
(b) Compute acc < Eval ((skq,pka),S)
(¢) Return
os = (acc, T, {share (¢, (0))},cs - {Witss, (z || share (g5 (0)), acc)},cs , Osig (acc || s)) .
adding (P, S,05s) to Q.

4. Eventually A, outputs (S*, (acc*,’T*, 0 S {w;sl }xes* ,cr*)) if there does not exist a

S € Q such that § Fp §*, output (acc* || s*,0*), where s* was reconstructed according to T*,
as the forgery.

Observe that A, faithfully simulates the view of adversary A.s in the EUF-CMA-RSS game.
We now construct the adversary Ag,.. as follows:
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Aa(?cvgit(')yoEva\(') (pk’):
1. Initialize Q = (.
2. Run (sk,vk) < DS.Gen (1?%).

3. Run A, ((vk, pk)) answering signature queries as follows:

(a) Operate as Sign except when the accumulator work needs to be done, hand the computation
off to OEvaI and OWit~

(b) Return

s = (OEval ({33 || share (g (O))}zes> , T, {share (gx (0))}Ies )
{Owit (z || share (g (0)))},cs > Signgy, (ace || 5)) .

adding (P, S,0s) to Q.

4. Eventually A,ss outputs (S*, (acc*, T {ss}oes > {w;sT }meS* ,a*)) such that there does not
exist a S € Q such that S Fp S*. If there does not exist a signature on acc* || s*, where s* was
reconstructed according to 7™ in Q, abort. Otherwise there is at least one witness wy, , such
that Acc.Vrfy,, (acc*, w x) =1 but = & acc*, output the collision (w*

x,84° T,8q7

T, acc*).

Observe that A, faithfully simulates the view of adversary A,ss in the EUF-CMA-RSS game if it does
not abort. The only way we abort is if the adversary tries to also forge the signature.

Note that there is no way for an adversary to construct new shares for any entries that allow the party
to recover s unless the adversary could forge witnesses for the cryptographic accumulator. Moreover, the
value of s can’t be changed without being able to break the EUF-CMA security of the underlying signature
scheme. Since neither adversary outlined above can succeed, we have by the union bound

Pr [BxpS AR (3) = 1] < Pr [ExpBIF RN (1) = 1] + Pr [Bxpi e (1) = 1
< negl ()
thus we conclude that our scheme is unforgeable. O

Our scheme is transparent and thus private. The transparency of our scheme relies on the indistinguisha-
bility of the accumulator as well as security of the underlying threshold signature scheme. We proceed to
prove our claim through a sequence of games approach.Let W; denote the event that the adversary wins
game 1.

Game 0. This is the original game.

Game 1. This is similar to game 0 but, every call to the SignRedact oracle with b fixed to 0.
Claim B.1. The adversary will detect the changes from game 0 to game 1 with at most negligible probability.

Proof. There are two key changes between the games when b = 1 in Game 0. The accumulator value has
more values accumulated in the accumulator in Game 1 than Game 0. The policies will remain identical and
the shares will remain indistinguishable since the secrets are uniformly random. Since the accumulator has
the indistinguishability property after k queries there is knegl (\) probability of distinguishing based on the
accumulator. Since, k is polynomial in the security parameter, we have that the probability of distinguishing
between the two games is negligible. O

Claim B.2. The probability the adversary wins Game 0 is at most negligibly more than one half.
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Proof. Observe that in Game 1 the value of the accumulator is independent of the choice of bit b (as the
oracle always behaves as if b = 0). The remaining components of the signature are identically distributed.
This means that Pr[W;] = % thus,
[Pr [Wo] — Pr [W1]] < knegl (A)
=

Pr [Wy] — % < knegl (\)

1
= Pr(Wy] < 5t knegl (A)

C Security Proofs for the Linear Construction

Our arbitrary universe linear construction is both unforgeable and private. The unforgeability of the scheme,
stems from the unforgeability of the underlying signature scheme as well as the position binding property of
the vector commitment scheme. In what follows we will let II denote our RSS, Il denote our underlying
signature scheme, and Il,. our underlying vector commitment scheme.

Proof. Assume by way of contradiction there exists an adversary A,.s that can win the RSS unforgeability
game with greater than negligible probability. Given such an adversary we show how to construct an
adversary Ag;q that utilizes A, to contradict the EUF-CMA security of the underlying signature scheme
and an adversary A,. that utilizes A, to contradict the position binding property of the underlying vector
commitment.

We begin by constructing the adversary A as follows:

Osi () .
‘Asigg (Uk)

1. Initialize Q = 0.

2. Run pp <+ VC.KeyGen (1’\,q).

3. Run A, ((vk,pp)) answering signature queries as follows:

(a) Operate as Sign except when the signature needs to be computed, query Ogig.
(b) Compute (C, auz) - VC.Comyy, (m1,ma, ..., mg).
(¢) Return

oM = (C7 T, {share (¢ (0))},c 1 » {VC.Openpp (m; || share (gm, (0)),1, aux)}ie[
Osig (C'[| 5))

ql’

adding (P, M, o) to Q.

4. Eventually A, outputs (./\/l*7 (C’*, T Ash et » {H;‘n,sm }mEM* , a*)) if there does not exist

a S € Q such that S Fp §*, output (acc* || s*,0*), where s* was reconstructed according to
T*, as the forgery.

Observe that A, faithfully simulates the view of adversary A¢ in the EUF-CMA-RSS game.
We now construct the adversary Ay, as follows:
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Ave (pk):
1. Initialize Q = 0.
2. Run (sk,vk) < DS.Gen (1?%).
3. Run pp <+ VC.KeyGenl?, q.
4. Run A, ((vk, pp)) answering signature queries as follows:

(a) Operate as Sign including handling all commitments.
(b) Compute (C, aux) < VC.Comy,, (M1, ma, ..., my).
(¢) Return

oM = (C, T {share (¢m (0))},,cr¢ » { VC.Open,,, (m; || share (g, (0)) .1, au;z:)}ie[
Osig (C'[| 8))

3

q]

adding (P, M, o) to Q.

5. Eventually A, outputs (M*, (C*, T A5 e » {H;’sm }meM* ,a*)) such that there does
not exist a M € Q such that M Fp M™*. If there does not exist a signature on
acc* || s*, where s* was reconstructed according to 7* in Q, abort. Let the message
block sequence associated with the overlapping signature be M’. There is at least one proof

I such that VC.Very, (C’*,mi I sm“i,Hjn%st = 1 but m; ¢ C*, output the violation
(C*v mi, m;a i, H:n'i7smi ) Hm' s /)'

Tm
¢ i

*
Mi,Smy

Observe that A, faithfully simulates the view of adversary A,s in the EUF-CMA-RSS game if it does
not abort. The only way we abort is if the adversary tries to also forge the signature.

Note that there is no way for an adversary to construct new shares for any entries that allow the party
to recover s unless the adversary could forge proofs for the vector commitment. Moreover, the value of s
can’t be changed without being able to break the EUF-CMA security of the underlying signature scheme.
Since neither adversary outlined above can succeed, we have by the union bound

Pr [Bpli "5V () = 1] < Pr [BpfUT M () = 1] + Pr (Bl R () = 1]
< negl ()
thus we conclude that our scheme is unforgeable. O

Our scheme is private provided the underlying vector commitment scheme has the hiding property. The
privacy of our scheme relies on the fact that if the messages My and M are position-wise equivalent for
non-redacted components, then the two redacted signatures will be indistinguishable. We proceed to prove
our claim through a sequence of games approach.Let W, denote the event that the adversary wins game 1.

Game 0. This is the original game.

Game 1. This is similar to game 0 but, every call to the LoRRedact oracle with b fixed to 0.
Claim C.1. The adversary will detect the changes from game 0 to game 1 with at most negligible probability.

Proof. Observe that since the two redacted messages are equivalent and the commitment scheme is hiding,
no information is revealed about the message sequence M that was redacted. Therefore the adversaries
power in distinguishing between the two games is negligible. Since we have at most k queries the probability
of distinguishing is at most knegl (X). O
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Claim C.2. The probability the adversary wins Game 0 is at most negligibly more than one half.

Proof. Observe that in Game 1 the value of the commitment is independent of the choice of bit b (as the
oracle always behaves as if b = 0). The remaining components of the signature are identically distributed.
This means that Pr [W;] = £ thus,
[Pr [Wo] — Pr [WA]| < kinegl (A)
=

Pr [Wy] — % < knegl (\)

1
= Pr(Wy] < 5t knegl (\)
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