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Abstract. At Eurocrypt 2022, May et al. proposed a partial key expo-
sure (PKE) attack on CRT-RSA that efficiently factors N knowing only
a 1

3
-fraction of either most significant bits (MSBs) or least significant

bits (LSBs) of private exponents dp and dq for public exponent e ≈ N
1
12 .

In practice, PKE attacks typically rely on the side-channel leakage of
these exponents, while a side-channel resistant implementation of CRT-
RSA often uses additively blinded exponents d′p = dp + rp(p − 1) and
d′q = dq + rq(q − 1) with unknown random blinding factors rp and rq,
which makes PKE attacks more challenging.

Motivated by the above, we extend the PKE attack of May et al. to CRT-
RSA with additive exponent blinding. While admitting rpe ∈ (0, N

1
4 ),

our extended PKE works ideally when rpe ≈ N
1
12 , in which case the en-

tire private key can be recovered using only 1
3

known MSBs or LSBs of
the blinded CRT exponents d′p and d′q. Our extended PKE follows their
novel two-step approach to first compute the key-dependent constant k′

(ed′p = 1 + k′(p− 1), ed′q = 1 + l′(q − 1)), and then to factor N by com-
puting the root of a univariate polynomial modulo k′p. We extend their
approach as follows. For the MSB case, we propose two options for the
first step of the attack, either by obtaining a single estimate k′l′ and cal-
culating k′ via factoring, or by obtaining multiple estimates k′l′1, . . . , k

′l′z
and calculating k′ probabilistically via GCD.
For the LSB case, we extend their approach by constructing a different
univariate polynomial in the second step of the LSB attack. A formal
analysis shows that our LSB attack runs in polynomial time under the
standard Coppersmith-type assumption, while our MSB attack either
runs in sub-exponential time with a reduced input size (the problem is
reduced to factor a number of size e2rprq ≈ N

1
6 ) or in probabilistic poly-

nomial time under a novel heuristic assumption. Under the settings of the
most common key sizes (1024-bit, 2048-bit, and 3072-bit) and blinding
factor lengths (32-bit, 64-bit, and 128-bit), our experiments verify the
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validity of the Coppersmith-type assumption and our own assumption,
as well as the feasibility of the factoring step.
To the best of our knowledge, this is the first PKE on CRT-RSA with
experimentally verified effectiveness against 128-bit unknown exponent
blinding factors. We also demonstrate an application of the proposed
PKE attack using real partial side-channel key leakage targeting a Mont-
gomery Ladder exponentiation CRT implementation.

Keywords: Partial Key Exposure · Additive Blinding · CRT-RSA ·
Coppersmith method

1 Introduction

1.1 Partial Key Exposure Attacks on (CRT-)RSA

As one of the longest-serving and the most widely used public-key cryptosystems,
RSA can use the Chinese Remainder Theorem (CRT) optimization to speed
up exponentiation operations, which is especially favored by power-constrained
embedded systems. To mitigate side-channel attacks [35], a real implementation
of (CRT-)RSA often adopts blinding countermeasures such as message blinding,
modulus blinding and exponent blinding [15, 19, 22, 35, 40], of which additive
exponent blinding [35] was referred to by the BSI as the “classical exponent
blinding” [11] and is widely deployed, e.g., in open source cryptographic libraries
MbedTLS [44], Libgcrypt [37], and Botan [9]. Throughout this work, we consider
CRT-RSA with additive exponent blinding as the main target of our research.

At Eurocrypt’96, Coppersmith presented a novel lattice-based method to
find small solutions of univariate modular polynomials with some applications
to cryptanalysis of RSA [17], and he [16] extended this method to bivariate
equations to factor RSA modulus N with half MSBs of one of its prime factors.
Boneh et al. [6] introduced PKE attacks to recover the full RSA private key
using a few consecutive MSBs or LSBs of the private key based on the Cop-
persmith method. Many subsequent works continued the research on PKE, but
most do not take into account the widely deployed exponent blinding counter-
measure [3,7,23,28,38,42,43,50,56–59], with only a couple of exceptions to the
best of our knowledge [24,32]. Fouque et al. [24] investigated PKE attacks on an
additively blinded private exponent with up to 32-bit blinding factors and very
small e values for RSA without CRT. They showed that non-consecutive known
bits—which could realistically result from SCA (Side-Channel Analysis) leak-
age of sliding-window exponentiation implementations—of the additively blinded
private exponent could be used to recover the private exponent. However, their
attack relies on the fact that both the public exponent e and the blinding factor
are small to enable brute force, and requires multiple traces to gradually retrieve
the entire private key. In particular, the retrieval requires several (50 in their ex-
periments) instantiations of the recovered non-consecutive exponent bits (when
e = 3) or 2-bit consecutive exponent bits (when e = 216 + 1), each providing
a 1

64 to 1
16 (depending on the public exponent, key length) non-consecutive or
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consecutive portion of the blinded exponents. Further, it works with very small
e values (the cases of e = 3 and 216 + 1 were experimentally verified) and up
to 32-bit blinding factors. Joye and Lepoint [32] also focused on PKE on RSA
with additive exponent blinding. They constructed trivariate or bivariate poly-
nomials based on Coppersmith’s lattice techniques to recover the whole key with
partial known blinded exponent MSBs/LSBs. Their attack requires in the best
case more than half of the known MSBs or LSBs of the blinded private expo-
nent, which was experimentally verified. In addition to the aforementioned works
that assume some partial bits of the (blinded) private exponent(s) known with
certainty, another line of works considers the case where all bits of the blinded
private exponent(s) are classified, but where they can be wrongly classified with
some error probability, e.g. [4, 52–54]. In summary, previous PKE attacks on
(CRT-)RSA with additive exponent blinding mostly consider restricted cases of
e and small blinding factors using special-structured partial key leakages from
multiple observations, or need more than half of blinded private exponent from
a single observation of the partial key leakage, or need a full recovery of the
(blinded) exponent bits with errors.

1.2 Our contribution

In this work, we aim to answer the question: how and to which extent can we ex-
tend the PKE attack to CRT-RSA with additive exponent blinding (ideally using
as few as possible consecutive MSBs/LSBs of the private CRT exponent from a
single observation of the partial key leakage) both theoretically and empirically?

Our contributions in this context are summarized as follows.
First, we extend the PKE attack on CRT-RSA with unblinded exponents (dp

and dq) [43] to that with additively blinded ones, i.e., d′p = dp + rp(p − 1) and
d′q = dq + rq(q − 1) for unknown random blinding factors rp and rq.1 Instead of
restricting rp and rq to 32 bits or any lengths within the reach of brute force [24],
we allow the blinding factors up to some exponential size Nγ , and concretely
128 bits or even more. Our extended PKE works ideally when the products of
public exponent e = Nα and the blinding factors (i.e., e · rp and e · rq in the
LSB case; e · r

2
3
p and e · r

2
3
q in the MSB case) are roughly N

1
12 , i.e., α + γ ≈ 1

12
or α+ 2

3γ ≈ 1
12 . In this setting, the attackers/evaluators need only a 1

3 -fraction
of MSBs or LSBs of d′p and d′q to recover the entire private key. In general, as
for [43], our extended PKE attack works in the small e regime (albeit with more
MSBs/LSBs), i.e., 0 < e < N

1
4−γ , which arguably covers most common choices

in practice (e.g., NIST mandates e ∈ (216, 2256) [45]).
Second, we formally analyze the asymptotic time complexity of the proposed

PKE attack. In the LSB case, it runs in polynomial time under the standard

1 We argue that the extension is non-trivial as, intuitively (from an information the-
oretic point of view), the random unknown blinding factors (rp and rq) effectively
reduce the information on dp, dq, k, and l that can be obtained directly from partial
key exposure.
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Coppersmith-type heuristic assumption. In the MSB case, it either runs in sub-
exponential time with a reduced input size (i.e., the number to factor in this
case is of size e2 · rp · rq, significantly smaller than the RSA modulus N), or
runs in probabilistic polynomial time (PPT) under a novel assumption that cer-
tain values corresponding to the blinded exponents are coprime with a certain
probability, but with the additional cost that, for one of the exponents, multiple
observations of the blinded execution are needed. We implement the proposed
PKE attack for the most common key sizes (1024-bit, 2048-bit, and 3072-bit)
and blinding factor lengths (32-bit, 64-bit, and 128-bit), and our extensive ex-
periments not only confirm the effectiveness of the Coppersmith-type heuristic
(in the LSB case), but also that of our own assumption and the feasibility of the
sub-exponential (in e2 · rp · rq) time complexity (in the MSB case). In partic-
ular, the MSB attack succeeds with the probability that randomly distributed
numbers are coprime (using multiple observations of the blinded exponents), or
completes mostly in seconds or minutes for most parameter settings (using single
observation of the blinded exponents). In the most challenging case occasionally
observed for 2048-bit (resp., 3072-bit) key with 128-bit additive blinding expo-
nent, it finishes in less than 1.5 (resp., 50) hours. To the best of our knowledge,
this is the first2 PKE on CRT work that experimentally verifies the effectiveness
using 128-bit additive exponent blinding factors. The experiment parameters also
provide hands-on references (such as lattice dimensions, and required running
time) to the attackers/evaluators for applying PKE attacks.

Third, the extended PKE attack can be combined with various forms of side-
channel attacks, e.g., cold boot attacks [27,61], cache-timing micro-architectural
attacks [2, 62], and timing, power or electromagnetic analysis attacks on CRT-
RSA [13,29,35,51,64], to significantly enhance the applicability of these attacks
(by reducing the goal of full key recovery to obtaining only a 1

3 -fraction of leak-
age). Note that this PKE attack can tolerate some errors of the partial key
leakage,3 i.e., combining the error-free MSBs or LSBs of d′p from one observation
of the partial key leakage, and those of d′q from another one. To this end, we
demonstrate an application of the extended PKE attacks on deep learning-based
partial side-channel leakage from a typical real-world target, i.e., a Montgomery
Ladder exponentiation CRT implementation with 2048-bit key and 64-bit addi-
tive exponent blinding on a 45 nm secure microcontroller with RSA co-processor.

Several preliminaries and proofs in this work closely follow the corresponding
versions in [43]. In those cases, the contributions of May et al. are included here
in full such that this work is self-contained and easier to read.

1.3 Organization of the paper

The rest of this paper is organized as follows. Section 2 introduces the necessary
background information about the Coppersmith method and the state-of-the-art
2 The work [54] estimates the effort for 128-bit blinding factors with error probability
0.05, but only verifies the estimates experimentally for 32-bit blinding factors.

3 It is a commonly used strategy also for error-tolerant lattice-based attacks on
(EC)DSA as pointed out in [1].
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PKE attack on unblinded CRT exponents published at Eurocrypt’22. Section 3
provides a mathematical proof of the extended PKE attack in the additive blind-
ing scenario. Afterwards, we experimentally verify the effectiveness and time
complexity of this approach in Section 4. Finally, in Section 5, an application of
the extended PKE attack is demonstrated using partial side-channel key leakage
of a typical real-world Montgomery Ladder exponentiation implementation with
additive exponent blinding countermeasure.

2 Preliminaries

2.1 Notations

By ‘log’ we denote the base 2 logarithm, ‘ln’ denotes the natural logarithm, and
ζ(.) denotes Riemann’s zeta function. We use capital letters for random variables
and small caps for their realizations. We use capital bold font letters for matrices
(e.g., M) and small bold caps for vectors (e.g., v). We use |detM| to denote the
absolute value of the determinant of the matrix M, which corresponds to the
determinant of the lattice spanned by this matrix.

2.2 Coppersmith’s method

Similar to many previous PKE works, we rely on Coppersmith’s method to find
small modular roots of multivariate polynomials [18]. We first give a simple
introduction to the multivariate Coppersmith’s lattice-based method.

Let f ∈ Z[x1, ..., xj ] be a j-variate polynomial over the integers with max-
imum degree δ in each variable separately, this polynomial has a small root
r = (r1, ..., rj) modular an integer M and let Ui ∈ Z denote some known bounds.
The goal is to find integers |ri| ≤ Ui such that f(r1, ..., rj) = 0 in polynomial
time.

To this end, a series of so-called shift-polynomials with a chosen sufficiently
big positive integer m ∈ N and the indices i0, ..., ij ∈ N is constructed as below:

s[i0,...,ij ](x1, ..., xj) = f i0(x1, ..., xj) · xi1
1 · ... · xij

n ·Mm−i0 .

Those polynomials have the root r modulo Mm by construction. A subset of
the constructed shift-polynomials s[i0,...,ij ](U1x1, ..., Ujxj) is selected to generate
an l-dimensional lattice L with their coefficient vectors such that the lattice L
has a triangular basis matrix B. Given a large enough chosen integer m and
the determinant of L fulfilling the enabling condition, i.e., |detB| ≤ Mml, then
a collection of j polynomials p1(x1, ..., xj), ..., pj(x1, ..., xj) can be computed in
polynomial time. This is due to the fact that the coefficient vectors of the poly-
nomials pj(U1x1, ..., Ujxj) are elements of L, which is generated by the coeffi-
cient vectors of the polynomials si(U1x1, ..., Ujxj). Therefore, the computation
of p1(x1, ..., xj), ..., pj(x1, ..., xj) can be done with the widely used LLL lattice
basis reduction algorithm [36]. Those computed polynomials have the root r not
only modulo Mm but also over the integers as proved by Howgrave-Graham
in [30] as stated below.
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Lemma 1 (Howgrave-Graham [30]). Let h(x1, ..., xk) ∈ Z[x1, ..., xk] be a
polynomial in at most ω monomials. Suppose that h(r1, ..., rk) ≡ 0 mod Mm

for some positive integer m. Also let |ri| < Xi for 1 ≤ i ≤ k and

∥h(x1X1, ..., xkXk)∥ <
Mm

√
ω
.

Then, h(r1, ..., rk) = 0 holds over the integers.

In the case of j = 1, i.e., the polynomial f is univariate, the root r can
be straightforwardly resolved from p1 using standard techniques, e.g., Newton’s
method. In the case of j > 1, if such (computed) polynomials generate an ideal
(p1, ..., pj) of zero-dimensional variety, we can use a Gröbner basis to resolve
their root, it means that the RSA modulus N can be efficiently factored in our
context. However, the existence of such a zero-dimensional variety relies on the
standard Coppersmith-type heuristic assumption (see also [43, Assumption 1])
as below:

Assumption 1 In the multivariate setting, Coppersmith’s method yields poly-
nomials that generate an ideal of zero-dimensional variety.

It is worth mentioning that it is essential to experimentally verify the validity
of this assumption because it might fail in some cases, e.g., in the small e regime
of the TK attack [57] as pointed out in [43].

2.3 PKE attack on unblinded CRT exponents

We first briefly recall the PKE attack on unblinded CRT private exponents
in [43]. We denote an RSA public key as (N , e), where N = pq and e = Nα.
In practice, p and q usually have the same bit-length, so they are bounded as
p, q = Θ(

√
N). The unblinded CRT exponents are marked as dp and dq, without

loss of generality, which are assumed to be full-size, i.e., dp, dq = Θ(
√
N). The

CRT private key exponentiation is executed as

M = (Cdq mod q) + q ·
(
(q−1 mod p) ·

(
(Cdp mod p)− (Cdq mod q)

)
mod p

)
,

where C is the ciphertext to be decrypted and M is the plaintext. The definition
of PKE attacks on RSA is, that the RSA private key can be fully recovered in
polynomial time given only a constant fraction of the secret exponent(s). This
recent work put forward the state-of-the-art PKE attack on CRT exponents in
small e regime from 1

2 known LSBs of dp (or dq, see [7, Fig. 4]) to 1
3 known

LSBs (or MSBs) of both dp and dq (see [43, Fig. 1]) when e ≈ N
1
12 . It is a novel

two-step (both steps can finish in polynomial time) approach as below:

– Step 1: Compute CRT key constants k (edp = 1 + k(p − 1)) and l (edq =
1 + l(q − 1)) based on the known parts of dp and dq and the public key
(N , e). If the MSBs of dp and dq are known, this step is trivial to solve
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a quadratic polynomial equation. In the LSB case (the LSBs are known),
Coppersmith’s lattice-based method [18] is involved so this step relies on a
standard Coppersmith-type heuristic assumption as mentioned above in 1.
They experimentally verified this heuristic in addition to the mathematical
proof.

– Step 2: Recover the unknown bits of dp and subsequently the factor p of N
using the previously calculated k. The authors considered it as an extension
of Howgrave-Graham’s approximate divisor algorithm [31] to the case of
approximate divisor multiples for some known multiple k of an unknown
divisor p of N . They mathematically proved that this unknown divisor can
be recovered in polynomial time.

3 Extended PKE attack on additively blinded CRT
exponents

As discussed in Subsection 1.2, the problem to be solved in this work is: to
which extent can one reveal the whole private key when only part of the addi-
tively blinded CRT exponent bits is disclosed. In the following, we describe the
extended PKE attack on additively blinded CRT exponents based on [43].

May et al. only considered the PKE attack on unblinded CRT private expo-
nents in [43], we extend their work to cover the additively blinded CRT private
exponents, and it is called EPKE (Extended Partial Key Exposure) attack in
the rest of this paper.

Using the additive blinding factors rp and rq, the blinded CRT exponents
are d′p = dp + rp(p− 1) and d′q = dq + rq(q − 1), where rp, rq = Nγ . Let (d′(M)

p ,
d
′(M)
q ) be the MSBs of d′p and d′q, and (d′(L)

p , d′(L)
q ) be the LSBs. So, we have:

d′p = d′(M)
p 2i + d′(L)

p ,

d′q = d′(M)
q 2i + d′(L)

q .

Hereafter, we label it as the MSB case if (d′(M)
p , d′(M)

q ) are known (e.g., by
side-channel attacks), or as the LSB case if (d′(L)

p , d
′(L)
q ) are known. In addi-

tion to the Coppersmith-type assumption required for the LSB case in [43], our
algorithm in the MSB case has two options with different requirements:

– Given only parts of two blinded exponents d′p and d′q, a factoring step of
a number roughly 1

6 the size of N is required, leading to a sub-exponential
time complexity.

– Given parts of one blinded exponent d′p and multiple blinded exponents
d′q,i, the time complexity remains polynomial, with a success probability
according to the additional heuristic Assumption 2 defined below (which
will be experimentally verified).

Assumption 2 For z distinct blinded exponents d′q,i = dq + rq,i(q − 1), the
corresponding values l′i = l + rq,ie are coprime with probability 1/ζ(z).
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According to [20, (1.2) and (3.1)], this assumption holds if the values l′i = l +
rq,ie are distributed uniformly. However, the assumption that these values are
distributed uniformly is too strong. In any case, Assumption 2 is sufficient and
is experimentally validated as described in Section 4.

Our main result of EPKE regarding factoring N is the extension of [43,
Theorem 1] as follows:

Theorem 1. Let (N , e) be the public key and N be large enough with e = Nα.
Given the MSBs (d′(M)

p , d
′(M)
q,1 , . . . , d

′(M)
q,z ) or the LSBs (d′(L)

p , d
′(L)
q ) of the

additively blinded CRT exponents (d′p, d′q) with blinding factors rp, rq,i = Nγ . If
the unknown parts of d′p and d′q(,i) are upper bounded by Nδ and δ ≥ γ (which
already holds for commonly used up to 128-bit additive blinding factors), where

γ ≤ δ < min{1
4
+ α+ γ,

1

2
− 2α− γ}

for the MSB case, or

δ < min{1
4
+ α+ γ,

1

2
− 2α− 2γ}

for the LSB case, then N can be factored

– in polynomial time under Coppersmith’s heuristic assumption (see Assump-
tion 1) for the LSB case,

– in sub-exponential time exp(c(ln(N2α+2γ))t(ln ln(N2α+2γ))1−t) for the MSB
case (z = 1) with constants c and t dependent on the underlying integer
factorization algorithm, or

– in probabilistic polynomial time under Assumption 2 for the MSB case (z >
1).

Proof outline. The additively blinded CRT exponents d′p, d′q satisfy the equations

ed′p = 1 + k′(p− 1), (1)

ed′q = 1 + l′(q − 1), (2)

where k′ = k + rpe and l′ = l + rqe as we have

edp = 1 + k(p− 1),

edq = 1 + l(q − 1).

Similar to [43], we use a two-step method to factor N .

Step 1: Given the unknown parts of d′p and d′q being upper bounded by N
1
2−2α−γ

(MSB case) or N
1
2−2α−2γ (LSB case),

– in Section 3.1 we prove that k′ can be calculated in sub-exponential time
exp(c(ln(N2α+2γ))t(ln ln(N2α+2γ))1−t) using a single known MSBs of d′q
in the MSB case,
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– in Section 3.2 we prove that k′ can be calculated in probabilistic poly-
nomial time using multiple known MSBs of d′q in the MSB case under
Assumption 2, and

– in Section 3.3 we prove that k′ can be calculated in polynomial time un-
der the Coppersmith-type heuristic Assumption 1 for multivariate poly-
nomials in the LSB case.

Step 2: With the computed k′ and the unknown MSBs or LSBs of d′p bounded
by N

1
4+α+γ , we provide an algorithm for factoring N in polynomial time

based on the novel result of May et al. of approximate divisor multiples [43,
Theorem 3]. ■

Note that the proof outline for Theorem 1 and the proofs of Lemmas 2, 4
and 5 follow the work of May et al. [43] and only differ in handling those two
random blinding factors rp and rq.

3.1 Step 1a: Computing (k′, l′) from MSB using factoring.

In the MSB case, to compute k′ using known MSBs of two blinded exponents d′p
and d′q, the basic idea is to compute the product k′l′ followed by a factorization of
this product to find the candidates of k′ using the modular sum of k′+ l′ mod e.
The time complexity here is determined by the factorization of the product k′l′,
which is sub-exponential according to [8, Formula 3.10]. The time complexities
of the state-of-the-art fastest known integer factorization algorithms are of the
form exp(c(lnn)t(ln lnn)1−t)) for some constants c > 0 and 0 < t < 1, in which
n is the number to be factored. For QS (Quadratic Sieve) and ECM (Elliptic-
Curve Method) factorization algorithms, t = 1

2 ; for NFS (Number Field Sieve),
t = 1

3 . Note that, in practice, this sub-exponential time complexity is affordable
because of the small size of e and commonly used small sizes (very often 64 bits
or even 32 bits, at most 128 bits) of exponent blinding factors rp and rq. We also
experimentally verify this in Section 4. Most of the experiments take seconds or
minutes for the factorization step and occasionally need up to one and a half
hours (resp., fifty hours) for 2048-bit (resp., 3072-bit) key with a regular PC.

Lemma 2 ((k′, l′) from MSB). Let (N , e) be the public key and N be large
enough with e = Nα. Given the MSBs (d′(M)

p , d′(M)
q ), if the unknown parts (d′(L)

p ,
d
′(L)
q ) are upper bounded by Nδ, where

γ ≤ δ <
1

2
− 2α− γ,

then (k′, l′) can be computed in time exp(c(ln(N2α+2γ))t(ln ln(N2α+2γ))1−t).

Proof. According to Equations (1) and (2), we have

k′p = k′ − 1 + ed′p,

l′q = l′ − 1 + ed′q.
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Multiplying those two equations, we get

k′l′N = (k′ − 1)(l′ − 1) + ed′p(l
′ − 1) + ed′q(k

′ − 1) + e2d′pd
′
q. (3)

Let

Ã =
22ie2d

′(M)
p d

′(M)
q

N
.

Ã can be easily computed with the known (d′(M)
p , d′(M)

q ). In the following
we demonstrate that ⌈Ã⌉ = k′l′ − o(1) with δ < 1

2 − 2α − γ. Therefore, the
estimation of the product k′l′ equals ⌈Ã⌉ given a sufficiently large N .

From Equation (3) we have

k′l′N − ÃN = (k′ − 1)(l′ − 1) + ed′p(l
′ − 1) + ed′q(k

′ − 1) + e2d′pd
′
q − ÃN

= (k′ − 1)(l′ − 1) + ed′p(l
′ − 1) + ed′q(k

′ − 1)

+ 2ie2(d′(M)
p d′(L)

q + d′(L)
p d′(M)

q ) + e2d′(L)
p d′(L)

q .

Considering

d′p, d
′
q = Θ(N

1
2+γ), d′Mp , d′Mq = Θ(N

1
2+γ−δ), d′(L)

p , d′(L)
q , 2i = Θ(Nδ), k′, l′ = Θ(Nα+γ),

we have

k′l′N − ÃN = O(N2α+2γ) +O(N2α+ 1
2+2γ) +O(N2α+ 1

2+γ+δ) +O(N2α+2δ)

= O(N2α+ 1
2+γ+δ),

and further we obtain

k′l′ − Ã = O(Nδ+2α+γ− 1
2 ) = o(1).

In conclusion, the product k′l′ can be calculated in polynomial time O(log2 N).
Further we can deduce from Equation (3) that

k′ + l′ ≡ 1− k′l′(N − 1) mod e, (4)

where the right-hand side can be computed with the obtained product k′l′ and
the public key (N , e).

To compute k′, the product k′l′ is factored using the state-of-the-art integer
factorization algorithms [8] to get all its factors in sub-exponential time
exp(c(ln(N2α+2γ))t(ln ln(N2α+2γ))1−t). Then, the search for a combination of
those factors that satisfies Equation 4 will reveal two values corresponding to k′

and l′. Putting all together, the time complexity of computing k′ in the MSB
case is exp(c(ln(N2α+2γ))t(ln ln(N2α+2γ))1−t). ■
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As opposed to the proof in [43], it is not trivial to recover k′ and l′ from
one product k′l′ in polynomial time. Trying to use Equation (4) to compute
a univariate polynomial with k′ and l′ as roots will fail because, unlike 0 <
k + l < 2e, there is no small interval that k′ + l′ will fall into to derive k′ + l′

from k′ + l′ mod e, which is due to the blinding factors rp and rq. Since k = k′

mod e and l = l′ mod e, it may seem feasible to find k and l instead, but the
method from [43] will not work as it is non-trivial to derive the required product
kl from kl mod e = k′l′ mod e. Constructing a multivariate polynomial as in
the LSB case to recover k and l using Coppersmith’s method is also non-trivial,
as the modulus e is not large enough compared to roots k and l. Regardless, the
factoring method is fast enough in practice shown by the experimental results
in Section 4.

In the end, two candidates for k′ are found because the modular sum cannot
tell which of those two possible values is k′ and which is l′. The fact that two
candidates are found for k′ means that Step 2 may have to be repeated for
both candidates. However, it is not described in [43] how the two values k and
l can be distinguished in the MSB case, while they are two equivalent roots of
a univariate polynomial (as opposed to the LSB case, where they together form
one root of a bivariate polynomial).

3.2 Step 1b: Computing (k′, l′1, . . . , l
′
z) from MSB using GCD.

This section describes how to compute, in the MSB case, k′ using known MSBs
of one blinded exponent d′p and multiple blinded exponents d′q,i in heuristic
probabilistic polynomial time. Rather than using factorization methods to de-
termine the factors of k′l′, it is possible to use the fact that l′ is different in
every execution of the CRT exponentiation due to the random blinding fac-
tor. An attacker can recover partial information on two different exponentiation
executions with blinded dq, i.e., d′q,1 and d′q,2, compute the products k′l′1 and
k′l′2, and recover k′ by computing the GCD (Greatest Common Divisor). It may
be that l′1 and l′2 are not coprime, in which case the GCD will comprise k′ · f
where f = gcd(l′1, l

′
2). This happens with some probability, and can be solved by

capturing additional exponentiation executions and successively computing the
GCD with more products that include k′. Alternatively, the additional factor
f is likely small (experimentally verified as shown in Figures 5-7) in practice
and can be recovered using a small brute-force with only two instantiations. The
attacker can guess f , derive the corresponding k′, l′1, and l′2, and verify whether
both pairs satisfy Equation (4).

Lemma 3 ((k′, l′1, . . . , l′z) from MSB). Let (N , e) be the public key and N be
large enough with e = Nα. Given the MSBs (d′(M)

p , d
′(M)
q,1 , . . . , d

′(M)
q,z ), if the

unknown parts (d′(L)
p , d′(L)

q,1 , . . . , d′(L)
q,z ) are upper bounded by Nδ, where

γ ≤ δ <
1

2
− 2α− γ,
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then (k′, l′1, . . . , l′z) can be computed in time O(log2 N) with probability 1/ζ(z)
under Assumption 2.

Proof. In this case, to compute k′, we use one observation d
′(M)
p combined with

z observations d
′(M)
q,1 , . . . , d

′(M)
q,z . To this end, we first calculate all the products

k′l′1, . . . , k
′l′z, using the process described in the proof of Lemma 2 and then

compute k∗ = gcd(k′l′1, . . . , k
′l′z). According to Section 3.1, all the products k′l′i

can be calculated in polynomial time O(log2 N) using the already known MSBs
(d′(M)

p , d
′(M)
q,1 , . . . , d

′(M)
q,z ) and public key (N , e). Now, k∗ = k′ if and only if

gcd(l′1, . . . , l
′
z) = 1, which, according to Assumption 2 occurs with probability

1/ζ(z). Upon obtaining k′, it can be verified that this is correct by computing
a corresponding l′i and verify that they satisfy Equation (4). The complexity of
the GCD computation is O((log z) ·M((2α+2γ) logN) log((2α+2γ) logN) con-
sidering the state-of-the-art quasi-linear time recursive algorithm [55, Theorem
4]. Putting all together, the time complexity of computing k′ in the MSB case
using multiple known MSBs is O(log2 N). ■

3.3 Step 1c: Computing (k′, l′) with known LSBs.

As mentioned above, in the LSB case, the approach to computing k′ using Cop-
persmith’s lattice-based method relies on the standard heuristic Assumption 1.
In Section 4, we will verify the efficiency of this heuristic method in practice.

Lemma 4 ((k′, l′) from LSB). Let (N , e) be the public key and N be large
enough with e = Nα. Given the LSBs (d′(L)

p , d′(L)
q ), if the unknown parts (d′(M)

p ,
d
′(M)
q ) are upper bounded by Nδ, where

δ <
1

2
− 2α− 2γ,

then (k′, l′) can be computed in polynomial time under Assumption 1.

Proof. Replacing d′p, d′q in Equation (3) with d
′(M)
p 2i + d

′(L)
p , d

′(M)
q 2i + d

′(L)
q

respectively, we get

k′l′N ≡ (k′ − 1)(l′ − 1) + ed′(L)
p (l′ − 1) + ed′(L)

q (k′ − 1) + e2d′(L)
p d′(L)

q mod 2ie,

Denote
A ≡ −e2d′(L)

p d′(L)
q + ed′(L)

p + ed′(L)
q − 1,

then we obtain

k′l′(N − 1)− k′(ed′(L)
q − 1)− l′(ed′(L)

p − 1) +A ≡ 0 mod 2ie. (5)

A polynomial is constructed using Equation (5) as below:

f(x, y) = (N − 1)xy − (ed′(L)
q − 1)x− (ed′(L)

p − 1)y +A,
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which has the root (k′, l′) modulo 2ie and all the coefficients can be easily calcu-
lated. To compute k′ and l′ using Coppersmith’s lattice-based method, similar
to [43], we transform f into another polynomial g that has at least one small
coefficient (i.e., it does not grow as function of N). More precisely, we construct
g by replacing the coefficient of x by gcd(ed

′(L)
q −1, 2i) and multiplying all other

coefficients of f with (
ed

′(L)
q − 1

gcd(ed
′(L)
q − 1, 2i)

)−1

mod 2ie.

We know that k′, l′ are upper bounded by Nγe, and it is also known that, under
Assumption 1, all roots (x0, y0) of g modulo 2ie that satisfy |x0|, |y0| < Nγe can
be solved in polynomial time if

(Nγe)2 < (2ie)
2
3 . (6)

Because e = Nα and 2i = Θ(N
1
2+γ−δ), the inequality 6 is actually asymp-

totically equivalent to

δ <
1

2
− 2α− 2γ,

which completes the proof. ■

3.4 Step 2: Factoring N with computed k′.

After computing k′ as described in Sections 3.1 and 3.2 for the MSB case or
in Section 3.3 for the LSB case, the second step is to factor N in polynomial
time using the computed k′ and the known part of d′p. Please keep in mind
that, in the MSB case when factoring is used, this step occasionally has to be
performed twice because we do not know which of the two factors obtained in
Step 1 corresponds to k′ (as opposed to l′). Our Step 2 is similar to [43] and
based on their Theorem 3 as below:

Theorem 2 (May-Nowakowski-Sarkar [43]). Suppose we are given a poly-
nomial f(x) = x + a and integers k,N ∈ N, where k = Nµ for some µ ≥ 0.
Let p > Nβ ∈ N, β ∈ [0, 1] be an unknown divisor of N . In time polynomial in
logN, log k and log a, we can compute all integers x0, satisfying

f(x0) ≡ 0 mod kp and |x0| ≤ Nβ2+µ.

To factor N with the computed k′ and the known parts of (d′p, d′q), we have
the following Lemma 5, which is a direct application of Theorem 2.

Lemma 5. Let (N , e) be the public key and N be large enough with e = Nα.
Given the value k′ and the MSBs (d′(M)

p , d′(M)
q ) or the LSBs (d′(L)

p , d′(L)
q ). If the
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unknown parts of (d′p, d′q) are upper bounded by Nδ for δ < 1
4 + α + γ, then N

can be factored in time polynomial in logN, log k′ and log a, where

a = (ed′(M)
p 2i + k′ − 1) · (e−1 mod k′N)

in the MSB case, or

a =

(
ed

′(L)
p + k′ − 1

gcd(2ie, k′N)

)
·

((
2ie

gcd(2ie, k′N)

)−1

mod
k′N

gcd(2ie, k′N)

)

in the LSB case.

Proof. In the MSB case, according to

ed′p = 1 + k′(p− 1) and d′p = d′(L)
p + d′(M)

p 2i

we have

ed′(L)
p + ed′(M)

p 2i + k′ − 1 = k′p.

We construct a polynomial fMSB(x) = x+a mod k′p with known coefficient

a = (ed′(M)
p 2i + k′ − 1) · (e−1 mod k′N)

and root x0 = d
′(L)
p .

Since k′ = Θ(Nα+γ) and p = Θ(
√
N), it is concluded from [43, Theorem 3]

that the unknown part d′(L)
p can be solved in polynomial time if d′(L)

p < N
1
4+α+γ .

This condition is already fulfilled because d
′(L)
p ≤ Nδ. The last step to factor N

is to get p = gcd (fMSB(d
′(L)
p ), N).

In the LSB case, similarly we construct a polynomial

fLSB(x) = x+ (ed′(L)
p + k′ − 1) · ((2ie)−1 mod k′N),

however, it is slightly different from the MSB case that the modular multi-
plicative inverse (2ie)−1 mod k′N does not always exist because gcd(2ie, k′N) =
1 does not always hold. To this end, we slightly change the polynomial to

fLSB(x) = x+

(
ed

′(L)
p + k′ − 1

gcd(2ie, k′N)

)
·

((
2ie

gcd(2ie, k′N)

)−1

mod
k′N

gcd(2ie, k′N)

)
,

in this way, it is guaranteed that the modular multiplicative inverse(
2ie

gcd(2ie, k′N)

)−1

mod
k′N

gcd(2ie, k′N)
exists. The rest is the same as the MSB

case to factor N to get p = gcd (fLSB(d
′(M)
p ), N) and that finishes our proof. ■

It is worth noting that our EPKE also does not work if e ≥ N
1
4−γ , unless

factoring is easy, according to [43, Corollary 1].
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Table 1. Summary of the EPKE experiments - MSB case with single d
′(M)
q

Len(N) Len(e) Len(rp, rq) Len(UnknownLSB) Step 1a Factoring time Step 2 Lattice Dim. LLL time
1024 64 32 336/352 <1 s 21 1s
1024 43 64 347/362 <1 s 21 1s
1024 17* 128 347/401 2s 21 2s
2048 149 32 665/693 42s 21 4s
2048 128 64 677/704 175s 21 4s
2048 85 128 697/725 340s 21 4s
3072 235 32 1008/1034 1787s 31 60s
3072 213 64 1014/1045 5993s 31 60s
3072 171 128 1032/1066 6651s 31 60s

4 Experimental results

As aforementioned, it is critical to experimentally verify the validity of Assump-
tion 1 in the LSB case, as well as the validity of Assumption 2 and the sub-
exponential time of factoring k′l′ in the MSB case. To assess the effectiveness
of the EPKE attacks, we first conduct the EPKE attacks to recover the entire
private exponent with 1

3 known blinded MSBs or LSBs of d′p and d′q, with dif-
ferent key and additive blinding factor lengths. To this end, we consider the
commonly used key length of 1024-bit, 2048-bit and 3072-bit, the commonly
used additive blinding factor length of 32-bit, 64-bit and 128-bit, and both MSB
and LSB cases. Rather than executing the EPKE attacks on real or simulated
side-channel leakage, known keys are generated and a fraction of the known bits
of the blinded private exponents are used directly. Since our bounds depend on
both the length of e and the length of the additive blinding factor, we choose
the length of e based on the length of the additive blinding factor such that
r

2
3
p e ≈ N

1
12 in the MSB case and such that rpe ≈ N

1
12 in the LSB case. In these

cases, we can use only 1
3 -part of known bits to recover the full key. More pre-

cisely, α = 1
12 −

2
3γ according to our bounds min{ 1

4 + α+ γ, 1
2 − 2α− γ} for the

MSB case, and α = 1
12 −γ according to our bounds min{ 1

4 +α+γ, 1
2 − 2α− 2γ}

for the LSB case. If γ = 0, i.e., without exponent blinding, our bounds are the
same as [43] for both MSB and LSB cases, i.e., our bounds are the generalization
of their work. The experimental EPKE attack results are summarized in Table 1
and Table 2 for the MSB case and Table 3 for the LSB case. The experiments
are repeated 100 times for each setting by randomly generating a CRT key pair
including e, so the time values in each table correspond to the average time
over 100 experiments of each setting. We have implemented the experiments in
SAGE 9.5 and YAFU [5] 2.08 factorization toolkit (Ubuntu 20.04.4) with an
Intel® CoreTM i5-7500 CPU 3.40GHz.

The fourth column shows two values, the ones in bold font correspond to the
theoretical bounds, and the others correspond to the experimental results. In
the MSB case, with a public exponent e of size α = 1

12 − 2
3γ, we nearly reach

the asymptotic bound using a min{ 1
4 +α+ γ, 1

2 − 2α− γ}-part MSBs of blinded
CRT exponents (d′p, d′q) to recover the entire private key.
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Table 2. Summary of the EPKE experiments - MSB case with multiple d
′(M)
q

Len(N) Len(e) Len(rp, rq) Len(UnknownLSB) Step 1b Success Prob.
1024 64 32 336/352 0.67/0.89/0.93/0.97/0.98/0.99/0.98/0.98/1.00
1024 43 64 347/362 0.65/0.89/0.91/0.98/0.97/0.99/0.99/1.00/0.99
1024 17* 128 347/401 0.65/0.78/0.94/0.99/0.96/0.99/0.99/1.00/1.00
2048 149 32 665/693 0.67/0.79/0.89/0.95/0.99/1.00/0.98/0.99/1.00
2048 128 64 677/704 0.73/0.86/0.92/0.93/0.98/1.00/1.00/1.00/1.00
2048 85 128 697/725 0.73/0.86/0.92/0.95/0.99/1.00/0.99/1.00/1.00
3072 235 32 1008/1034 0.69/0.81/0.93/0.98/0.98/0.99/1.00/1.00/1.00
3072 213 64 1014/1045 0.72/0.82/0.94/0.98/0.98/0.99/1.00/1.00/1.00
3072 171 128 1032/1066 0.67/0.81/0.93/1.00/0.99/1.00/1.00/1.00/1.00

Table 3. Summary of the EPKE experiments - LSB case

Len(N) Len(e) Len(rp, rq) Len(UnknownMSB) Step 1c Lattice Dim. LLL time Step 2 Lattice Dim. LLL time
1024 53 32 320/341 121 216s 21 <1 s
1024 21 64 320/341 121 202s 21 <1 s
1024 17* 128 191/222 121 461s 21 4s
2048 139 32 648/682 121 487s 21 4s
2048 107 64 647/682 121 470s 21 4s
2048 43 128 649/682 121 419s 21 4s
3072 224 32 978/1024 121 1104s 31 90s
3072 192 64 978/1024 121 1110s 31 90s
3072 128 128 976/1024 121 991s 31 87s

In the LSB case, with a public exponent e of size α = 1
12 − γ, we succeeded

in computing (k′, l′) in each performed experiment, affirming the validity of
Assumption 1. We closely reach the asymptotically bound using a min{ 1

4 + α+
γ, 1

2 − 2α − 2γ}-part LSBs of blinded CRT exponents (d′p, d′q) to recover the
entire private key. We need more known bits to reveal the key compared with
the MSB case.

It has to be mentioned that the fourth row (1024-bit key with 128-bit blinding
factor) in both MSB and LSB cases is different from the other settings. Because
the chosen e should be 1 (resp., N− 1

24 ) for the MSB (resp., LSB) case if we
want to use 1

3 known MSBs/LSBs of blinded CRT exponents (d′p, d′q) to recover
the full private key. However, those two e values are not realistic, instead, we
choose a very widely-used (e.g., 216 + 1) size of e, i.e., 17-bit, which complies
with the NIST’s recommendation of e and is also close to those two values. Our
experiments suggest that in the MSB case the required known bits are close to
the optimum value, i.e., 1

3 MSBs of blinded exponents. While in the LSB case
we need more than 2

3 LSBs of blinded exponents, because the used e value is too
far away from the expected value e = N− 1

24 .
Another critical point to be verified is the required sub-exponential factoring

time to compute k′ in Step 1a (see Section 3.1), as shown in Figures 1-3, clearly
it can be observed that the required factoring time for all the settings is certainly
affordable even with an average PC. Mostly, the factoring finishes within seconds
or minutes, but on very few occasions it requires between one hour and one and
a half hours (resp., fourteen hours and fifty hours) for 2048-bit (resp., 3072-
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bit) key with 128-bit blinding. It is worth noting that the 1024-bit key with
the 32-bit blinding factor case requires slightly more time than the 1024-bit
key with the 64-bit blinding factor case, because the former case uses SAGE’s
internal factorization function while all other cases utilize YAFU’s factorization
functions.
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Fig. 1. Step 1a Factoring Time for 1024-bit key.
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Fig. 2. Step 1a Factoring Time for 2048-bit key.

Finally, the success probability of the probabilistic method to obtain k′ in
Step 1b (see Section 3.2) is shown in Figure 4. For all parameter sets in Tables 1-
3, 100 RSA key pairs were generated, and for each key pair, 1,000 sets of values
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Fig. 3. Step 1a Factoring Time for 3072-bit key.

(l′1, . . . , l
′
10) were generated based on blinded exponents. The number of values

required to obtain a GCD of 1 was computed for each set, in order to determine
the estimated success probability of the attack depending on z. Our experimental
results in Table 2 also validate the estimated probability here as part of the full
attack path, as the last column indicates the successful EPKE attack probability
with 2 ∼ 10 different randomly generated l′z values for each setting of key size
and blinding factor length. As can be observed, the successful EPKE attack
probability is already above 0.65 using only two l′z values, and it reaches up to
almost 1 using five l′z values. Therefore, we experimentally verify the validity of
Assumption 2. In addition, as mentioned above, the f factor can be recovered
using only two l′z values with a small brute-force because it is expected to be
small in practice. We also empirically confirm that the f factor is indeed pretty
small as shown in Figures 5-7. Mostly it is smaller than 100 for different key
sizes and exponent blinding factor lengths, the brute-force effort is affordable
to compute k′ with only two l′z values to achieve the successful EPKE attack
probability of 1.

A somewhat surprising observation is, from a PKE attack perspective, com-
paring to without additive exponent blinding, CRT-RSA with additive exponent
blinding of size Nγ and public exponents e ≤ N

1
12−γ becomes easier to attack

with larger exponent blinding factors. For instance, CRT-RSA with 2048-bit N
and widely used 17-bit public exponent e. Without exponent blinding, the PKE
attack can efficiently break the scheme with roughly 48% (492 bits) of the LSBs
of the CRT exponents. On the contrary, given a 153-bit exponent blinding, then
roughly only 33% (389 bits) are required. However, from an SCA attack point of
view, it is other way around. The additive exponent blinding limits an attacker
to use only a single attack trace to get the partial key information instead of
using multiple attack traces without exponent blinding.
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Fig. 4. Step 1b Estimated versus assumed probability that l′1, . . . , l
′
z are coprime.
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Fig. 5. Step 1b Histogram of f values with two l′z values for 1024-bit key.
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Fig. 6. Step 1b Histogram of f values with two l′z values for 2048-bit key.
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Fig. 7. Step 1b Histogram of f values with two l′z values for 3072-bit key.
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In both cases, we verified the effectiveness of the proposed EPKE attacks
using partially known blinded CRT exponents to disclose the entire private key.
Next, we will demonstrate an application of this EPKE attack using the obtained
partial side-channel key leakage via profiled attacks in a realistic context.

5 A use case of EPKE on real SCA partial key leakage

In the following, we first introduce our profiled attacks-based experimental veri-
fication methodology concerning the EPKE attacks for an attacker/evaluator to
disclose the full private key based on partially recovered CRT exponents. It in-
cludes the metrics used for training neural networks and the knowledge of points
of interest (POIs) assumption. In the end, we present the experimental results
rendering this verification methodology.

5.1 Deep learning profiled attack

Since the seminal work of Kocher [35], side-channel analysis (SCA) has been a
powerful and de facto tool to evaluate the physical security of various crypto-
graphic implementations, especially on embedded devices. There is a rich body
of literature about SCA on RSA implementations. Some of these works [13, 15,
48,60,64] concentrated on RSA implementations with additive blinding. In par-
ticular, Carbone et al. [13] conducted profiled attacks, which is considered the
most powerful SCA, on an RSA implementation with all aforementioned blind-
ing countermeasures on a CC EAL4+ certified IC. Zaid et al. [64] improved the
profiled attack by introducing a new ensembling loss function.

Since the introduction of template attacks [14], the SCA community has
considered profiled attacks as the most powerful side-channel attacks. Profiled
attacks have two stages, i.e., the profiling stage and the attack stage. In the
profiling stage, an attacker/evaluator uses a profiling device (and has control of
the key or at least knows the key) to model the leakage characteristic of the target
key-dependent sensitive data (exponent bits in this work) with the side-channel
traces of the target implementation. The built leakage characteristic models for
every possible target sensitive data value are the outcome of the profiling stage.
In the attack (also called online) stage, the victim device is used to measure the
side-channel traces of the target implementation. Afterwards, the attack traces
are matched with the previously built leakage characteristic models of the target
sensitive data (exponent bits in this work). For each attack trace, a probability
is computed for each possible guessed key unit value (2 possible values for one
exponent bit) per each trace. Finally, for each hypothesised key unit value, the
probabilities for all the attack traces are combined using, e.g., the maximum
likelihood method to get a combined probability of that specific guessed key
unit value. The combined probability of each possible hypothesised key unit
value is compared to find the highest one. The hypothesised key unit value
with the highest probability is considered the recovered key unit. This attack
process is repeated for all key units to reveal the complete key. In this work, the
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combination of probabilities is skipped because only single-trace attacks are in
scope due to the exponent blinding countermeasure.

We use deep learning profiled attacks (DL) to experimentally investigate
the efficiency of our proposed extended PKE attack in the additive exponent
blinding scenario. In this regard, the deep learning model is used to extract the
required partial MSBs or LSBs of blinded CRT exponents as the input to our
extended PKE attack to reveal the entire private key. We use a published MLP
(Multi-Layer Perceptron) [39] neural network model for our DL profiled attacks.
The structure of this model is very simple and shallow, but it showed pretty
good performance. We will describe the parameters-setting in Section 5.6.

Unlike the classical profiled attacks (e.g., template attacks), DL makes no
assumption of the leakage characteristic. It exploits the features (sample points
for side-channel traces) to classify the labels (sensitive data in the SCA context)
using neural networks (details followed in Subsection 5.6). The training process
of neural networks (i.e., the profiling) aims to construct a classifier function
F (.) : Rd → R|S|. The input trace l ∈ Rd is mapped to the output vector
p ∈ R|S| of scores via this function. During the training, the backpropagation
method [25,34] is used for each training batch to update the trainable parameters
of the neural network model aiming at minimizing the loss, which is computed
to quantize the classification error over each training batch. Then in the attack
stage, the built trained model (i.e., F (.) with all the final updated trainable
parameters) is used to classify each attack trace to obtain its probability vector
p[sg]. Afterwards, the final probability vector p[g] of each key candidate g is
calculated using all the attack traces. Note that, in this work only a single attack
trace is used to decide the final probability of each attacked exponent bit. The
key candidate g∗ = argmax p[g] is considered the right one.

5.2 Knowledge of POIs assumption

There is an implicit assumption about the knowledge of the POIs to apply the
profiled attacks to CRT exponentiation implementations. That is, the attack-
ers/evaluators can determine the rough timing interval of each exponent bit
calculation in the side-channel traces. It is feasible for most of security products
in a grey-box testing context via SPA (Simple Power Analysis)/SEMA (Simple
Electromagnetic Analysis) and CPA (Correlation Power Analysis)/CEMA (Cor-
relation Electromagnetic Analysis) (or similar techniques) as shown in [13, 21].
For instance, one can vary the key length, perform correlation analyses on the
input and output data, make use of the design information such as the loca-
tion of the RSA co-processor in the glue logic area or temporarily switch off
some side-channel countermeasures like jitters. The additive exponent blinding
countermeasure will not make this harder, because it only adds more patterns
corresponding to exponent bit calculations in the side-channel traces. If the pat-
terns of one exponent bit calculation without exponent blinding can be identified
in a side-channel trace, it is the same to identify the exponent bit calculation
patterns given the presence of an additive exponent blinding countermeasure.
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5.3 Metrics

We use the most common machine learning metric accuracy [25] to monitor
and evaluate our deep learning profiled attacks. Its definition is the successful
classification rate obtained over a dataset. Accordingly, the training accuracy,
the validation accuracy and the test accuracy correspond to the reached suc-
cessful classification rates respectively over the training, the validation and the
test sets. The training and validation accuracy metrics are used to monitor the
performance of the neural network training, and we use the test accuracy to
evaluate the trained model. The accuracy is suitable for our experiments be-
cause we focus on the successful classification rate of each exponent bit, and we
use a balanced dataset (the number of profiling traces of each class is the same)
to avoid the potential deceptive impact of the accuracy metric. Concerning the
metrics used to train the neural networks, we use the Negative Log-Likelihood
(NLL) loss function [12] for DL profiled attacks. It is a loss function calculated
as − log y used in multi-class classification, where y is a prediction corresponding
to the ground-truth label after the softmax [25] activation function is applied.
The loss for a mini-batch is computed by taking the mean or sum of all items
in the batch. Because it is proved that minimizing the NLL loss is equivalent to
maximizing the Perceived Information [10, 49] and thus minimizing the online
attack complexity, thanks to the recent work [41].

5.4 Montgomery Ladder Exponentiation implementation

Our target is a Montgomery Ladder exponentiation CRT-RSA implementation
on a modern 45 nm secure microcontroller equipped with an RSA co-processor
running at 100 MHz. This is a typical real-world target from a side-channel at-
tack viewpoint due to the implemented side-channel countermeasures, that is,
SPA/DPA-resistant atomic Montgomery Ladder exponentiation with additive
message and exponent blinding and multiplicative modulus blinding. Moreover,
the 32-bit CPU also has variable internal clock, random branch insertion, mem-
ory encryption and physical address scrambling countermeasures to enhance the
side-channel resistance.

Algorithm 1 illustrates the implemented left-to-right Montgomery Ladder ex-
ponentiation [33]. It is a well-known and widely used SPA-resistant regular ex-
ponentiation algorithm without using dummy operations to defeat SPA/SEMA
and safe-error attacks [63]. We view the n-bit private exponent as a binary vector
d = (dn−1, ..., d0) (where d0 is the LSB). N is the modulus used for the expo-
nentiation, and C is the message to be decrypted using the private exponent.

5.5 EPKE attack on SCA partial key leakage verification strategy

To represent a realistic scenario of EPKE attack on CRT using SCA partial key
leakage, we follow the verification strategy as below:

1. Determine the Montgomery Ladder exponentiation interval using the SPA
technique as discussed in Section 5.2.
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Algorithm 1 Montgomery Ladder.
Require: C,N,d = (dn−1, ..., d0)
Ensure: M = Cd mod N
1: R0 ← 1
2: R1 ← C
3: for i = n− 1 downto 0 do
4: R¬di ← Rdi ×R¬di mod N
5: Rdi ← Rdi ×Rdi mod N

6: end for
7: return R0

2. Measure a set of 5,000 profiling traces focusing on the exponentiation interval
using a CRT key pair labelled as KProf0.

3. Randomly generate ten different CRT key pairs with 128-bit e values (con-
sidering a 64-bit additive blinding factor used by the target CRT imple-
mentation) to measure the attack traces for the MSB case, denote those ten
attack key pairs as KMSB1,KMSB2, ...,KMSB10. Similarly, for the LSB case,
randomly generate another ten different CRT key pairs KLSB1,KLSB2, ...,
KLSB10 with 107-bit e values to acquire the corresponding attack traces.

4. Measure ten attack traces for each of those 20 attack keys.
5. Train the neural network model using the profiling traces to save the best

model with the highest test accuracy.
6. Perform the profiled attack on all the attack traces using the saved best

neural network model to recover the MSBs or LSBs of CRT exponents. More
precisely, recover 411 (= 1024+64−677, according to the sixth row in Table
1) MSBs of d′p and d′q for each attack trace with KMSB1,KMSB2, ...,KMSB10.
Similarly, recover 441 (= 1024+64−647, according to the sixth row in Table
3) LSBs of d′p and d′q for each attack trace with KLSB1,KLSB2, ...,KLSB10.

7. Conduct the EPKE attack using the recovered 411 MSBs of d′p and d′q to
disclose the full private key for KMSB1,KMSB2, ...,KMSB10 and verify the
required sub-exponential time. To this end, we benefit from the previously
mentioned combination of the recovered MSBs of d′p from one attack trace
and the recovered MSBs of d′q from another attack trace. For each MSB
attack key KMSBi, we have 100 different combinations, using those combi-
nations to tolerate potential SCA errors. We do the same for the LSB attack
keys. In this case we need to verify the validity of the Coppersmith-type
heuristic assumption.

We acquired power consumption traces with a Lecroy WaveRunner 8254
oscilloscope at a sampling rate of 500 MS/s. For each exponentiation execution,
we triggered the oscilloscope at its end and recorded the processing of the entire
exponentiation. Each trace consists of 16,000,000 sample points. Each exponent
bit processing corresponds to two Montgomery modular multiplications as shown
in Algorithm 1, and it contains about 6,074 sample points illustrated in Figure
8.
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While we recorded the entire exponentiation for this experiment, it is worth
mentioning that an extra advantage of our EPKE attack is that the recovered
MSBs or LSBs of d′p and the MSBs or LSBs of d′q can come from different
observations of the partial key leakage. An attacker can, at his own convenience,
capture and combine the error-free MSBs or LSBs of d′p from one observation of
the partial key leakage, and those of d′q from another one, while the remaining
parts can be arbitrarily erroneous or not captured at all (i.e., only capture one-
third of the execution of one of the two CRT exponentiations).
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Fig. 8. 100 Overlapped Power Traces of One Exponent Bit Processing.

5.6 Attack results.

We have implemented the DL profiled attacks in Python and PyTorch [46] ver-
sion 1.10.1 with an NVIDIA GTX 1080Ti GPU. We use the Adadelta opti-
mizer [65] and utilize the adaptive learning rate policy ReduceLROnPlateau to
gradually decrease the learning rate (with the default Adadelta optimizer initial
learning rate of 1.0) with a factor of 0.05 if the training stagnates. We use a batch
size of 512 and 100 as the number of epochs. All profiling and attack traces are
normalized using the StandardScalar function from the Scikit-learn [47] library
by removing the mean and scaling to unit variance. 20% of profiling traces com-
pose a validation set. A validation data set is crucial to DL performance because
it provides a way of instantly detecting over-fitting [26]. The DL attacks utilize
the trained model with the highest validation accuracy. As mentioned above, we
use the NLL loss for the model training. Table 4 summarizes the details of the
used DL model and the corresponding hyperparameters.
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Table 4. MLP model details

MLP
nb_epoch = 100
batch_size_training = 512
Dense(50, activation="relu", input_shape=(nb_samples,))
BatchNormalization()
Dense(100, activation="relu")
BatchNormalization()
Dense(2, activation="softmax")
compile(loss=’categorical-crossentropy’, optimizer=’adadelta’, metrics=[’accuracy’])
learning_rate_policy = ReduceLROnPlateau(optimizer, ’min’, factor=0.05, verbose=True)
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Fig. 9. Training and Validation Accuracy.

We first train the model using the profiling traces to save the best model
based on the highest validation accuracy depicted in Figure 9, in which the best
model corresponds to a validation accuracy of 100%.

The saved best model is then used to retrieve the 411 (resp., 441) MSBs
(resp., LSBs) of d′p and d′q for all the 10 MSB-case (resp., LSB-case) attack
traces with attack key KMSBi (resp., KLSBi). For each attack key, there are
100 combinations of recovered MSBs (resp., LSBs) of d′p from one attack trace
and recovered MSBs (resp., LSBs) of d′q from another attack trace. We conduct
the EPKE attacks using those combinations to recover the prime factor p as
described in Section 3.4. The second column of Tables 5 and 6 presents the
number of successful recovery of the prime factor out of 100 combinations for
each attack key. The last three (resp., four) columns indicate the time cost and
lattice dimensions of the two-step EPKE attack on the MSB (resp., LSB) cases.
In the third column of Table 5, we present the average factoring time to compute
k′ and the corresponding minimum and maximum time (in the brackets).
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Table 5. Summary of the real SCA data EPKE experiments - MSB case

Attack Key Success Nr. Step 1a Factoring time Step 2 Lattice Dim. LLL time
KMSB1 26 110s ([0.93s, 599.7s]) 21 6s
KMSB2 35 90s ([0.5s, 1379.7s]) 21 6s
KMSB3 15 176s ([1.0s, 1817.7s]) 21 6s
KMSB4 3 10s ([6.1s, 16.4s]) 21 6s
KMSB5 9 202s ([1.5s, 1211.8s]) 21 6s
KMSB6 4 251s ([59.7s, 477.9s]) 21 6s
KMSB7 4 65s ([2.1s, 235.7s]) 21 6s
KMSB8 4 212s ([1.6s, 775.2s]) 21 6s
KMSB9 4 969s ([764.4s, 1373.7s]) 21 6s
KMSB10 12 21s ([2.6s, 60.7s]) 21 6s

Table 6. Summary of the real SCA data EPKE experiments - LSB case

Attack Key Success Nr. Step 1c Lattice Dim. LLL time Step 2 Lattice Dim. LLL time
KLSB1 6 121 388s 21 2s
KLSB2 2 121 404s 21 2s
KLSB3 4 121 407s 21 3s
KLSB4 3 121 421s 21 3s
KLSB5 8 121 410s 21 3s
KLSB6 5 121 407s 21 3s
KLSB7 9 121 399s 21 3s
KLSB8 12 121 405s 21 3s
KLSB9 16 121 442s 21 3s
KLSB10 9 121 433s 21 3s

The results further confirm the effectiveness of our EPKE attack in a real-
istic context, that is, disclosing a fraction of blinded CRT exponents via SCA
followed by an EPKE attack to reveal the entire private key. In addition, the
SCA experiments show that the proposed EPKE attack can tolerate slight SCA
errors as demonstrated by our proposed verification strategy, i.e., combining the
recovered error-free partial MSBs or LSBs of d′p from one trace and MSBs or
LSBs of d′q from another one. When considering real-world CRT implementa-
tions, SCA attacks will often result in errors, which is why it is essential for an
attacker/evaluator to be able to apply (E)PKE attacks.

6 Conclusion and Future Work

Many existing PKE works focused on implementations of RSA and its CRT
variant without exponent blinding countermeasures. The state-of-the-art PKE
attack on CRT without exponent blinding [43] can recover the whole CRT pri-
vate key with only a third MSBs or LSBs of CRT exponents when the public
exponent e ≈ N

1
12 . In this work, we showed that it can be extended to CRT

implementations with additive exponent blinding, which is the most widely de-
ployed exponent blinding countermeasure in real-world products. We proposed
an extended PKE attack to recover the full CRT private key using partial dis-
closed MSBs or LSBs of additively blinded CRT exponents. It follows a two-step
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approach, first computing the key-dependent constant k′ and then factoring the
N using partial MSBs or LSBs of blinded CRT exponents d′p and d′q.

The mathematical proof and time-complexity analyses suggest that a third
MSBs or LSBs of blinded CRT exponents d′p and d′q are enough to recover the
entire CRT private key: in polynomial time based on the standard Coppersmith-
type heuristic assumption in the LSB case when e ≈ N

1
12−γ , as well as in sub-

exponential (yet practically feasible) time or in probabilistic polynomial time
under a heuristic assumption in the MSB case when e ≈ N

1
12−

2
3γ . Under different

settings of typical key size and exponent blinding factor length, our extensive
experiments verify the validity of the Coppersmith-type heuristic for the LSB
case, as well as the affordability of the required sub-exponential time and the
heuristic assumption for the MSB case. More precisely, in practice, using an
average PC, the required sub-exponential time is mostly in seconds and minutes,
the worst-case occasionally observed is less than one and a half hours.

Moreover, as an application of the proposed EPKE attack in real life, utilizing
real SCA partial key leakage of a real-world SPA/DPA-resistant Montgomery
Ladder CRT implementation on a 45 nm secure microcontroller with an RSA
co-processor, our SCA experimental results suggest that the EPKE attack can
tolerate slight SCA errors of the recovered MSBs or LSBs of the blinded CRT
exponents. Such errors are expected to occur in a realistic scenario, especially
when only a single attack trace is available. It sheds some light on the error-
tolerant potential of the EPKE attack, and points out a possible future direction
of our work, i.e., how to improve the EPKE to tolerate more generic SCA errors
of the recovered MSBs or LSBs, e.g., in the binary symmetric model where
every recovered exponent bit will be “flipped” with a crossover probability (i.e.,
the Bernoulli distribution).
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