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Abstract

Multiple recursive generators are an important class of pseudorandom
number generators which are widely used in cryptography. The pre-
dictability of truncated sequences that predict the whole sequences by
the truncated high-order bits of the sequences is not only a crucial aspect
of evaluating the security of pseudorandom number generators but also
serves an important role in the design of pseudorandom number genera-
tors. This paper improves the work of Sun et al [1] on the predictability of
truncated multiple recursive generators with unknown parameters. Given
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2 An improved method for predicting truncated multiple recursive generators with unknown parameters

a few truncated digits of high-order bits output by a multiple recur-
sive generator, we adopt the resultant, the Chinese Remainder Theorem
and the idea of recovering p-adic coordinates of the coefficients layer
by layer, and Kannan’s embedding technique to recover the modulus,
the coefficients and the initial state, respectively. Experimental results
show that our new method is superior to that of [1], no matter in
terms of the running time or the number of truncated digits required.

Keywords: Multiple recursive generators, Truncated prediction, Lattice
reduction, The resultant

1 Introduction

Throughout the paper, for an integer m > 1, let Z/(m) denote the residue ring
of integers modulo m. We choose {0, 1, . . . ,m− 1} as the set of representative
elements of the ring Z/(m). Let log denote the base 2 logarithm.

Random numbers are widely used in cryptography, statistical sampling,
Monte Carlo simulation, etc. There are two main approaches to generating ran-
dom numbers: using high-speed physical devices to generate stochastic noise,
or using deterministic algorithms to generate pseudorandom sequences, i.e.,
pseudorandom number generators (PRNGs).

In 1949, Lehmer [2] proposed an important class of PRNGs, linear con-
gruence generators (LCGs). An LCG outputs a sequence a = (ai)i≥0 of the
form

ai+1 ≡ bai + c mod m, i = 0, 1, 2, . . . ,
where a0 is the initial seed and b, c are constants over Z/(m). The quality of
the generators is determined by the choices of the increment c, multiplier b,
initial seed a0, and modulus m. The largest possible period of an LCG is m
when c 6= 0 and m − 1 when c = 0, for details see [3]. LCGs were once very
popular for their simplicity, high efficiency and clear theoretical properties.
However, they are not recommended by today’s standards because they have
relatively short periods which are bounded by the modulus m and inadequate
uniformity in dimensions higher than 1 [4]. So to increase the period and to
obtain a denser lattice which covers the space more evenly, the last several
decades have seen a growing trend towards the higher-order linear recurrence,
that is, multiple recursive generators (MRGs) [5–8].

An MRG of order n outputs a sequence a = (ai)i≥0 as follows

ai+n ≡ cn−1ai+n−1 + cn−2ai+n−2 + · · ·+ c0ai mod m, i = 0, 1, 2, . . . ,

where c0, c1, . . . , cn−1 ∈ Z/(m) are not all zero. We can choose any n
not-all-zero a0, a1, . . . , an−1 ∈ Z/(m) as the initial state. If the modu-
lus m is a prime number, say m = p, then the maximum period of
the output sequences of an MRG of order n is pn − 1 [9]. For a gen-
eral m, let m = pe11 p

e2
2 · · · pess be the canonical factorization of m. Then
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the maximum period of the output sequences of an MRG of order n is
lcm

(
pe1−11 (pn1 − 1) , pe2−12 (pn2 − 1) , . . . , pes−1s (pns − 1)

)
. An MRG reaches the

maximum period if its characteristic polynomial

f (x) = xn − cn−1xn−1 − · · · − c0

is a primitive polynomial over Z/(m) [10, 11] (The definition of primitive
polynomials over Z/(m) see Definition 3).

In reality, MRGs have been used to design a variety of cryptographic algo-
rithms, for example, ZUC [12] (ISO/IEC 18033-4:2011/Amd1:2020), a stream
cipher which is the core of the 3GPP mobile standards 128-EEA3 (for encryp-
tion) and 128-EIA3 (for message integrity). ZUC uses an MRG of order 16 and
its characteristic polynomial is a primitive polynomial over Z/(231−1), that is

f(x) = x16 − (215x15 + 217x13 + 221x10 + 220x4 + 28 + 1).

The predictability of PRNGs is a crucial aspect of evaluating the security
of PRNGs, which also serves an important role in the design of PRNGs. A
PRNG is considered cryptographically secure if a cryptanalyst is unable to
predict with advantage any other segment of the generator’s output within
feasible time and memory complexity bounds, even after obtaining a long
enough segment of this output.

Numerous studies have attempted to discuss the predictability of LCGs.
When all bits of the sequence are output, Plumstead [13] showed that an LCG
can be predicted by an initial segment of length 2 + logm even if b, c,m are all
unknown. When partial bits of the sequence are output, Knuth [3] observed
that when the modulus m is equal to the computer’s word size, namely 2e

on an e-bit binary computer, the low-order bits of the sequence output by an
LCG are much less random than the high-order bits. So, Knuth [3] proposed
the truncated linear congruential pseudorandom number generators, which use
the high-order bits of a linear congruential sequence, to introduce nonlinear
operation into linear sequences. For the case that m is known while b, c are
unknown, if m = 2k and the first N values of the h high-order bits of an are
given, Knuth [14] proposed a method to determine the unknown constants in
O(k2 · 22(k−h)/N2) steps when h ≥ 2. Stern [15] also showed the predictability
in this case but not restricted m to be a power of 2. For the case that m, b
are known and the increment c is unknown, if a segment of truncated high-
order bits of the linear congruential generator is given, Frieze et al [16] gave
a polynomial-time algorithm based on lattice to predict the generator, which
may fail on a small set of exceptional multipliers. For the case that m, b, c are
all unknown, Stern [15, 17] gave a polynomial-time algorithm based on lattice
to predict the generator, which relied on two heuristic assumptions. Boyar [18]
presented a polynomial-time algorithm that correctly infers the sequence with
at most a polynomial in logm errors, even if O(log logm) of the low-order bits
are unknown. Contini and Shparlinski [19] improved Stern’s method to make
their algorithm simpler, more robust, and require less data.
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There are also some results about the predictability of MRGs. When m is
a prime number and all bits of the sequence are outputted, an MRG can be
predicted by the Berlekamp-Massey (BM) iterative algorithm [20, 21] in O(N2)
operations, where N is the length of the output sequence. In addition, this
problem can also be solved by the Sugiyama-Kasahara-Hirasawa-Namekawa
algorithm [22] based on the Euclidean algorithm and the Mills algorithm [23]
using continued fractions. When m is a general integer and all bits of the
sequence are outputted, Reeds and Sloane [24] successfully extended the BM
algorithm from fields to integer residue rings. For a more general model,

an ≡
k∑
j=1

αjφj(a0, a1, . . . , an−1) mod m,

where functions φj are known and polynomial time computable, Boyar [25]
pointed out that the MRG can be predicted even if the coefficients αj and
the modulus m are unknown. When only outputting the highest bit sequence,
Huang et al [26] and Kuzmin et al [27] independently proved that the sequences
consisting of the highest bit only are pairwise distinct provided that the prim-
itive polynomial and the modulus 2e are known. In other words the primitive
sequences can be theoretically recovered by the highest bits of the sequences.
This result is fairly meaningful and serves the theoretical foundation for subse-
quent studies. Huang et al [26] also proposed a practical prediction algorithm
but it required a whole period of the highest bits of the sequences. Zhu et al
[28] and Kuzmin et al [29, 30] gave some recovery algorithms for recovering the
sequences from its highest bits. Because these algorithms are either demand-
ing on data, or have huge time and space complexity, their applications are
limited in practice. On the other hand, scholars began to wonder if there was
an effective way to predict truncated sequences when the number of truncated
bits were greater than 1. When all the parameters of MRGs are known, Yang
et al [31] gave a method based on Coppersmith’s method [32] to recover the
initial state by the truncated sequences. When all the parameters of MRGs
are unknown, Sun et al [1] extended Stern’s algorithm to predict truncated
MRGs. They first constructed proper lattice to recover the modulus m, then
recovered the coefficients c0, c1, . . . , cn−1, and finally recovered the initial state
a0, a1, . . . , an−1.

This paper gives the latest achievements in the predictability of truncated
sequences over integer residue rings during the sixth (2021) National Crypto-
Math Challenge (http://www.cmsecc.com/). The problem was designed by
the second author of this paper. From March 5 to July 21, 2021, three major
teams have separately come up with some interesting new methods to solve this
problem. It was further improved and perfected after the Challenge, and a lot of
experiments were also performed to confirm the correctness and effectiveness.
To better illustrate the current research progress, we organized them into this
paper. In this paper, we improve the method in [1] to predict truncated MRGs
with the parameters m, c0, c1, . . . , cn−1 all unknown. To be more specific,

)
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• When searching linear relations, we instead to find vectors that are orthog-
onal to the segments of unknown sequence, rather than vectors that are
both orthogonal to the segments of unknown sequence and the segments of
truncated sequence. In addition, compared with [1], we construct the lat-
tice without multiplying a big integer, which can accelerate single call to
the lattice reduction algorithm by shrinking the data size of the lattice. As
a result, both improvements reduce the size of the lattice and then reduce
the number of truncated digits required.

• When recovering the modulus m, the method in [1] requires multiple calls
to the SVP algorithm to get a large number of linear relations while we only
need a single call to the SVP algorithm to obtain several linear relations, so
our new method can greatly reduce the time complexity.

• When recovering the coefficients c0, c1, . . . , cn−1, the method in [1] recovers
c0, c1, . . . , cn−1 item by item by reducing n lattices. In this paper, to recover
the coefficients c0, c1, . . . , cn−1, we instead to recover the polynomial f(x) =
xn−cn−1xn−1−· · ·−c0 over Z/(m). Let m = pe11 p

e2
2 · · · pess be the canonical

factorization of the modulus m. We first get f(x) mod pj by computing the
greatest common divisor of some certain polynomials over Z/(pj) for 1 ≤
j ≤ s, and then get f(x)

mod p
ej
j

by the Extended Euclidean algorithm (or

solving linear equations) over Z/(pj) layer by layer, and finally get f(x)
by the Chinese Remainder Theorem. This change also has the benefit of
shortening the running time required.

• When recovering the initial state, we adopt Kannan’s embedding technique
to transform the short integer solutions problem into the shortest vector
problem and balance each coordinate of the target vector so that we can use
less truncated digits to recover the initial state.

So our improvements are comprehensive. No matter in what kind of cases,
the modulus is known, the modulus and the coefficients are all known or all
parameters are unknown, our new method shows more superiority than that
of [1]. Experimental results have confirmed that our new method is more effec-
tive and data-saving compared with [1]. Take ZUC’s driving sequence as an
example, we only need 239 truncated digits of 17 high-order bits to recover
all unknown parameters and the whole process can be executed in 10 min-
utes, while [1] needs 404 truncated digits and 40 hours, see Section 5 for more
details.

The rest of the paper is organized as follows. Section 2 introduces the basic
definitions and results used in later proof. Section 3 briefly reviews the work of
[1]. Section 4 proposes our improved method for predicting truncated MRGs.
Section 5 gives the experimental results to show the superiority of our method.
Section 6 summarizes our work and lists an issue to be further discussed.

2 Preliminaries

In this section, we will introduce some basic definitions and results about
sequences over integer residue rings, lattice reduction and Galois rings.
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2.1 Characteristic polynomials, minimal polynomials and
primitive polynomials

Definition 1 Let m be an integer greater than 1. If a sequence a = (ai)i≥0 over
Z/(m) satisfies the linear recurrence relation

ai+n ≡ cn−1ai+n−1 + cn−2ai+n−2 + · · ·+ c0ai mod m, i = 0, 1, 2, . . . ,

where c0, c1, . . . , cn−1 ∈ Z/(m) are not all zero and n is a positive integer, then the
sequence a is called a linear recurring sequence of order n over Z/(m) generated by
f (x) = xn − cn−1xn−1 − · · · − c0, and f (x) is called a characteristic polynomial
of a. A characteristic polynomial of a with the minimal degree is called a minimal
polynomial of a. A polynomial g(x) = dsx

s + ds−1x
s−1 + · · ·+ d1x+ d0 over Z/(m)

is said to annihilate a if

dsai+s + ds−1ai+s−1 + · · ·+ d1ai+1 + d0ai ≡ 0 mod m, i = 0, 1, 2, . . . .

Let G(f(x),m) denote the set of all linear recurring sequences generated by
f (x) over Z/(m), and let Im(a) denote the set of polynomials over Z/(m) that
annihilate a. It can be easily checked that Im(a) forms an ideal of Z/(m)[x].

For any integer a and any positive integer b ≥ 2, the least nonnegative
residue of a modulo b is denoted by a mod b or [a] mod b. For a sequence a =
(ai)i≥0 over Z/(m), let a mod b = ([ai] mod b)i≥0, where [ai] mod b means that
first let ai be the least nonnegative residue of ai modulo m, then take the
least nonnegative residue of ai modulo b. Similarly, for a polynomial f(x) =
cnx

n+· · ·+c1x+c0 over Z/(m), let f(x) mod b = [cn] mod bx
n+· · ·+[c1] mod bx+

[c0] mod b.
Let f (x) be a monic polynomial of degree n over Z/(m). If f (0) is an

invertible element over Z/(m), then there exists a positive integer T such that
xT − 1 is divisible by f(x) in Z/(m)[x]. The minimum of such T is called the
period of f (x) over Z/(m) and denoted by per(f (x) ,m).

Definition 2 [33] Let pe be a prime power and let f (x) be a monic polynomial of
degree n over Z/(pe) with gcd(f(0), p) = 1. If per(f (x) , pe) = pe−1(pn − 1), then
f (x) is called a primitive polynomial of degree n over Z/(pe). A sequence a is called a
primitive sequence of order n over Z/(pe) if a is generated by a primitive polynomial
of degree n over Z/(pe) and a mod p 6= 0.

If f (x) is a primitive polynomial of degree n over Z/(pe), then for every
i ∈ {1, 2, . . . , e− 1}, f(x) mod pi is also a primitive polynomial of degree n over
Z/(pi). In particular, f(x) mod p is a primitive polynomial of degree n over the
finite field Z/(p).

Definition 3 [11] Let m = pe11 p
e2
2 · · · p

es
s be the canonical factorization of m. A

monic polynomial f (x) with gcd(f(0),m) = 1 is called a primitive polynomial of
degree n over Z/(m) if for every i ∈ {1, 2, . . . , s}, f (x) mod p

ei
i

is a primitive polyno-

mial of degree n over Z/(peii ). A sequence a is called a primitive sequence of order n
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over Z/(m) if a is generated by a primitive polynomial of degree n over Z/(m) and
a mod pi 6= 0 for every i ∈ {1, 2, . . . , s}, that is, a mod p

ei
i

is a primitive sequence of

order n over Z/(peii ).

Let G′(f(x),m) denote the set of all primitive sequences generated by the
primitive polynomial f (x) over Z/(m).

2.2 Lattices and lattice reduction algorithms

In this section, we will introduce some results about lattices and lattice
reduction algorithms.

Definition 4 A lattice is a discrete additive subgroup of Rn. Specifically speaking,
given s linearly independent vectors b1,b2, . . . ,bs ∈ Rn, then the set

L = {v | v = c1b1 + c2b2 + · · ·+ csbs, c1, c2, . . . , cs ∈ Z}
is called an n-dimensional lattice. The set of linearly independent vectors
b1,b2, . . . ,bs is called a basis of the lattice L and the integer s is called the rank of
L. A lattice L is called a full-rank lattice if s = n.

Let B be the s × n matrix consisting of row vectors b1,b2, . . . ,bs. Then
the determinant of the lattice L is defined by

det(L) =
√

det(BBT ),

where BT is the transpose of B. The i-th successive minima of L denoted
by λi(L) is the radius of the smallest zero-centered ball containing at least
i linearly independent vectors of L. In particular, λ1(L) is the length of the
shortest nonzero vector in L.

Definition 5 (Gaussian Heuristic) [34] Let L be a full-rank lattice in Rn, and C
a measurable subset of Rn with volume vol(C). The Gaussian Heuristic “predicts”
that the number of points of L ∩ C is roughly vol(C)/ det(L).

A lattice is called a random lattice if it follows from Haar measures of
classical groups [35], which give rise to a natural probability distribution on the
set of lattices. Nguyen [36] suggested that random lattices have the following
property: with overwhelming probability, the successive minima of a random
n-dimensional lattice L are all asymptotically close to the Gaussian heuristic.
In particular, λ1(L) can be estimated as follows.

Lemma 1 [37] Let L be an n-dimensional lattice. If the Gaussian heuristic holds for
L, then

λ1(L) ≈
√

n

2πe
(detL)1/n .
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For a vector v, let ‖v‖ denote its Euclidean norm. Next we introduce two
basic computational lattice problems which are very useful in cryptography:
the shortest vector problem (SVP) and the closest vector problem (CVP).

Definition 6 (SVP) Given a basis of an n-dimensional lattice L, find a v ∈ L such
that ‖v‖ = λ1(L).

Definition 7 (CVP) Given a basis of an n-dimensional lattice L and a point t ∈ Rn,
find a v ∈ L such that ‖v − t‖ ≤ ‖u− t‖ for any vector u ∈ L.

The main algorithms for solving SVP can be divided into two types, one is
the approximation algorithms, such as LLL [38] and BKZ [39], and the other
is the exact algorithms, such as Kannan’s enumeration [40, 41] and the sieve
of AKS [42]. In [38], Lenstra et al put forward the famous LLL algorithm,
which can solve an approximate-SVP in polynomial time. In [39], Schnorr
and Euchner proposed the BKZ algorithm, which is a blockwise generaliza-
tion of LLL with potentially superexponential complexity and behaves better
practical performance.

The reduced basis of a lattice output by the LLL algorithm has the
following properties.

Theorem 1 [38] Let L be an n-dimensional lattice and let v1,v2, . . . ,vn be a reduced
basis of L output by the LLL algorithm. Then

(1) ‖vi‖ ≤ ρ(n−1)/2λi(L), 1 ≤ i ≤ n,

(2) ‖v1‖ ≤ ρ(n−1)/4 det(L)1/n,

where ρ = 4
4δ−1 and δ is the reduction parameter of the LLL algorithm satisfying

1/4 < δ < 1.

Remark 1 The reduction parameter is usually set to δ = 3
4 , and then ρ = 2.

2.3 Galois rings

In this section, we will introduce the basic concepts and properties related to
Galois rings. For a more detailed introduction, please refer to [43].

Let R be a ring and let a, b be two nonzero elements of R. If ab = 0, then
a, b are called zero divisors of R. A nonempty set I of R is called an ideal of R,
if a, b ∈ I and r ∈ R imply a+ b ∈ I and ra ∈ I. The ideal Ra = {ra : r ∈ R}
of R is called a principal ideal generated by a and denoted by (a).

Definition 8 [43] A Galois ring is defined to be a finite ring with identity 1 such
that the set of its zero divisors with 0 added forms a principal ideal (p1) for some
prime number p.
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Let pe be a prime power. It is well-known that the integer residue ring
Z/(pe) is a Galois ring with characteristic pe and cardinality pe. Let f (x) be a
monic basic irreducible polynomial of degree n over Z/(pe), that is, f(x) mod p

is an irreducible polynomial of degree n over the finite field Z/(p). Then the
residue class of ring Z/(pe)[x]/(f(x)) is also a Galois ring with characteristic pe

and cardinality pen. It is also well-known that any two Galois rings of the same
characteristic and the same cardinality are isomorphic. Therefore, a Galois
ring of characteristic pe and cardinality pen is denoted by GR(pe, pen). In
particular, we have Z/(pe) ∼= GR(pe, pe) and Z/(pe)[x]/(f(x)) ∼= GR(pe, pen).
If R = GR(pe, pen) is a Galois ring, then R/(p) is isomorphic to Fpn , i.e.,
R/(p) ∼= Fpn , where Fpn is an n degree extension field of the prime field Z/(p).

The following lemma implies that a monic basic irreducible polynomial of
degree n over Z/(pe) splits in GR(pe, pen).

Lemma 2 [43] Let pe be a prime power and f (x) a monic basic irreducible poly-
nomial of degree n over Z/(pe). Then there exists ξ ∈ GR(pe, pen) such that

f(x) =
∏n−1
i=0 (x− ξp

i

).

Remark 2 Since a primitive polynomial over Z/(p) is necessarily irreducible, it follows
immediately from Lemma 2 that a primitive polynomial of degree n over Z/(pe)
splits in GR(pe, pen).

The resultant is an important tool in algebra, widely used in determining
whether two polynomials have common factors. It is defined as follows.

Definition 9 [44] Let R be an arbitrary commutative ring and R[x] the polynomial
ring over R. Let g(x) = aux

u + au−1x
u−1 + · · · + a0 ∈ R[x] and h(x) = bvx

v +
bv−1x

v−1+· · ·+b0 ∈ R[x] be two polynomials of formal degree u resp. v with u, v ∈ N.
Then the resultant R(g, h) of the two polynomials is defined by the determinant

R(g, h) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

au au−1 · · · a0 0 · · · 0
0 au au−1 · · · a0 0 · · · 0
...

...
0 · · · 0 au au−1 · · · a0
bv bv−1 · · · b0 0 · · · 0
0 bv bv−1 · · · b0 · · · 0
...

...
0 · · · 0 bv bv−1 · · · b0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

 v

u

of order u+ v.

Following the connection between the roots and the resultant of polyno-
mials over fields, we give the following main theorem of this subsection. The
proof mainly refers to [44].



Springer Nature 2021 LATEX template

10 An improved method for predicting truncated multiple recursive generators with unknown parameters

Theorem 2 Let pe be a prime power. Let g(x) = aux
u + au−1x

u−1 + · · · + a0 ∈
Z/(pe)[x] and h(x) = bvx

v + bv−1x
v−1 + · · · + b0 ∈ Z/(pe)[x] be two polynomials

of formal degree u resp. v with u, v ∈ N. If the two polynomials have a primitive
polynomial f(x) of degree n over Z/(pe) as a common divisor, then pen | R(g, h)
over Z.

Proof See Appendix A. �

By the Chinese Remainder Theorem, the result of Theorem 2 can be
generalized to the following Theorem 3.

Theorem 3 Let m be an integer greater than 1. Let g(x) = aux
u+au−1x

u−1+ · · ·+
a0 ∈ Z/(m)[x] and h(x) = bvx

v+bv−1x
v−1 + · · ·+b0 ∈ Z/(m)[x] be two polynomials

of formal degree u resp. v with u, v ∈ N. If the two polynomials have a primitive
polynomial f(x) of degree n over Z/(m) as a common divisor, then mn | R(g, h) over
Z.

Proof See Appendix B. �

3 A review of Sun-Zhu-Zheng’s method

In this section, we give a brief review of the method, which we abbreviate as
Sun-Zhu-Zheng’s method, in [1] for predicting truncated MRGs with unknown
parameters. First, we introduce some necessary notations and the problem to
be studied.

Let m be an integer greater than 1 and let f (x) = xn−cn−1xn−1−· · ·−c0 ∈
Z/(m) [x]. Let a = (ai)i≥0 ∈ G(f(x),m), that is, the sequence a satisfies

ai+n ≡ cn−1ai+n−1 + cn−2ai+n−2 + · · ·+ c0ai mod m, i = 0, 1, 2, . . . .

Let k = dlogme denote the number of bits of m− 1. Assume that yi consists
of a proportion α of the high-order bits of ai and zi consists of the low-order
bits of ai, then ai can be expressed as

ai = 2βkyi + zi, i = 0, 1, 2, ..., (1)

where 0 < α < 1 and β = 1− α.
Let

Q =


0 0 · · · 0 0 c0
1 0 · · · 0 0 c1
...

...
. . .

...
...

...
0 0 · · · 1 0 cn−2
0 0 · · · 0 1 cn−1

 .
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It is obvious from the linear recurrence relation of the sequence a that

(aj , aj+1, . . . , aj+n−1) ≡ (a0, a1, . . . , an−1)Qj mod m,

and then

aj ≡
n−1∑
i=0

qj,iai mod m, (2)

where j ≥ 0 and (qj,0, qj,1, . . . , qj,n−1)
T

denotes the first column vector of
Qj . We note that each qj,i is a polynomial in c0, c1, . . . , cn−1 with integral
coefficients. In particular, qn,i = ci for 0 ≤ i ≤ n− 1.

The problem of predicting truncated MRGs with unknown parameters can
be described as follows: given the first N truncated digits y0, y1, . . . , yN−1, how
to recover the unknown modulus m, the unknown coefficients c0, c1, . . . , cn−1
and the unknown initial state a0, a1, . . . , an−1.

Sun-Zhu-Zheng’s method consists of 5 steps: searching linear relations,
constructing congruence equations, recovering the modulus, recovering the
coefficients and recovering the initial states.

3.1 Searching linear relations

The goal of searching linear relations is to find a set of linear relations for
a(N) = (a0, a1, . . . , aN−1), a segment of length N of the sequence a. However,
since a(N) is unknown, one can not directly find such linear relations. The core
idea of Sun-Zhu-Zheng’s method is to use lattice reduction algorithm to find
linear relations with small coefficients for the known truncated sequence y(N)

and then discuss when such linear relations are also hold for a(N).
The process consists of two steps. The first step is to search linear rela-

tions with small integer coefficients for y(N), which is achieved by using the
orthogonal lattice technique.

Choose suitable positive integers r and t satisfying r > t > n and r+t−1 ≤
N (in practice, r and t are selected experimentally) and let

Yi = (yi, yi+1, . . . , yi+t−1) ∈ Zt, i = 0, 1, . . . , r − 1.

Then there exist (for details, see [17]) integer coefficients ζ0, ζ1, . . . , ζr−1 such
that

r−1∑
i=0

ζiYi = 0,

where |ζi| ≤ B, with

logB = t
αk + log r + 1

r − t
.
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Let K =
⌈√

r2(r−1)/2B
⌉

be a constant. Construct the following lattice

L =


KY0 1 0 · · · 0
KY1 0 1 · · · 0

...
...

...
. . .

...
KYr−1 0 0 · · · 1

 ,

and let W0,W1, . . . ,Wr−1 be a reduced basis of L output by the LLL
algorithm. Then W0 has the form (0, 0, . . . , 0︸ ︷︷ ︸

t

, η0, η1, . . . , ηr−1) that satisfies

r−1∑
i=0

ηiYi = 0. (3)

The second step of the process is to discuss in which case the equation

U ,
r−1∑
i=0

ηiAi = 0 (4)

holds, where Ai = (ai, ai+1, . . . , ai+t−1) ∈ Zt, i = 0, 1, . . . , r− 1. The core idea
is first to construct a lattice such that U belongs to it, and then (4) holds if
U is shorter than the shortest non-zero vector of this lattice.

Let Zi = (zi, zi+1, . . . , zi+t−1) ∈ Zt, i = 0, 1, . . . , r−1. Then by (1) and (3),
we can get

U =

r−1∑
i=0

ηiAi − 2βk
r−1∑
i=0

ηiYi =

r−1∑
i=0

ηiZi

with
‖U‖ < r

√
t2βk+(r−1)/2+t(αk+log r+1)/(r−t). (5)

It follows from (2) that for each i ∈ {0, 1, . . . , r− 1}, the vector Ai belongs to
the following lattice L(m, t)

L(m, t) =



1 0 · · · 0 qn,0 qn+1,0 · · · qt−1,0
0 1 · · · 0 qn,1 qn+1,1 · · · qt−1,1
...

...
. . .

...
...

...
. . .

...
0 0 · · · 1 qn,n−1 qn+1,n−1 · · · qt−1,n−1
0 0 · · · 0 m 0 · · · 0
0 0 · · · 0 0 m · · · 0
...

...
. . .

...
...

...
. . .

...
0 0 · · · 0 0 0 · · · m


,

and so U ∈ L(m, t). Let λ1(L(m, t)) be the norm of the shortest non-zero
vector in L(m, t). If

‖U‖ < λ1(L(m, t)),
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then U = 0.

Remark 3 By (5) and the Gaussian heuristic assumption, it seems that one can give
a heuristic analysis for the selection of r and t. However, the suggestion of r and
t provided by the heuristic analysis often differ greatly from the actual selection of
r and t because the upper bound of U in (5) is often overestimated. On the other
hand, extensive experiments have shown that by trial and error one can indeed find
the correct parameters r and t such that (4) holds. Moreover, the correct parameters
r and t that make (4) holds are not unique.

3.2 Constructing congruence equations

As discussed in Subsection 3.1, by correctly choosing the parameters r and t,
Equation (4) could hold, which implies that

a0 a1 · · · an−1
a1 a2 · · · an
...

...
. . .

...
at−1 at · · · at+n−2




g0
g1
...

gn−1

 ≡


0
0
...
0

 mod m, (6)

where

gi = ηi +

r−1∑
j=n

ηjqj,i, i = 0, 1, . . . , n− 1, (7)

are polynomials in c0, c1, . . . , cn−1 with integer coefficients. If f(x) is a prim-
itive polynomial over Z/(m), then it is proved in [1] that gi ≡ 0 mod m for
i = 0, 1, . . . , n− 1.

Theorem 4 [1] Let f(x) be a primitive polynomial over Z/(m) and let a ∈
G′(f(x),m). Then (6) has only the trivial solution, that is gi ≡ 0 mod m for
i = 0, 1, . . . , n− 1.

3.3 Recovering the modulus m

By (7), if gi ≡ 0 mod m for i = 0, 1, . . . , n− 1, then there exists an integer ui
such that

ηi = uim−
r−1∑
j=n

ηjqj,i, i = 0, 1, . . . , n− 1.

Construct the following two lattices

L(gi) =


m 0 0 · · · 0
−qn,i 1 0 · · · 0
−qn+1,i 0 1 · · · 0

...
...

...
. . .

...
−qr−1,i 0 0 · · · 1

 ,
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M(gi) =

 η
(0)
i η

(0)
n η

(0)
n+1 · · · η

(0)
r−1

...
...

...
. . .

...

η
(d−1)
i η

(d−1)
n η

(d−1)
n+1 · · · η(d−1)r−1

 ,

where each row vector ηi
(j) = (η

(j)
i , η

(j)
n , η

(j)
n+1, . . . , η

(j)
r−1), 0 ≤ j ≤ d − 1, of

M(gi) satisfies that gi ≡ 0 mod m. It is clear that the determinant of L(gi)
is m and M(gi) is a sublattice of L(gi), and so the determinant of M(gi) is
a multiple of m. If we can collect enough such vectors ηi

(j), then M(gi) will
become equal to L(gi), which implies that the unknown modulus m can be
recovered by calculating the determinant of M(gi). This is just the core idea
of Sun-Zhu-Zheng’s method to recover the modulus m.

3.4 Recovering the coefficients c0, c1, . . . , cn−1

By Subsection 3.3, it is known that once the determinant of M(gi) reaches
m, then M(gi) and L(gi) in fact are the same lattice. We can now assume,
without loss of generality, that the determinant of M(gi) reaches m. Let L(gi)

∗

be the lattice generated by the LLL-reduced basis of M(gi). Let L(gi)
∗ =

(τu,v)0≤u,v≤r−n and let

Gi =


τ0,0 τ0,1 Kτ0,2 · · · Kτ0,r−n
τ1,0 τ1,1 Kτ1,2 · · · Kτ1,r−n
τ2,0 τ2,1 Kτ2,2 · · · Kτ2,r−n

...
...

...
. . .

...
τr−n,0 τr−n,1 Kτr−n,2 · · · Kτr−n,r−n

 ,

where K > m2(r−n)/2 is a constant. Reduce Gi through the LLL algorithm
and denote by H = (hu,v)0≤u,v≤r−n the reduced matrix.

Theorem 5 [1] Let L(gi)
∗ and L(gi) be defined as above. If L(gi)

∗ = L(gi), then
the lattice generated by (h0,0, h0,1, . . . , h0,r−n) and (h1,0, h1,1, . . . , h1,r−n) is equal
to the lattice generated by (m, 0, . . . , 0) and (−ci, 1, . . . , 0).

By Theorem 5, there exists integers u, v such that uh0,1 +vh1,1 = 1, and so

ci = −(uh0,0 + vh1,0) mod m.

Since the values of u and v can be determined by the extended Euclidean
algorithm, the coefficient ci is recovered.

3.5 Recovering the initial state a0, a1, . . . , an−1

Since all parameters and y0, y1, . . . , yn−1 are known, recovering a0, a1, . . . , an−1
is equivalent to recovering z0, z1, . . . , zn−1. Yang et al. [31] solved this problem
by first transforming it into the problem of finding small integer solutions to
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systems of linear congruences, and then used the method proposed by Frieze
[16] to solve this problem.

Suppose the first d (d > n) consecutive truncated digits y0, y1, . . . , yd−1 are
given. By (1) and (2),

n−1∑
i=0

qj,izi − zj ≡ 2βk

(
yj −

n−1∑
i=0

qj,iyi

)
mod m, j = n, . . . , d− 1. (8)

It can be seen that the unknown z0, z1, . . . , zd−1 is a relatively small integer
solution of (8) with each 0 ≤ zi < 2βk. Let

L(m, d) =



m 0 · · · 0 0 0 · · · 0
0 m · · · 0 0 0 · · · 0
...

...
. . .

...
...

...
. . .

...
0 0 · · · m 0 0 · · · 0
qn,0 qn,1 · · · qn,n−1 −1 0 · · · 0
qn+1,0 qn+1,1 · · · qn+1,n−1 0 −1 · · · 0

...
...

. . .
...

...
...

. . .
...

qd−1,0 qd−1,1 · · · qd−1,n−1 0 0 · · · −1


.

Denote by λd the d-th successive minima of the lattice L(m, d). Frieze et al.
[16] have showed that if

αk ≥ log d

2
+ log λd +

d+ 1

2
,

then z0, z1, . . . , zd−1 can be recovered by solving the small integer solutions of
(8) using the method in [16].

4 Main results

In this section, we propose a more effective and data-saving method for predict-
ing truncated MRGs with unknown parameters compared to Sun-Zhu-Zheng’s
method [1]. Specifically, we adopt the resultant, the Chinese Remainder
Theorem and the idea of recovering p-adic coordinates of the coefficients layer
by layer, and Kannan’s embedding technique [41] to recover the modulus, the
coefficients and the initial state, respectively.

4.1 Searching linear relations

As a preparation for recovering the unknown parameters, we still need to find
a set of linear relations for a(N) = (a0, a1, . . . , aN−1). However, different from
[1], we do not need to find the vectors η = (η0, η1, . . . , ηr−1) such that (3) and
(4) both hold. Actually, Equation (4) is our ultimate goal while Equation (3)
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is unnecessary. Observe that if (4) holds, then

0 =

r−1∑
i=0

ηiAi = 2βk
r−1∑
i=0

ηiYi +

r−1∑
i=0

ηiZi,

and so
r−1∑
i=0

ηiYi = −2−βk
r−1∑
i=0

ηiZi.

Since |zi+j | < 2βk, it follows that∥∥∥∥∥
r−1∑
i=0

ηiYi

∥∥∥∥∥ ≤
r−1∑
i=0

∥∥−2−βkηiZi
∥∥ ≤ √t r−1∑

i=0

|ηi| .

This means
∑r−1

i=0 ηiYi is a short vector, which inspires us to search a short
vector of the lattice rather than a vector that makes (3) holds.

Construct the following lattice

L′ =


Y0 1 0 · · · 0
Y1 0 1 · · · 0
...

...
...

. . .
...

Yr−1 0 0 · · · 1

 ,

and obviously, the (r + t)-dimensional vector

W = (w0, . . . , wt−1, wt, . . . , wt+r−1) =

(
r−1∑
i=0

ηiYi, η0, η1, . . . , ηr−1

)
∈ L′.

If η is a vector that makes (4) holds, then
∑r−1

i=0 ηiYi is a short vector, and so
is W. Therefore, the desired vectors η = (η0, η1, . . . , ηr−1) that make (4) holds
can be obtained by applying lattice reduction algorithms to the lattice L′.

Compared with [1], we construct the lattice L′ without multiplying Yi by
a big integer, this change can not only accelerate single call to lattice reduction
algorithm by shrinking the data size of the lattice, but also greatly reduce the
number of truncated digits required for recovering the unknown parameters.

It is obvious that the choices of r and t are of great importance. Unfortu-
nately, as in [1], we can not provide a valid heuristic analysis for the choices
of r and t. In actual experiments, we usually perform a lot of experiments
to search stable values of r and t, that is, in every experiment, the vector
η = (η0, η1, . . . , ηr−1) that makes (4) holds always can be found by lattice
reduction algorithms with such values of r, t.

Remark 4 If the values of r and t are chosen correctly, a single call to lattice reduction
algorithm can output multiple sets of η0, η1, . . . , ηr−1 such that (4) holds.
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As discussed above, by correctly choosing the values of r and t, we can get
η0, η1, . . . , ηr−1 output by the lattice reduction algorithm such that (4) holds,
that is, 

η0a0 + η1a1 + · · ·+ ηr−1ar−1 = 0
η0a1 + η1a2 + · · ·+ ηr−1ar = 0

...
η0at−1 + η1at + · · ·+ ηr−1ar+t−2 = 0

.

Obviously, it means that we have got a polynomial

F (x) = ηr−1x
r−1 + · · ·+ η1x+ η0,

which annihilates the sequence a(r+t−1) = (a0, a1, . . . , ar+t−2). If we can
obtain enough such polynomials, then the modulus and the coefficients can be
recovered by the methods in Section 4.2 and 4.3, respectively.

4.2 Recovering the modulus m

In this subsection, we will prove that the modulus m can be recovered by
computing the resultants of the polynomials in Im(a) obtained in Section 4.1,
where Im(a) denotes the set of polynomials over Z/(m) that annihilate a. First,
we will prove that this method is feasible when the modulus m is a prime
power. Then we will extend the method to the case that the modulus m is a
general positive integer by the Chinese Remainder Theorem.

Theorem 6 [45] Let pe be a prime power and let a be a linear recurring sequence
over Z/(pe). If for every i ∈ {1, 2, . . . , e}, the monic polynomial fi(x) ∈ Z/(pe)[x]
satisfies that fi(x) mod pi is a minimal polynomial of a mod pi , then

Ipe(a) = (pe−1 · f1(x), . . . , p · fe−1(x), fe(x)),

where (pe−1 · f1(x), . . . , p · fe−1(x), fe(x)) denotes the ideal generated by pe−1 ·
f1(x), . . . , p · fe−1(x), fe(x).

By Theorem 6, we can get the following Corollary 1.

Corollary 1 Let pe be a prime power. If f(x) is a primitive polynomial over Z/(pe)
and a is a primitive sequence generated by f(x), then Ipe(a) = (f(x)). That is, for
any F (x) ∈ Ipe(a), f(x) is a divisor of F (x) over Z/(pe).

Proof Since f(x) is a primitive polynomial over Z/(pe) and a is generated by f(x),
it follows that, for every i ∈ {1, 2, . . . , e− 1}, f(x) mod pi is a primitive polynomial

over Z/(pi) and a mod pi is a primitive sequence generated by f(x) mod pi . So by
Theorem 6, we have

Ipe(a) = (pe−1 · f(x), . . . , p · f(x), f(x)) = (f(x)).

That is, for any F (x) ∈ Ipe(a), f(x) is a divisor of F (x) over Z/(pe). �
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Remark 5 In Corollary 1, the condition that a is a primitive sequence over Z/(pe) can
be relaxed to the condition that the minimal polynomial of a over Z/(pe) is unique.

By Theorem 2 and Corollary 1, we can easily get the result we want when
m is a prime power.

Theorem 7 Let pe be a prime power. If f(x) is a primitive polynomial of degree n
over Z/(pe) and a is a primitive sequence generated by f(x) over Z/(pe), then for

any two polynomials F (1)(x), F (2)(x) ∈ Ipe(a), we have

pen | R(F (1)(x), F (2)(x))

over Z.

Proof By Corollary 1, the primitive polynomial f(x) is a common divisor of F (1)(x)

and F (2)(x). So the result follows directly from Theorem 2. �

Next we will generalize Theorem 7 to the general case that the modulus
is an integer greater than 1 by the Chinese Remainder Theorem. We first
generalize Corollary 1 to the general case.

Lemma 3 Let m be an integer greater than 1. If f(x) is a primitive polynomial over
Z/(m) and a is a primitive sequence generated by f(x) over Z/(m), then for any
F (x) ∈ Im(a), f(x) is a divisor of F (x) over Z/(m).

Proof Let m = pe11 p
e2
2 · · · p

es
s be the canonical factorization of m. By Definition 3,

for every i ∈ {1, 2, . . . , s}, f (x) mod p
ei
i

is a primitive polynomial over Z/(peii ) and

a mod p
ei
i

is a primitive sequence generated by f (x) mod p
ei
i

. For any F (x) ∈ Im(a),

we have F (x) mod p
ei
i
∈ Ipeii (a), where Ipeii

(a) denotes the set of polynomials over

Z/(peii ) that annihilate a mod p
ei
i

. Then by Corollary 1, f (x) mod p
ei
i

is a divisor of

F (x) mod p
ei
i

over Z/(peii ), i.e.,

F (x) ≡ 0 mod (f(x), peii ),

which means that f(x) is a divisor of F (x) over Z/(peii ). According to Chinese
Remainder Theorem, we have

F (x) ≡ 0 mod (f(x),m).

So, for every F (x) ∈ Im(a), f(x) is a divisor of F (x) over Z/(m). �

By Theorem 3 and Lemma 3, we immediately get the following Theorem
8, which is the main result of this subsection.
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Theorem 8 Let m be an integer greater than 1. If f(x) is a primitive polynomial
of degree n over Z/(m) and a is a primitive sequence generated by f(x) over Z/(m),

then for any two polynomials F (1)(x), F (2)(x) ∈ Im(a), we have

mn | R(F (1)(x), F (2)(x))

over Z.

Theorem 8 implies that we can recover the modulus m by computing the
greatest common divisor of resultants of polynomials in Im(a). Experiments
have shown that the modulus m can be recovered in most cases if three pairs
of nonzero resultants are given. Notice that if R(F (1)(x), F (2)(x)) = 0, we
cannot get any information about the modulus, so next we need to discuss the
proportion of this case.

We have carried out 500 experiments. In each experiment, we first randomly
choose a 31-bit integer m and a primitive polynomial f(x) of degree n =
16 over Z/(m), next we randomly choose the initial state and generate the
sequence a by the primitive polynomial f(x). Let yi be the 17 high-order
bits of ai. We choose r = 175, t = 65, then by Section 4.1, we can obtain
110 polynomials of Im(a). Take these polynomials in pairs and compute their
resultants, experiments show that the proportion of R(F (1)(x), F (2)(x)) = 0
in the total 5995 resultants is about 0.1409%, which is so small that even if
the computed resultant is equal to 0, we still have enough options to choose
another couple of polynomials. So our method works effectively in recovering
the modulus 1.

4.3 Recovering the coefficients c0, c1, . . . , cn−1

In this subsection, we show how to recover the coefficients c0, c1, . . . , cn−1,
which is equivalent to recover the primitive polynomial f(x) = xn−cn−1xn−1−
· · · − c0.

Let m = pe11 p
e2
2 · · · pess be the canonical factorization of the modulus m.

Then, by the Chinese Remainder Theorem, to recover f(x), it suffices to
recover f(x) mod p

e1
1
, . . . , f(x) mod pess . For the sake of brevity, we first assume

that f(x) is a primitive polynomial over Z/(pe) and a is a primitive sequence
generated by f(x) over Z/(pe), where pe is a prime power.

Let F (i)(x) = η
(i)
r−1x

r−1 + · · · + η
(i)
1 x + η

(i)
0 ∈ Z/(pe)[x], i = 1, 2, . . . , w,

denote the polynomials that annihilate a obtained in Section 4.1. It follows
from Corollary 1 that f(x) is a common divisor of F (i)(x), that is, for every
i ∈ {1, 2, . . . , w}, there exists G(i)(x) ∈ Z/(pe)[x] whose leading coefficient is

equal to η
(i)
r−1 such that

F (i)(x) = f(x)G(i)(x) (9)

1During the sixth (2021) National Crypto-Math Challenge, Jing-Hui Wang, Ming-Hao Xu and
Xiao-Yue Hu (mentor: Zheng-Fu Lu) from Yunnan University also independently pointed that the
modulus m can be recovered by computing the resultants of polynomials in Im(a).
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over Z/(pe). It is worth noting that the coefficients of F (i)(x) may not be
coprime with p, which causes the Euclidean algorithm for directly computing
the greatest common divisor over Z/(pe) to fail in some cases. To overcome
this situation, we instead to recover f(x) by recovering its p-adic coordinates
layer by layer. In details, let the p-adic expansion of F (i)(x), f(x) and G(i)(x)
be as follows

F (i)(x) = [F (i)(x)]0 + [F (i)(x)]1p+ · · ·+ [F (i)(x)]e−1p
e−1

= F (i)(x) mod p + [F (i)(x)]1p+ · · ·+ [F (i)(x)]e−1p
e−1,

f(x) = [f(x)]0 + [f(x)]1p+ · · ·+ [f(x)]e−1p
e−1

= f(x) mod p + [f(x)]1p+ · · ·+ [f(x)]e−1p
e−1,

G(i)(x) = [G(i)(x)]0 + [G(i)(x)]1p · · ·+ [G(i)(x)]e−1p
e−1

= G(i)(x) mod p + [G(i)(x)]1p · · ·+ [G(i)(x)]e−1p
e−1,

(10)

where [F (i)(x)]j , [f(x)]j , [G
(i)(x)]j ∈ Z/(p)[x] for 0 ≤ j ≤ e − 1. Since Z/(p)

is a finite field, f(x) mod p can be firstly recovered by computing the greatest
common divisor of F (1)(x) mod p, . . . , F

(w)(x) mod p with the Euclidean algo-
rithm over Z/(p). If e = 1, then f(x) has been recovered. Otherwise, by (9)
and (10), we have

F (i)(x) mod pl ≡ f(x) mod pl ·G(i)(x) mod pl

≡ (f(x) mod pl−1 + [f(x)]l−1p
l−1)

· (G(i)(x) mod pl−1 + [G(i)(x)]l−1p
l−1) mod pl,

(11)

where 2 ≤ l ≤ e. Since now f(x) mod p has be recovered and F (i)(x) mod p is
known, it follows immediately that G(i)(x) mod p = F (i)(x) mod p/f(x) mod p.
By (11), when f(x) mod pl−1 and G(i)(x) mod pl−1 are known, recovering

f(x) mod pl and G(i)(x) mod pl means recovering [f(x)]l−1 and [G(i)(x)]l−1. In
this case we have

F (i)(x) mod pl − f(x) mod pl−1 ·G(i)(x) mod pl−1

pl−1

≡ f(x) mod pl−1 · [G(i)(x)]l−1 +G(i)(x) mod pl−1 · [f(x)]l−1

≡ [f(x)]0 · [G(i)(x)]l−1 + [G(i)(x)]0 · [f(x)]l−1 mod p.

When gcd([f(x)]0, [G
(i)(x)]0) = 1, we can compute the inverse of [G(i)(x)]0

modulo [f(x)]0 by the Extended Euclidean algorithm over Z/(p), which we
denote by [G(i)(x)]−10 . Then [f(x)]l−1 can be computed by

[G(i)(x)]−10 ·
F (i)(x) mod pl − f(x) mod pl−1 ·G(i)(x) mod pl−1

pl−1
mod (p, [f(x)]0).

(12)
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Similarly, we can also compute [G(i)(x)]l−1 by

[f(x)]−10 ·
F (i)(x) mod pl − f(x) mod pl−1 ·G(i)(x) mod pl−1

pl−1
mod (p, [G(i)(x)]0),

(13)
where [f(x)]−10 denotes the inverse of [f(x)]0 modulo [G(i)(x)]0 over Z/(p).
Repeat the above process until f(x) is totally recovered. It is worth noting
that [f(x)]0 is irreducible, so gcd([f(x)]0, [G

(i)(x)]0) = 1 will hold with great
probability. In other words, this method works in the vast majority of cases.

To sum up, for m = pe11 p
e2
2 · · · pess , we can get f(x) mod pj by computing

the greatest common divisor of F (i)(x) mod pj , then get f(x)
mod p

ej
j

by the

Extended Euclidean algorithm over finite fields layer by layer, finally get f(x)
by the Chinese Remainder Theorem. The detailed procedures are as follows.

Step 1: For every j ∈ {1, 2, . . . , s}, compute the greatest common divisor
of F (i)(x) mod pj , i = 1, 2, . . . , w, by the Euclidean algorithm until the degree
of this divisor reaches n. Next multiply this divisor by the inverse of its leading
coefficient modulo pj to make it become a monic polynomial. Then we get
f(x) modulo pj , i.e., f(x) mod pj .

Step 2: For every j ∈ {1, 2, . . . , s}, compute f(x)−1mod pj
over the finite field

Z/(pj) by the Extended Euclidean algorithm and then compute [f(x)]l−1 by
(12) from l = 2 to l = ej . After this, we can get all components of the pj-adic
expansion of f(x)

mod p
ej
j

and then get f(x)
mod p

ej
j

.

Step 3: Since f(x) mod p
e1
1
, . . . , f(x) mod pess are all known, then by the

Chinese Remainder Theorem,

f(x) ≡ f(x) mod p
e1
1
P1P

−1
1 + · · ·+ f(x) mod pess PsP

−1
s mod m,

where Pi = m/peii and PiP
−1
i ≡ 1 mod peii . Thus the coefficients

c0, c1, . . . , cn−1 can be successfully recovered.

Remark 6 In Step 2 above, we can also get f(x)
mod p

ej
j

by solving linear equations

over finite fields layer by layer. However, the complexity of the most efficient algo-
rithm currently, Optimized CW-like algorithm, for solving O(n) linear equations is
about O(n2.373) [46]. While the complexity of the Extended Euclidean algorithm is
onlyO(n(logn)2 log logn) (See Chapter 11.1 of [47] and [48] for the detailed analysis),
which behaves better than Optimized CW-like algorithm.

4.4 Recovering the initial state a0, a1, . . . , an−1

We have recovered the modulus and the coefficients, and then we need
to recover the initial state a0, a1, . . . , an−1. Since the truncated digits
y0, y1, . . . , yn−1 are known, by (1), we only need to recover z0, z1, . . . , zn−1,
which is proved to be equivalent to finding small integer solutions to systems
of linear congruences, i.e., the Short Integer Solutions problem (SIS) [31]. In
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this subsection, we use Kannan’s embedding technique to transform this SIS
problem into SVP.

Suppose the first d (d > n) truncated digits y0, y1, . . . , yd−1 are given, then
by (8), we have

zj =

n−1∑
i=0

qj,izi − bj + kjm, j = n, . . . , d− 1, (14)

where bj = 2βk
(
yj −

∑n−1
i=0 qj,iyi

)
and kj ∈ Z. Let ẑj = zj − 2βk−1. Then

−2βk−1 ≤ ẑj < 2βk−1.

By Kannan’s embedding technique [41], we construct the following lattice

L′(m, d) =



2βk−1 2βk−1 · · · 2βk−1 bn + 2βk−1 · · · bd−1 + 2βk−1

0 1 · · · 0 qn,0 · · · qd−1,0
...

...
. . .

...
...

. . .
...

0 0 · · · 1 qn,n−1 · · · qd−1,n−1
0 0 · · · 0 m · · · 0
...

...
. . .

...
...

. . .
...

0 0 · · · 0 0 · · · m


.

The target vector v = (−2βk−1, ẑ0, . . . , ẑn−1, ẑn, . . . , ẑd−1) ∈ L′(m, d). Such
construction balances each coordinate of the target vector2 so that the upper
bound for the absolute values of all coordinates is 2βk−1, and so

‖v‖ ≤ 2βk−1
√
d+ 1.

By Lemma 1,

λ1(L′(m, d)) ≈
√
d+ 1

2πe
(detL)

1/(d+1)
=

√
d+ 1

2πe
2
βk−1
d+1 m

d−n
d+1 .

Heuristically, if

2βk−1
√
d+ 1 ≤

√
d+ 1

2πe
2
βk−1
d+1 m

d−n
d+1 ,

that is,

d ≥ n logm+ 0.5 · log 2πe

logm− (βk − 1)− 0.5 · log 2πe
, (15)

then v = (−2βk−1, ẑ0, . . . , ẑn−1, ẑn, . . . , ẑd−1) could be recovered by reduc-
ing L′(m, d) through the lattice reduction algorithm. If this is done, we can

2During the sixth (2021) National Crypto-Math Challenge, Jia-Le Fang (mentor: Hua Zhong)
from Hangzhou Dianzi University also independently proposed the strategy of balancing each
coordinate of the target vector. They also obtained an inequality similar to (15).
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recover z0, z1, . . . , zn−1 and then the initial state a0, a1, . . . , an−1 by simple
computation.

5 Experimental results

We have performed a lot of experiments to test the correctness and effec-
tiveness of our new method. In order to show our method is superior to [1],
here we only list the experimental results of the same sequence, ZUC’s driving
sequence. All the experiments are performed on our personal computer (Win-
dows 10, Processor Intel(R) Core(TM) i7-9700 CPU @ 3.00GHz, 8 Core(s),
RAM: 32.0 GB (31.8 GB usable)). The lattice reduction algorithm used is the
BKZ algorithm in the NTL 11.4.3 library [49]. The reduction parameter of the
BKZ algorithm is set to δ = 0.99 and the blocksize is set to 20.

The characteristic polynomial of ZUC’s driving sequence is a primitive
polynomial of degree n = 16 over Z/(231 − 1), that is

f(x) = x16 − (215x15 + 217x13 + 221x10 + 220x4 + 28 + 1).

We choose the same initial state as [1] that

a0 = 5113033, a1 = 101513454, a2 = 342517303, a3 = 602278014,

a4 = 545182365, a5 = 2109832480, a6 = 83899935, a7 = 1353806595,

a8 = 56274808, a9 = 220365776, a10 = 1900047307, a11 = 1287703311,

a12 = 754976298, a13 = 344592060, a14 = 2072123851, a15 = 1906585150,

and then generate the sequence a = (ai)i≥0 ∈ G(f(x), 231 − 1).
In this experiment, suppose that the modulus m, the coefficients

c0, c1, . . . , c15 and the initial state a0, a1, . . . , a15 are all unknown and let
yi be the 17 high-order bits of ai, then given the first N truncated dig-
its y0, y1, . . . , yN−1, we need to recover the modulus m, the coefficients
c0, c1, . . . , c15 and the initial state a0, a1, . . . , a15. The detailed experimental
processes are as follows.

Step 1: After massive repeated experiments, we choose r = 175, t = 65 and
then use the method in Section 4.1 to get a couple of polynomials in Im(a),
that is, the vector η = (η0, η1, . . . , ηr−1) that makes (4) hold. In this step, we
construct a 175× 240 lattice and call the BKZ algorithm to reduce this lattice
in 9.4 minutes. Actually, a single call to the BKZ algorithm can provide 110
such vectors η and it is sufficiently enough to recover the modulus and the
coefficients.

Step 2: By Section 4.2, we can recover the modulus m by computing
the resultant of the polynomials F (i)(x) obtained in Step 1. In this step, a
small number of such polynomials are enough to recover the modulus. In our
experiment, we only need to use 3 polynomials F (1)(x), F (2)(x), F (3)(x) to
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compute the resultants of these polynomials in pairs first, that is

res1 = R(F (1)(x), F (2)(x)),

res2 = R(F (2)(x), F (3)(x)),

res3 = R(F (1)(x), F (3)(x)),

and then to compute the greatest common divisor of res1, res2 and res3. After
this we get mn and then m by taking the n-th root of mn. In our experiment,
we can also factor mn to get m directly because mn is not too huge. The whole
computation can be finished in 2.625s.

Step 3: Since the prime modulus m is known, we can calculate the inverse

of η
(i)
r−1 modulo m and then get these characteristic polynomials as follows

F
(i)
∗ (x) = xr−1 + (η

(i)
r−1)−1 · (η(i)r−2xr−2 + · · ·+ η

(i)
1 x+ η

(i)
0 ), i = 1, 2, . . . , 110.

In our experiment, the degree of the greatest common divisor of F
(1)
∗ (x) and

F
(2)
∗ (x) reaches n. So we compute the greatest common divisor of F

(1)
∗ (x) and

F
(2)
∗ (x), then we get f(x), that is, we recover all the coefficients. This step

costs about 0.075s.
Step 4: When the modulus m and the coefficients c0, c1, . . . , c15 are known,

we use the method in Section 4.4 to recover the initial state a0, a1, . . . , a15. By
(15), the number of truncated digits d needed in this experiment satisfies d >
31.22. Because lattice reduction algorithms usually perform better in practice,
so such estimation is not entirely accurate. But this estimation still offers useful
advice that we can choose d around this estimation to test its correctness. For
example, in the practical experiment, we can successfully recover the initial
state by using 30 truncated digits but fail when only using 29 truncated digits,
which illustrates that (15) offers useful instructions on the number of truncated
digits. To be specific, we use the first 30 truncated digits to construct the
31× 31 lattice L′(m, d), by reducing this lattice through the BKZ algorithm,
we can recover the initial state in 0.26s.

In table 1, we compare our method with Sun-Zhu-Zheng’s method [1]. As
can be seen from this table that, our method only uses 239 truncated dig-
its to recover all unknown parameters and the whole process can be executed
in 10 minutes while Sun-Zhu-Zheng’s method needs 404 truncated digits and
40 hours to perform the experiment. In addition, no matter in what kind of
cases, the modulus is known, the modulus and the coefficients are all known
or all parameters are unknown, our method shows more superiority than Sun-
Zhu-Zheng’s method. To be specific, to find the polynomials annihilating a in
this experiment, Sun-Zhu-Zheng’s method needs to call the BKZ algorithm
71 times to reduce 265 × 335 lattices and cost 36 hours while our method
only needs a single call to the BKZ algorithm to reduce a 175 × 240 lattice
which takes no more than 10 minutes. For recovering the modulus and the
coefficients, Sun-Zhu-Zheng’s method spends about 3.5 hours in running the
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Table 1 The comparison of our method with Sun-Zhu-Zheng’s method

Sun-Zhu-Zheng’s method Our method

Size of lattice 265 × 335 175 × 240
Search linear Calls to BKZ 71 1

relations Time of single call 30 min 9.4 min
Total time 36h 9.4 min

Size of lattice 252 × 250 −
Recover the Calls to BKZ 16 −

modulus Time of single call 11 min −
Total time 3h 2.625s

Size of lattice 250 × 250 −
Recover the Calls to BKZ 16 −
coefficients Time of single call 2 min −

Total time 30 min 0.075s

Size of lattice 35 × 35 31 × 31
Recover the Calls to BKZ 1 1
initial state Time of single call 3s 0.26s

Total time 3s 0.26s

Total time 40h 10 min

Number of truncated digits 404 239

BKZ algorithm, and our new method costs only 3s to compute the parame-
ters without any lattice reduction. In the last step, Sun-Zhu-Zheng’s method
requires at least 35 truncated digits while our method only need 30 truncated
digits. Moreover, Sun-Zhu-Zheng’s method fails to recover the initial state if
the number of bits of yi is 4, while our method can still sucessfully recover the
initial state. Therefore, our improvements are comprehensive in terms of the
running time or the number of truncated digits required.

We provide the source code in https://pastebin.com/nAQBjrTB.

6 Conclusion

In this paper, we improve Sun-Zhu-Zheng’s method on the predictability of
truncated MRGs

ai+n ≡ cn−1ai+n−1 + cn−2ai+n−2 + · · ·+ c0ai mod m, i = 0, 1, 2, . . . .

Assume that the modulus m, the coefficients c0, c1, . . . , cn−1 and the initial
state a0, a1, . . . , an−1 are all unknown. If the first N high-order-truncated dig-
its y0, y1, . . . , yN−1 of a0, a1, . . . , aN−1 are known, we adopt the resultant, the
Chinese Remainder Theorem and the idea of recovering p-adic coordinates of
the coefficients layer by layer, and Kannan’s embedding technique to recover
the modulus, the coefficients and the initial state, respectively. Compared with
[1], no matter in what kind of cases, our method shows more superiority in

.


Springer Nature 2021 LATEX template

26 An improved method for predicting truncated multiple recursive generators with unknown parameters

terms of the running time or the number of truncated digits required. Exten-
sive experiments have confirmed the correctness and effectiveness of our new
method. Unfortunately, as in [1], we can not provide a valid heuristic analysis
for the choices of r and t. As a result, it will waste a lot of time before we
find the correct r and t by trial and error in practice. Whether there is a valid
heuristic analysis for the choices of r and t is still an open problem worthy of
further study.
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No. 2021YFB3100200).

Appendix A

Proof of Theorem 2 Let R = GR(pe, pen). Then by Remark 2 we can let f(x) =∏n
i=1(x− ξi), where ξ1, ξ2, . . . , ξn ∈ R, and so g(x) and h(x) can be represented as

follows

g(x) = g1(x) ·
n∏
i=1

(x− ξi),

h(x) = h1(x) ·
n∏
i=1

(x− ξi),

where g1(x), h1(x) ∈ Z/(pe)[x].
Consider the polynomial ring R[x, y1, . . . , yn, z1, . . . , zn] and the polynomials in

this ring

g̃(x, y1, . . . , yn) = g1(x) ·
n∏
i=1

(x− yi)

= aux
u + au−1(y1, . . . , yn)xu−1 + · · ·+ a0(y1, . . . , yn),

h̃(x, z1, . . . , zn) = h1(x) ·
n∏
i=1

(x− zi)

= bvx
v + bv−1(z1, . . . , zn)xv−1 + · · ·+ b0(z1, . . . , zn),

where a0(y1, . . . , yn), . . . , au−1(y1, . . . , yn) are polynomials in y1, . . . , yn over R and
b0(z1, . . . , zn), . . . , bv−1(z1, . . . , zn) are polynomials in z1, . . . , zn over R. Substitute
x by yj for j = 1, 2, . . . , n, then

g̃(yj , y1, . . . , yn) = g1(yj) ·
n∏
i=1

(yj − yi) = 0,

h̃(yj , z1, . . . , zn) = h1(yj) ·
n∏
i=1

(yj − zi).
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The resultant of g̃ and h̃ with respect to the variable x is denoted by Rx(g̃, h̃),
which is defined by∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

au · · · a0(y1, . . . , yn) 0 · · · 0
0 au · · · a0(y1, . . . , yn) 0 · · · 0
...

...
0 · · · au · · · a0(y1, . . . , yn)
bv · · · b0(z1, . . . , zn) 0 · · · 0
0 bv · · · b0(z1, . . . , zn) · · · 0
...

...
0 · · · bv · · · b0(z1, . . . , zn)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

 v

u

.

Multiple the first column of Rx(g̃, h̃) by yu+v−1j , the second column by yu+v−2j until
the penultimate column by yj , and then add all of them to the last column. Now we

can get a new determinant which is equal to Rx(g̃, h̃) and its last column is

yv−1j 0

yv−2j 0

...
0

yu−1j h̃(yj , z1, . . . , zn)

yu−2j h̃(yj , z1, . . . , zn)

...

h̃(yj , z1, . . . , zn)


,

so h̃(yj , z1, . . . , zn) | Rx(g̃, h̃) for 1 ≤ j ≤ n, which implies that

n∏
i=1

(yj − zi) | Rx(g̃, h̃) for 1 ≤ j ≤ n.

Since there is no common linear divisor in polynomials h̃(yi, z1, . . . , zn) and

h̃(yj , z1, . . . , zn) if i 6= j, it follows that

n∏
j=1

n∏
i=1

(yj − zi) | Rx(g̃, h̃)

over R.
Substitute y1, . . . , yn and z1, . . . , zn by ξ1, . . . , ξn, then

n∏
j=1

n∏
i=1

(yj − zi) =

n∏
j=1

f(ξj)

and Rx(g̃, h̃) = R(g, h). Because f(ξj) = 0 over Z/(pe) for 1 ≤ j ≤ n, R(g, h) has
at least n pes as factors when R(g, h) 6= 0 over Z. When R(g, h) = 0 over Z, the
conclusion is obvious, which completes the proof.

�
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Appendix B

Proof of Theorem 3 Let m = pe11 p
e2
2 · · · p

es
s be the canonical factorization of m. By

Definition 3, for every i ∈ {1, 2, . . . , s}, f (x) mod p
ei
i

is a primitive polynomial of

degree n over Z/(peii ). Let R = Z/(m)[x]/(f(x)). For every i ∈ {1, 2, . . . , s}, let
Ri = Z/(peii )[x]/(f(x) mod p

ei
i

), a Galois ring with characteristic peii and cardinality

peini .
According to the Chinese Remainder Theorem (CRT), the ring homomorphism

φ :

{
R −→ R1 × · · · ×Rs
α 7−→

(
α mod pe11 , . . . , α mod pess

)
is an isomorphism. Since by Lemma 2, for every i ∈ {1, 2, . . . , s}, f(x) mod p

ei
i

splits in

the Galois ring Ri, by CRT there exist ξ1, . . . , ξn ∈ R such that f(x) =
∏n
i=1(x−ξi).

Then g(x) and h(x) can be represented as follows

g(x) = g1(x) ·
n∏
i=1

(x− ξi),

h(x) = h1(x) ·
n∏
i=1

(x− ξi),

where ξ1, . . . , ξn ∈ R.
Similar with the proof of Theorem 2, it can be proved that R(g, h) has at least

n ms as factors when R(g, h) 6= 0 over Z. When R(g, h) = 0 over Z, the conclusion
is obvious, which completes the proof. �
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