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Abstract

Attribute-based encryption (ABE) schemes by lattices are
likely to resist quantum attacks, and can be widely applied to
many Internet of Thing or cloud scenarios. One of the most
attractive feature for ABE is the ability of fine-grained access
control which provides an effective way to ensure data secu-
rity. In this work, we propose an efficient ciphertext policy
attribute-based encryption scheme based on hardness assump-
tion of LWE. Being different from other similar schemes, a
user’s secret key can only be generated once only and it can
be used to decrypt ciphertext under different access policies
by making combinations of secret key fragments. Specially,
we propose a method for binding users’ secret keys with their
attributes and identities, which solves the collusion attack
problem. The security of the scheme is proved to be selective
secure under the LWE assumption.

1 Introduction

Public-key cryptography solves the problem of key distri-
bution and management of symmetric-key system, and has
become a main technique in secure communication. However,
the cumbersome mechanism of traditional public-key system
needs plenty of certificate exchanges, which is not suitable
for newly thriveed applications, such as cloud and Internet of
Thing.

Attribute-based encryption (ABE) is a cryptographic primi-
tive which provides one-to-many encryption mechanism with
fine-grained access control, eliminating certificates and pro-
ducing a far simpler infrastructure. ABE are assorted into
key-policy ABE (KP-ABE) and ciphertext-policy ABE (CP-
ABE). These two variants of ABE, were extended by [15]
and [5] proposed in 2006 and 2007, respectively. However,
CP-ABE has gained much more attention than KP-ABE [37],
because, in a CP-ABE scheme, the access policy can be spec-
ified by users rather than the authority, and this flexibility
makes CP-ABE more practical to be used in real senarios.

CP-ABE schemes based on tradition assumptions have
been well developed and can be divided into nine subcat-

egories with regard to basic functionality [5, 12], revoca-
tion [4, 18], accountability [21, 25], policy hiding [19, 28],
policy updating [23,26], multi-authority [9, 10], hierarchy [20,
31], offline computation [17, 38], and outsourced computa-
tion [16,29].

However, all the constructions listed above are vulnerable
to quantum attacks. Lattice-based cryptography is proven to
be secure under all the known quantum algorithms, but there
are only a few ciphertext policy schemes that are constructed
by lattices. In 2011, Agrawal introduced Shamir’s secret-
sharing scheme to lattices and construct a special case of
KP-ABE supporting threshold access policies [3]. Inspired by
Agrawal’s work, some ciphertext-policy schemes from lattices
are proposed using Shamir secret-sharing method [24, 36].
Also in 2011, Zhang et al. gave a lattice-based ciphertext-
policy attribute-based encryption that supports and-gates on
positive and negative attributes [35], but the policy are not flex-
ible. Later on, based on Zhang’s scheme, the work of [22,34]
make improvement in scaling parameters of [35] and add
more functions to it. There are also some and-gates supported
CP-ABE schemes [32,33], but the access control methods are
different. In 2020, the first CP-ABE scheme from lattices sup-
porting circuit was proposed in [7], but the large parameters
restricts its application. In addtion, some schemes are from
a more lightweight ideal lattice classes, Ring-Learning with
Errors [1,11,13].

All the ciphertext policy schemes from lattices adopt the
main techniques from the identity-based lattice encryption
schemes of [2, 8, 14]. Their basic encryption structure, public-
key dual cryptosystem, requires the use of trapdoor generation
and preimage sampling function. On the one hand, the trap-
door in these funtions is proven to be large enough to ensure
the security of lattice-based schemes, but this will enlarge
the overall parameters, leading schemes unacceptably effi-
cient and practical [37]. On the other hand, the secret key is
sampled randomly from discrete gaussian distribution for a
certain policy, so it cannot decode the ciphertext encrypted un-
der another polices. Hence, it remains to find an efficient and
practical construction method which have smaller parameters



with the ability of secret key reusing.

Our contribution. In this paper, we construct a ciphertext
policy attribute-based encryption scheme under the learn-
ing with error assumption, which support and-gates structure.
Compared to all the previous ciphertext policy schemes from
lattices, our scheme has a completely different construction,
and thanks to this, the secret key can be reused for different
policies, which is considered to be more practical than pre-
vious schemes. Our scheme is proven to be secure against
chosen plaintext attack in the selective access structure model
under the learning with error assumption.

The basic idea of our scheme is that each user in the system
is defined by an "identity" matrix F;, and each attribute has a
secret vector g ;. All matrices and vectors are unique; therefore
we can compute many special secret key fragments (F;g;) as
part of user’s secret key. For an identical attribute, different
users have different fragment value, so they cannot conspire
together. This prevents collusion attacks in our scheme. In ad-
dition, a user can reuse their secret key by combining different
fragments associated with the policy or access structure.

Moreover, our basic construction only encrypt the cipher-
text under limited policies, but we later extend the access
structure to support flexible access policies. In addition, we
also show that the efficiency can be improved by introduc-
ing plaintext expansion method and compression algorithm.
The efficiency and communication cost are compared within
several similar and-gate supported ciphertext policy schemes
from lattices, and the results show that our scheme not only
has the advantage in the efficiencies for encryption and de-
cryption, but also achieves shorter lattice dimension, public
key, secret key, and lower ciphertext expansion rate. The new
construction and smaller parameters make our scheme having
both theoretical and practical merits.

2 Preliminaries

2.1 Notation

The set of intergers (real numbers) is denoted by Z (R, resp.).
The function /og- denotes the natural logarithm. Let D denote
a distribution over some finite set S. Then, we use x + D
to denote the fact that x is chosen from the distribution D.
x < U(S) is simply used to denote that x is chosen from the
uniform distribution over S. We denote column vectors and
matrices in bold, respectively by bold lowercase (e.g. s) and
uppercase (e.g. A). We denote | -] as rounding down to the
nearest integer. We denote /; and I, norm by || - || and || - ||
respectively. For matrices X € Z7*™ and Y € ng’ﬁ, we denote

(X,Y) € ZZX("H_M) as the concatenation of the columns of X
followed by the columns of Y. Similarly, for matrices X €

Z™ and Y € Z", (X;Y) € Z((I"M)X'" is denoted as the
concatenation of the rows of X followed by the rows of Y.

We use S 7 to denote an attribute set § satisfies an access
structure 7. Let | U| denote the number of element in set U.

The natural security parameter throughout the paper is n,
and all other quantities are implicit functions of n. Let poly(n)
denote an unspecified function f(n) = O(n®) for some con-
stant ¢. We use standard notation O to classify the growth of
functions. We say a function f(n) is negligible if for every
¢ > 0, there exists a number N such that f(n) < 1/n¢ for all
n > N. We use negl(n) to denote a negligible function of n,
and we say a probability is overwhelming if it is 1 — negl(n).

2.2 Definition of The CP-ABE and Security
Model

2.2.1 Definition

A ciphertext policy attribute-based encryption (CP-ABE)
scheme normally consists of four algorithms ABE =
{Setup,KeyGen,Enc,Dec}. In this paper, we add PKGen al-
gorithm to generated public key, rather than use Setup algo-
rithm, and SKGen algorithm is equivalent to KeyGen.
(DSetup(\, R)) — msk: Given a security parameter A and an
attributmske algorithm generates and returns a master secret
key msk. The central authority can use msk to generate users’
secret keys.
(2)SKGen(msk, U) — skq;: The algorithm takes as input the
master key and msk and an use’s attribute set U C X, and
returns a secret key skq;.
(3)PKGen(msk,T) — pk: Taking as input the master secret
key msk and an access structure 7, the algorithm returns a
public key pk for T.
(4)Enc(pk,T,M) — C: Given a public key pk, an access
structure 7" and a message M, it returns the ciphertext C.
(5)Dec(C,skq;) — res: This algorithm takes a secret key skq;
and a ciphertext C as input, it first check whether the attribute
set of skq; satisfies the access structure 7 in C. The algorithm
returns L if not. Otherwise, it outputs the decryption result.
The correctness can be defined as follows.

Definition 1. For any message M € {0,1}*, access struc-
ture ‘T and attribute U C R that Ut R, we require that
Dec(Enc(pk, T ,M),skq;) = M with overwhelming probabil-
ity.

2.2.2 Security Model

The security model for CP-ABE should be against chosen-
plaintext attack under the selective attribute model (sCPA),
where the adversary chooses a challenge access structure and
gives it to the challenger. Then the formal game model of our
scheme is described below:

Init: The adversary A4 specifies a challenge access structure
‘T* and sends it to the challenger.



Setup: The challenger runs the Setrup and PKGen algorithm,
and sends pk to the adversary A4 and keeps the master secret
key msk.

Phase 1: The adversary can make a number of private key
queries on different attribute sets except for the attribute set
U that satisfies T*.

Challenge: The adversary chooses two messages My, M sat-
isfing |Mp| = |M,| and gives it to challenger, who will later
randomly choose one bit b € {0, 1}. It runs the Enc algorithm
to compute C* = Enc(pk,T*,M}), and sends C* to adversary.
Phase 2: Similar as Phase 1.

Guess: 4 outputs a bit »'.

Definition 2. A CP-ABE scheme is said to be secure against
selective chosen plaintext attacks (sCPA) if any proba-
bly polynomial-time adversary A making some secret-key
queries can win the given game with a negligible advantage

Advig P (\) = |Prib =1 - }|.

2.3 Lattices

Let H = R™. A lattice is a discrete subgroup of H. For a
basis B={b,by---,b,} € H", we denote L(B) as the lattice
generated by B through the following fomula:

L(B) = {i)ijlx,-b,»|xi ez}

2.4 Learning with Errors (LWE)

The LWE problem proposed by Regev [30] can be reduced by
a quantum algorithm to some standard lattices problems (i.e.,
SIVP) in the worst case. That is to say that even if we use the
advanced quantum computing technology, it is still hard to
solve LWE problem in regular time. We use the decisional
version of the LWE problem (denoted by DLWE,, , 5 ).

Definition 3. [2] Denote by T =R /Z the group of reals [0, 1)
with addition modulo 1. Denote by Y, the distribution over
T of a normal variable with mean 0 and standard deviation
0./\/27 then reduced modulo 1. Denote by |x] = |x+ 1] the
nearest integer to the real x € R. Denote by WYy, the discrete
distribution over Z, of the random variable |gX| mod g
where the random variable X € T has distribution V.

According to complementary error function (erfc), a normal
variable with variance 62 is within distance 7 - ¢ of its mean,
with overwhelming probability at least 1 — 1/¢-exp(—t2/2).

Let m = poly(n) and let e = (ey,--- ,ey) + P! denote
variables drawn from distribution W, over Z, independently.
We know that each ||¢;|| < agw(y/logm) holds with proba-
bility negligible to 1, so ||e|| < ag/mm(y/logm) holds with
overwhelming probability.

Definitiond. (DLWE, 44.) Given A € Z™" a uniformly ran-
dom matrix, and b = As +e, where s <— U(Zj) and e < x",

distinguish (A,b = As+e) from (A’,b") drawn from the uni-
form distribution over Zj™" x Zy'.

Regev gave a quantum reduction from the LWE problem
for certain noise distribution Y, denoted ‘Pa, to the worst-case
SIVP and GapSIVP. This reduction from LWE problem to the
worst case of these two problems requires g > 21/n/a. Also
in that work, he proved that, LWE and its DLWE are poly-
nomially equivalent, for prime p = poly(n). Therefore, with
these conditions , we can say that an adversary A4 cannot solve
the DLWE,, , , problem if his advantage DLWE,, ;, yAdv[A4] =
|Pr[}4(A*b) =1]— Pr[)Zl(Al’b/) = 1]] is negligible for a random
S € Zy.

2.5 Useful Facts

Lemma 1. (leftover hash lemma.) Let . € N, n € N, and m >
nlogq + w(logn) where g > 2 is a prime. Let A < U (Zy™")
be a uniform random matrix, and let v + {0,1}™ and y +
U(Z3). Then, the distribution (A,x" A) is statistically close
to the distribution (A.y).

Similarly, let v <= {0, 1}, t < U(Zy') and z <~ U(Zy). The
distribution (t,x"t) is also statistically close to the distribu-
tion (r,z).

Definition 5. ( [2]. )Let e be a vector in Z" and let y < P,
Then the quantity |e!y| treated as an integer in [0,q — 1]
satisfies

|€"T| < |leflgoe(/logm) +|le[|v/m/2

with all but negligible probability in m. In particularly, if
x < Wy is treated as an integer in [0,q — 1] then |x| <
qom(y/logm) + 1/2 with all but negligible probability in m.

3 A CP-ABE Scheme Based on LWE

We use and-gates as our access structure to guarantee the fine-
grained access control. To illustrate our scheme clearly, we
only show how one and-gate structure works in our scheme.

3.1 Bingding Method

The main technique for binding method is the identity matrix.
This random matrix is not public, and can only be computed
by the system. The result of multiplications of identity matrix
and the secret values for attributes are also random. For one
thing, this can bind the user’s attributes and identity with their
secret key. For another, it can cover the values of identity
matrix and secret vector. With this binding method, we can
"personalize" user’s secret key, which prevent the collusion
attacks. Next, we show how an identity matrix F;; is sampled.

We now define a function IDSamp(A, B) to be used in the
next section. It takes two element A € Zf{x” and B € fo”,



where [ < n, and outputs a matrix F;; € ZZX", which satisfies
AF; = B. Thus the equation can be seen as:

(CD)~( ’; )—B,

where C € Z, D € 74 ! X € 7" and ¥ € Z§ "

We first choose Y U(Z,(in_l)xn), and we can compute X =
C~ ' (B—DY). Finally, we get a matrix F;; by putting X and
Y together.

We know that half of the identity matrix F;; is indepen-
dently chosen from uniform distribution, and the other half
is computed. So the real solution space for F;g is ¢q"~)*".
When we chose [ = 7, the success probability for adversary to
find the solution is W without knowing any information.

3.2 Our Scheme

In this subsection, we present our CP-ABE scheme based
on LWE problem using and-gate structure. In our scheme,
we denote the set of all attributes as . We represent K.
as {1,---,|R |}, without loss of generality, where |R | is the
number of attributes in & . One user’s’ attribute setis U € R..

Our scheme includes five algorithms Serup, PKGen,
SKGen, Enc, and Dec, and is defined in algorithm 1- 5 below,
which is parameterized by lattice dimension m, modulus g,
and o that determines the error distribution . Usually, all
these parameters are functions of security parameter n, and
they will be instantiated later. All the additions here are per-
formded in Z,.

Algorithm 1 Setup(n,m,q,R ) — (pp, msk):
1 l=n/2 k=m]/l
2: Ag  U(ZL™), By < U(ZL™)
3: H=(H:Hy;Hy) < U(ZS)
4: compute A = (A[;Az;---3A;) € Z;”X”, where A; = H/Ag €
len
q
. D= (Dy:D3;--:Dy) + U(Z ")
6: P+ IDSamp(Ay,By)
7: compute B; = A;/PD;i = 2,--
(B1;Ba;---;By) € 2"
8: for every i € R _do
9:  choose a secret vector g; < U(Zj)
10: end for
11: wehave G = {g;}icq
12: compute E; = BiDi_l, i=2,---,k,set E| = By, and finally get
E=(E;Ey;,---;Ep) € ZZ’X"
13: return (pp = (A,By,E), msk= G)

W

,k, and get B =

Algorithm 2 SKGen (pp,msk, U) — skq;:

1: compute F;; <—IDSamp(A1,By)
2: compute F;dl, and set skq; = {Fg;{lgi}ieugﬂ(

3: return skq; = {F;;'g;}icq

Algorithm 3 PKGen(pp,msk,T) — pk:

1: forevery i € 7 do
2:  find its secret value g; € G (represented as g; o in the next
step)
construct the decrypting secret key for 7: s = 212‘1 8T
end for
randomly sample e < %", and compute t = As+ e
return pk = (t,7 ,E)

AN A

3.3 Correctness

Now we give proof of the correctness for our scheme.

bZCl—Co-Sk*
T T ‘T‘ 1
=r'(As+e)—r"E-Y F,'g;7+M|q/2]
~

1

k ||
=r'(As+e)— ()] r'B.D ' +r'B))- ZF;jlgﬂ +M|q/2]
i=2 i=1
|7

k
=r"As+re—Y rlAF,D:D;'F 'Y g ;—rAFF;"
=2 i=1
7|
8 s +Ml|q/2]
i=1

i=

K
=r"As+re— () r[A))s+M|q/2]
-1

=

~ M|q/2](mod g)

It suffices to set the parameters so that with overwhelming
probability,
ire| < q/4 (1

3.4 Security Analysis

In this subsection, we prove the security of our CP-ABE
scheme in the selective model in Definition 1.

Theorem 1. For properly choosen n,m,q,a, lety, = Pq. Then
if LWE, y is hard, our CP-ABE scheme is secure against se-
lective chosen plaintext attack (sCPA).

Proof. In order to prove the SCPA security of the CP-ABE
scheme described above, we use a sequence of games starting
from the original SCPA game described in Definition 1. Sup-
pose there exists a probabilistic polynomial time adversary A4,
and an sCPA challenger C. Let A4’s advantage in our scheme

be Advis b [4].



Algorithm 4 Enc(pk, T ,M) — C:

: randomly sample r = (ry;--- ;ri) < {0,1}"
: compute ¢y = r'E = Zf:l rlTEi € Zy

: compute ¢; = 't +M|q/2]

: return C = (cg,c¢1,7)

AW N =

Algorithm 5 Dec(C,skq;) — res:

1: if U does not match 7" then

2 output L

3: else )

4 construct decrypting secret key for T :sk* = Zg‘l F lfdlg] T€

Zy

5. compute b=c| —co-sk* € Zg, if |b— [ 1]| < | 1] € Zg.set
res = 1, otherwise res =0

end if

7: return res

a

To ensure that A4 breaks the selective chosen plaintext se-
curity of our CP-ABE scheme with negligible advantage, we
show that A4 cannot distinguish between the games.

Game 0. This is the original SCPA game from Definition 1
between the attacker A4 and the challenger C.

In the Phase 1 of this game, let F; and TU; denote
the value of random matrix generated from SKGen al-
gorithm and the user’s attribute set asked in the i th
query respectively, and let N denote the total number
of queries. Therefore, 4 has a set of secret key S =
{{Fa;gi}ie‘u. ) {F(}%gi}ieﬂza e a{F(_Nl)gi}ie'UN}-

First, we prove the security of a secret key for a user. Be-
cause every asked attribute set U; € § do not satisfy 7, the
adversary 4 cannot constructe the decrypting secret key sk*
for T using any user’s secret key {F G; 8} jew;- In the i query,
the identity matrix F ;) = (X;,¥;) € Zj", where the solution
space for F ;) is q"/ 2xn_The adversary 4 cannot enumerate
the identity matrix for a certain user in polynomial time. In ad-
dition, any secret key fragment F 6)1 8, looks random and uni-
form, so it is also impossible for A4 to get F G)l , which means
that 4 cannot get more information to attack our scheme. In
fact, the adversary A4 can also gauss the decrypting secret
key to attack, but the successful probability is smaller than
%; therefore, 4 would rather gauss the message bit and the
successful probability is %

On the other hand, since that all the ; in S cannot satisfy
the access structure 7, the secret s for 7 cannot be con-
structed by any single secret key {F (j;gi}ie u, €S (|U| <n).
In addition, the attack cannot succeed by scraping together
several secret key fragments from different secret keys, be-
cause every secret key is personalized thanks to matrix F ;.
With the restriction | U;| < n, the adversary A4 cannot obtain
more information about any F ;) or g;.

What should be mentioned is that even if A4 get an identity

matrix F;), still he cannot decrypt the ciphertext, because the
secret key is binded with a certain user. Only A4 get the secret
key of that user can he compute the values of msk.

Thus, the advantage of 4 in Game 0 is the same as that in

our scheme AdvGameo[A] = Adv%,:;’;gaz [4].

Game 1. Recall that the public key of the scheme is
pk = (t,7,E), with t generated by computing As + e, where
A =HAj and s = Zg‘l 8;.7- We know that t = HAos +e,
where H is independently chosen from randomly uniform
distribution, so every coefficient in Ags looks random and
uniform. According to LWE assumption, the distribution of ¢
also looks uniform.

Game 1 is identical to Game 0 except that the ¢ in public
key is always chosen as a random independent element in
Zg’. Hence, in A4’s view, he cannot distinguish the distribu-
tion between (H,HAos +e) and (H,v), where v < U(Zy),
according to the lemma 1, so the distinguishing problem is as
hard as LWE problem. The advantage for A4 to break D-LWE
problem is represented as DLWE,, , ,Adv[ 4], which is consid-
ered to be negligible. Thus, the advantage difference of 4 be-
tween Game I and Game 018 |AdVGame1 [A] — AdvGameo[A]| <
DLWE,, 4 yAdv[A].

Game 2. In the last game, we change how the chal-
lenge ciphertext is built. Previously, we compute the cipher-
text (co,c1) = (r"E,r’t +M|q/2]). The ciphertext now is
choosen from uniform distribution (g, c}) - Zj' x Z ran-
domly and independently. Since the challenge ciphertext is
always a fresh element in the ciphertext space, A4’s advantage
in this game is zero (Advgame2[A] = 0). It remains to show
that Game I and Game 2 are computationally indistinguish-
able for A4, which we do by appling leftover hash lemma.
Note that the distribution (¢,77t) is statistically close to the
uniform distribution by appling the lemma 1. In A’s view,
c1 =r’t+M|q/2] also looks uniform and he cannot distin-
guish between ¢; and ¢/ Let €; (n) be a negligible probabilis-
tic function in n for the adversary A4 to distinguish between ¢
and c’l. Similarly, in 4’s view, he cannot distinguish between
co and ¢j, and the negligible probabilistic function is €;(n).
Therefore, the advantage difference of A4 between Game 2 and
Game 1 1s |AdvGame2[A) — AdvGame1 [A]| < €1(n) +€2(n).
Combining all the equalities and inequalities, we have

AL

= |AdVvGame2| ) — AdVGame1 [A] + AdVGame1 [A] — AdVGameo[A]|
< |AdVGame2 [A] — AdVGame1 [A]| + |AdVGame1 [A] — AdVGameo | A]|
< DLWE, 4 ,Adv[A] + € (n) +€>(n)

= negl(n).

Thus, we have proven theorem 2.



3.5 Parameter Choices

In this subsection, we set the appropriate parameters to ensure
that the our scheme’s correctness and security. The param-
eters should be set to meet the following conditions with
overwhelming probability.

* The hardness of LWE requires 0q > 2/n (see Section
2.4).

» To cover the ciphertext ¢ in Dec phase, the leftover hash
lemma requires m > nlogg + ®(logn) (see lemma 1).

* To ensure the correctness of decrypted result with over-
whelming probability, we need ||rTe|| < q/4.

The basic parameters are [ = n/2 and k = m/I. Since we
have ||r|| < v/m (see Section 2.4), ||e|| < gaw(+/Togm) +
1/2 and |rTe| < ||r||qow(y/Togm) + ||r||/2 by lemma 2 , we
can obtain the scheme’s error ||r”e|| < \/mqow(y/Togm) +
Vvm/2 < q/4.

Let 8 be real such that n' 3 > nlogq + o(logn). To satisfy
all the conditions above, m, g, are determined as follows:

m :n1+5

q =2mw(\/logm)
o= (Vmoo(y/logm)) ™!

4 Extension and Improvement

4.1 Access Control Extension

Our scheme supports and-gates as the access structure, and
it can be extended to represent any policy using the same
method in [32]. In fact, any policy represented as log-
ical formula 7 can be converted into a disjunctive nor-
mal form (DNF), 7 = 73 V---V 7Z;. The DNF is a disjunc-
tion of conjunctive clause, where every conjunctive clause
T; = (Ai1 A+ NAj ) can be represented as an and-gate ac-
cess structure in our scheme. Therefore, we need to construct
t secrets and public keys and encrypt the message ¢ times
accordingly.

However, the DNF represented by and-gates would signif-
icantly increase the number of access structures, due to the
logical operations OR, and this may make the size of cipher-
text unacceptably large. To address this problem, our access
structure can be adjusted to access tree supporting AND and
OR operations. We provide a diagram to illustrate the process
of secret construction and secret re-building.

As depicted in Fig. 1, there are three clients, Alice, Bob,
and Carl, whose "identities" are F 4, Fp, and F¢, and four
attributes, Teacher, CS, Student, and CE, which are associated
with four secret vectors g, &,, 83, 84- We specify a policy
P = Teacher V (CS A Student), and the corresponding tree
structure is shown in the figure, where each node is numbered.

In the PKGen phase, we need the tree structure 7 to generate
the secret vector of the root node from the bottom to top.
The computing rules are that the value of OR node equals to
each of its child nodes and the value of AND node equals to
the sum of its child nodes’ value and additional value. To be
more specific, the system find the secret vectors for each leaf
node’s attribute to represent the node value, and compute as
many node values as possible. For example, the leaf nodes
2,4, and 5 have values g, 8,, and g5 respectively. The node
1 (root node) is OR, and the value of it should be the same
as nodes 2 and 3. Hence, the secret s for the structure equals
g, and so does node 3. Finall, compute an additional value
r =g, — 8, — g3 for node 3 and it will be used in the Dec
phase.

Alice’s secret key F ;1 g, directly contains the secrets = g,
so she has the access to decrypt the ciphertext. As for user
Bob, he gets his secret key skg,, = {Fglgz,F§1g3,F§1r}
in the SKGen phase. He computes the value for node 3 first
Fy'gy=F;'r+Fy;'g,+Fy'g =F;' (r+g +8). The
root node is OR node, so the Bob’s secret for decryption
equals to the value for node 3; hence he also has the access
for decryption. The analysis is the same for Carl, who does
not have access to decrypt.

Both the above access control methods proposed above
have pros and cons, and they should be applied according to
the real situations. The first DNF-based method is suitable
for scenarios that has many simple policies. A user’s secret
key need to be computed only one time and it can decrypt
all conditionally-satisfied ciphertexts. It facilitates the man-
agement for secret keys, and the size of ciphertext will be
acceptable thanks to the simple policy. However, the policy
complexity in this method will lead to a exponential growth
in the number of and-gates, which will further increase cipher-
text size to a large extent, leading the scheme impractical. The
second tree-based method can be used in scenarios where the
policies can be extremely complex, because no matter how
complex it can be, the message only need to be encrypted
only once, which can save much computing and restorage
resources.

4.2 Improvement

In this subsection, we introduce two methods to improve our
scheme.

4.2.1 Plaintext Expansion Method.

This method is used to improve the efficiency of Enc and Dec
algorithms by expanding the plaintext space, and also can
reduce the ciphertext.

Note that in the Enc algorithm, c; = r’t +M|q/2|, where
M € {0,1}. In fact, only if we ensure that M - X < g, the Dec
algorithm can output the correct result. We change the gener-
ation of ciphertext block by computing ¢; = r’t +M|q/2¢],
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and the plaintext space is enlarged to M € {0,1,---,2¢ —1}.
That is to say one c; can contain more message bits. Sim-
ilarly, we should change the final step of Dec algorithm
res = |b/| 37 ]]. In addition, the error in b should be less

than ¢/2%*! for the correctness of decryption.

4.2.2 Compression and Decrompression.

Compression technology is introduced in Kyber scheme [6]
to reduce the size of public key and ciphertext and communi-
cation costs to some extent. Two functions Compress(x,q,d)
and Decompress(y,q,d) are defined as follows:

Compress(x,q,d): Input x € Z,, d < [logq] and output an
integer y = [(29/q) - x| mod™* 2.

Deompress(y,q,d): Input y = Compress(x,q,d) and out-
put an integer X’ = [(g/29)-y].

The public key and ciphertext are compressed before trans-
mitting, and they should be decompressed before encryp-
tion and decryption. When we compress and decompress
an integer x € Z, in order, it might generate some errors
err =|x' —x[ mod q < By = [ 57 |, and it will further influ-
ence the scheme’s parameters. These two functions can be
used in a vector x € Z’;, and the procedure is applied to each
coefficient individually.

5 Performance

5.1 Efficiency Analysis

In this subsection, we compare the system efficiency and the
efficiency of encryption and decryption of our scheme.

All the previous CP-ABE schemes from lattices are con-
structed using main technique in [2, 14,27] to build lattice
trapdoors, but the security of secret key in a attribute-based
scheme relies on trapdoor quality, which is inefficiently large,
leading to the growth of other parameters’s size. The security

of secret key in our scheme depends on the solution space,
which is too large too gauss a certain value for the secret key
or the secret selected by the system in advance, and compared
to others, the secret key can be reused, which is practical;
therefore, we argue that our scheme has advantages in gener-
ating the secret keys.

We choose six similar CP-ABE schemes using the same ac-
cess structure, and-gates, to make comparisons. We represent
the schemes in [22,32-35] as ZJ11, W13-1, W13-2, ZX15,
WZZ18 and Lil9 respectively. These schemes’ efficiencies
of encryption and decryption algorithms are compared in the
Table 1. In the table, the operation means a multiplition be-
tween two numbers, which is considered to dominate most
of the time. The parameter k is the constant coefficient for
matrix inversion, and m > nloggq.

Table 1: Encryption and Decryption Efficiency Comparison.

Operations for Operations for
Scheme . . . .
encryption per bit | decryption per bit

ZJ11 Q2IR|—|T|)mn+n (IR|+1)m
W13-1 m*+2mn+n 2m
W13-2 kom® +mn+n m

ZX15 IR |+ 1)mn+n (|1R|+1)m
WZ7718 2m? +3mn+n 4m

Lil9 (|R|+2)mn+n |R |m

Ours (m+1)n n

From Table 1, we can see that our scheme is more efficient
than the previous cryptosystems in terms of encryption and
decryption efficiency.

5.2 Communication Cost Comparison

We also give comparisons on communication cost with the
above schemes in Table 2. The parameter s is a large constant,
and N is the maximum number of users.



Table 2: Comparing with Related Schemes.

Lattice . . Ciphertext
Scheme Dimension (m) pk Size sk Size Expaflsion Rate
711 > 6nlogq QIR+ 1)mn+n | m|R| | 2m|R|+m—|Um
W13-1 > 6nloggqg 3mn+n+sn 2m 2m+1
W13-2 > 6nlogg mn+ sm*+n 2m 2m—+1
ZX15 > 6nlogg Q2IR|+1)?mn+n | m|R| 2m|R | +m+1
WZZ18 | > S5nlogg (5m4c+1)|R|n | 4m|R] 3m|R|+1
Lil9 > bnloggq 4R *mn+n m|R | 2m|R | +1
Ours >nlogg m+3mn n|U| n+1

From Table 2, we can see that our scheme achieves a better
performance with with less lattice dimension, public key and
secret key sizes, and ciphertext expansion rate.

We next compare several lattice-based CP-ABE schemes
in terms of security and functionality. These schemes are [1,
7,11,13,22,32-36] and are represented as ZJ11, ZJ12, W13,
FS15,ZX15,CZZ17, WZZ17, Li19, BV20 and Aff20. From
the Table 3, we can see that our scheme is the only one that
make secret keys reusable and be secure against the selective
chosen plaintext attack under learning with error assumption.

6 Conclusion

We construct an efficient and secure ABE scheme by lattices
supporting secret key reusing. The basic access structure in
our scheme is and-gate and we extend it to support expressing
any policies using two methods. In addition, we also introduce
two methods to improve the efficiencies of encryption and
decryption and reduce the communication cost. Under the
(Zg,n,%)-LWE assumption, we have proven the security of
our system in selective security model using game sequence
method. How to construct an adaptively secure ABE and how
to extend the functionality, such as attribute revocation, needs
further study.
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