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Abstract. In this paper, we present preimage attacks on 4-round Keccak-224/256
as well as 4-round Keccak[r = 640, c = 160, l = 80] in the preimage challenges. We
revisit the Crossbred algorithm for solving the Boolean multivariate quadratic (MQ)
system, propose a new view for the case D = 2 and elaborate the computational
complexity. The result shows that the Crossbred algorithm outperforms brute force
theoretically and practically with feasible memory costs. In our attacks, we construct
Boolean MQ systems in order to make full use of variables. With the help of
solving MQ systems, we successfully improve preimage attacks on Keccak-224/256
reduced to 4 rounds. Moreover, we implement the preimage attack on 4-round
Keccak[r = 640, c = 160, l = 80], an instance in the Keccak preimage challenges, and
find 78-bit matched near preimages. Due to the fundamental rule of solving MQ
systems, the complexity elaboration of Crossbred algorithm is of independent interest.
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1 Introduction
Due to the breakthrough attacks on hash functions [WLF+05, WY05, WYY05b, WYY05a],
the National Institute of Standards and Technology (NIST) started new standardization
of hash functions. The Keccak sponge function [BDPAa] won the competition and became
the new generation of Secure Hash Algorithm, known as SHA-3. Since its publication in
2008, Keccak has been widely studied. Both the keyed modes and the unkeyed modes of
Keccak have made some progress in cryptanalysis.

For the keyed modes of Keccak, most of security analysis was based on the cube attack.
In 2014, Dinur et al. [DMP+14] proposed a cube attack against stream cipher and MAC
modes of Keccak. Later, in EUROCRYPT 2015, they proposed an attack combining cube
attacks and structural properties of Keccak [DMP+15]. Huang et al. [HWX+17] introduced
a new analysis model in 2017, called the conditional cube distinguisher and improved
key recovery attacks reduced to 7 rounds. After that, some methods [LBDW17, SGSL18,
LDB+19] were proposed to improve it. For collision attacks, Dinur et al. [DDS12] combined
the low Hamming weight differential characteristic with algebraic techniques and gave
actual collisions on 4-round Keccak-256. Besides, they put forward actual collision attacks
on Keccak-384 and Keccak-512 up to 3 rounds based on internal differentials [DDS13].
Following the framework in [DDS12], Qiao et al. [QSLG17] implemented collision attacks
of several 5-round Keccak instances and Song et al. [SLG17] further gave an actual collision
on 5-round Keccak-224 as well as the 6-round collision challenge.
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This paper is focused on the preimage attack. Morawiecki et al. [MS13] gave the exper-
iment of preimage attack with SAT solver, illustrating that using SAT solver outperforms
exhaustive search when Keccak is reduced to 3 rounds. Then in 2013, rotational cryptanaly-
sis [MPS13] was applied to the preimage attack on 4-round Keccak[r = 1024, c = 576] with
complexity 2506. After that, a breakthrough in the preimage attack occurred in 2016. Guo
et al. proposed a new linear structure of Keccak [GLS16]. They introduced linearization
of 3-round Keccak permutation functions and showed 3/4-round preimage attacks with
the linear structure. After that, some improved attack methods have been proposed. Li
et al. [LSLW17] constructed a new structure called cross-linear structure, and improved
preimage attacks on several 3-round Keccak instances. A two-block method [LS19] was
proposed to attack 3/4-round Keccak-224/256, such that the constraints could be allocated
to two blocks and the complexity was lowered. Besides, Rajasree [Raj19] proposed a
nonlinear structure, focusing on Keccak-384/512 reduced to 2, 3 and 4 rounds. Later, He
et al. [HLY21] developed the linearization method of [LS19] to save degrees of freedom
and improved the preimage attacks on 4-round Keccak-224/256.

Apart from solving linear systems, methods for solving nonlinear systems have been
applied such that more degrees of freedom could be saved. Liu et al. [LIMY20] made full
use of equations derived from the hash value by constructing Boolean quadratic systems.
They used relinearization techniques to solve quadratic systems and improved the attacks
on Keccak-384/512. After that, Dinur [Din21] gave the concrete complexity of polynomial
method [LPT+17] for solving multivariate equation systems and applied it to preimage
attacks on Keccak. The polynomial method can achieve exponential speedup as the number
of variables goes to infinity. The new method successfully improved preimage attacks on
Keccak-384/512 but did not outperform attacks on Keccak-224/256 in [HLY21].

Our Contributions. In this paper, we draw our attention on preimage attacks
and present several results of attacks on 4-round Keccak-224/256 as well as 4-round
Keccak[r = 640, c = 160, l = 80].

One key technique in our attacks is to solve multivariate quadratic (MQ) polynomial
systems. We present a new observation on MQ polynomials and elaborate the complexity
of solving an MQ system, which is equivalent to the D = 2 case of Crossbred algorithm.
Our elaboration shows that the Crossbred algorithm outperforms the brute force even
in the worst case, improving the complexity analysis in [Dua20]. More impressively, the
algorithm uses feasible memory in a wide range of parameters and is easy to implement.

For the attack on Keccak, we propose a new 2-round linear structure with one round
backward and one round forward. We exploit the output of the inverse χ−1 and carefully
select constant values to linearize the one round backward with more arbitrary constants
than in [LS19, HLY21]. According to our structure, all input bits of χ in the 4th round
are quadratic. In our attacks, we construct MQ systems in order to fully utilize degrees of
freedom and derived equations. Combined with solving MQ systems, we give preimage
attack on 4-round Keccak[r = 640, c = 160, l = 80] using one message block and preimage
attacks on 4-round Keccak-224/256 using two message blocks.

To the best of our knowledge, we propose the first analysis of 4-round Keccak[r =
640, c = 160, l = 80] in the Keccak preimage challenges and give several 78-bit matched
preimages. Besides, we improve complexities of preimage attacks on 4-round Keccak-224
and Keccak-256. Table 1 lists the results of this paper compared with the previous ones.
The complexity in list is the times of 4-round Keccak permutation.

The rest of this paper is organized as follows. Section 2 shows notations and preliminaries
of Keccak as well as the properties of the nonlinear layer χ, followed by the complexity
elaboration of solving a Boolean Multivariate Quadratic system. Preimage attacks on
4-round Keccak-224 and Keccak-256 are present in Section 3. And the preimage attack
on the challenge with implementation details is shown in Section 4. Finally, Section 5
concludes this paper.
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Table 1: Comparison of preimage attacks on 4-round Keccak.

Digest Instances Guessing Solving Total Ref
length times Complexity Complexity

224 Keccak-224

2213 26 2219 [GLS16]
2207 28 2215 [LS19]
− − a2202 [Din21]

2192 28 2200 [HLY21]
2164 218 b2182 Subsection 3.1

256 Keccak-256

2251 23 2254 [GLS16]
2239 28 2247 [LS19]
− − c2231 [Din21]

2218 28 2226 [HLY21]
2196 218 d2214 Subsection 3.2

80 Keccak[r = 640, 239 219 258 Subsection 4.1
c = 160, l = 80]

aThe complexity is equal to 2217 bit operations. bThe complexity is equal to 2197 bit operations.
cThe complexity is equal to 2246 bit operations. dThe complexity is equal to 2229 bit operations.

2 Preliminaries and Main Techniques
In this section, we will give the notation and the introduction to Keccak with some
properties of the nonlinear layer χ. Then we elaborate the complexity of solving a Boolean
Multivariate Quadratic (MQ) system.

2.1 Notation
r Rate of a sponge function
c Capacity of a sponge function
b Bit width of a permutation, b = r + c
nr Number of rounds.
R The round function of Keccak permutation
θ, ρ, π, χ, ι The five mapping steps of R. A subscript i denotes the mapping step in

the i-th round, e.g., χi denotes χ in the i-th round for i = 0, 1, 2, . . . .
L Composition of θ, ρ and π and its inverse denoted by L−1

M Input message
Ai Input of the i-th round function, Ai+1 = χ(Bi), i = 0, 1, 2, . . .
A′i Input of ρ in the i-th round, A′i = θ(Ai), i = 0, 1, 2, . . .
Bi Input of χ in the i-th round, Bi = L(Ai), i = 0, 1, 2, . . .

2.2 The sponge function
The sponge construction is a framework used in Keccak. As illustrated in Figure 1, the
sponge function has two phases, absorbing phase and squeezing phase. In the absorbing
phase, an arbitrary number of input bits are first padded and then absorbed into the state
of the permutation f . After that, the construction produces an arbitrary number of output
bits in the squeezing phase.

The function f maps strings of b bits to strings of the same length. The b-bit initial
state (IV) is set to be all 0’s. In the absorbing phase, padded message is divided into
blocks with length of r which is a positive integer and less than b. The capacity, denoted
by c, equals to b− r. The first r-bit of IV is XORed with the first block and then is sent
to f . Again, the first r-bit of output is XORed with the second block and computed in f .
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Figure 1: Sponge Construction

Figure 2: State of Keccak

This procedure is repeated until all the blocks are absorbed. After that, a l-bit digest is
obtained in the squeezing phase. If l is less than r, the first l-bit output of the absorbing
phase is the output string. Otherwise, if l is more than r, another function f is applied to
produce r more bits. This procedure is repeated until we obtain enough output strings.
Then the output strings are truncated to a l-bit digest of the sponge construction.

2.3 Keccak-f PERMUTATIONS

In the Keccak hash function, the Keccak-f permutation with width b is denoted by
Keccak-f [b], where b ∈ {25, 50, 100, 200, 400, 800, 1600}. The state for Keccak-f [b] can be
represented as 5× 5 w-bit lanes as depicted in Figure 2. For the Keccak-f permutation, w
is chosen as b/25. A[x, y] denotes a lane in the state, where x, y are in {0, 1, 2, 3, 4}. Each
bit in A[x, y] is denoted as A[x, y, z] with 0 ≤ z < w.

Keccak-f [b] consists of nr = 12 + 2log2(b/25) rounds permutation R. Each round R
consists of five steps, denoted by θ, ρ, π, χ and ι. R = ι ◦ χ ◦ π ◦ ρ ◦ θ.
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Table 2: Offsets of ρ

x = 3 x = 4 x = 0 x = 1 x = 2
y = 2 153 231 3 10 171
y = 1 55 276 36 300 6
y = 0 28 91 0 1 190
y = 4 120 78 210 66 253
y = 3 21 136 105 45 15

θ :A[x, y, z] = A[x, y, z]⊕
4∑

y=0
A[x− 1, y, z]⊕

4∑
y=0

A[x+ 1, y, z − 1],

ρ :A[x, y, z] = A[x, y, z] ≪ T [x, y],
π :A[y, 2x+ 3y, z] = A[x, y, z],
χ :A[x, y, z] = A[x, y, z]⊕ (A[x+ 1, y, z]⊕ 1) ·A[x+ 2, y, z],
ι :A[0, 0, z] = A[0, 0, z]⊕RCi[z].

Here "⊕" and "·" are additions and multiplications over F2. T [x, y] are offsets listed in
Table 2 and RCi are constants for round i. Since ι has no influence on our attacks, we
ignore it in the rest of the paper.

2.4 The Keccak Hash Function
The Keccak hash function is the family of sponge functions with Keccak-f [b] permutation.
The function is parameterized by the rate r, capacity c, and output length l which satisfies
r + c = b, and denoted as Keccak[r,c,l]. The standard Keccak functions restricted to Kec-
cak[1152,448,224], Keccak[1088,512,256], Keccak[832,768,384], and Keccak[576,1024,512]
are called Keccak-224, Keccak-256, Keccak-384 and Keccak-512 respectively. The padding
rule for Keccak, named multi-rate padding, extends message M to be a message of the
form M10∗1. That is, message M is first padded with a single bit ”1” and then with a
smallest non-negative number of ”0” and finally with a single bit ”1” in order to produce a
padded message whose bit length becomes multiple of r.

The SHA-3 family adopts standard Keccak functions except that it applies a different
padding rule of the form M0110∗1, i.e., it first pads a message with two bits ”01”, then
followed by the multi-rate padding rule in Keccak. Moreover, the two extendable-output
functions (XOFs), SHAKE128 and SHAKE256, are introduced in the SHA-3 family.
SHAKE128(M, l) and SHAKE256(M, l) are defined as Keccak[r = 1344, c = 256] and
Keccak[r = 1088, c = 512] with a four-bit suffix ’1111’ to M . We refer the readers to
[BDPAa] for more details.

2.5 Properties of Step χ
Before introducing attacks on Keccak functions, we first show some properties of the
nonlinear step χ and its inverse χ−1.

For the 5-bit input a = a0a1a2a3a4 of χ, the output b = b0b1b2b3b4 can be expressed
as bi = ai ⊕ (ai+1 ⊕ 1)ai+2.

Property 1. [GLS16] Given two consecutive bits bi, bi+1 of the output of χ, a linear
equation can be set up on the input bits as bi = ai ⊕ (bi+1 ⊕ 1) · ai+2. Specifically, the
equation turns to be ai = bi in the case of bi+1 = 1.
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Table 3: Inputs and their corresponding outputs of χ−1 for the ‘xcxcc’ input pattern

Inputs x0x00 x0x01 x0x10 x0x11 x1x00 x1x01 x1x10 x1x11
Outputs xx2xx0 x0x01 xx2xxx2 xxx1x2 xx2xxx x1x0x xx2xxx2 xxx1x2

#Linear 3 2 3 3 4 3 3 3
#Quadratic 1 0 2 1 1 0 2 1

The inverse operation χ−1 has algebraic degree 3, and its algebraic normal form can
be written as

ai = bi ⊕ (bi+1 ⊕ 1) · (bi+2 ⊕ (bi+3 ⊕ 1) · bi+4). (1)

To reduce algebraic degrees of the output, the input must not have consecutive variables.
Let x and c stand for the variable and constant, respectively. Each constant c could be 1
or 0. Table 3 lists the inputs ’xcxcc’ and their corresponding outputs of χ−1.

According to Table 3, we find that the outputs of χ−1 for ‘xcxcc’ are linear only when
the inputs are ’x0x01’ or ’x1x01’ as described in Property 2.

Property 2. [GLS16] When bi+3 = 0, bi+4 = 1 and bi+1 is known, then all input bits aj ’s
can be written as linear combinations of bj ’s, for all i ∈ {0, 1, 2, 3, 4}.

From (1), when bi+3 = 0, bi+4 = 1, we have

bi+1 ai ai+1 ai+2 ai+3 ai+4

0 bi ⊕ bi+2 ⊕ 1 0 bi+2 ⊕ 1 0 1
1 bi 1 bi ⊕ bi+2 0 bi

2.6 On the Concrete Complexity of Crossbred Algorithm with D = 2
In this section, we propose a algorithm, equivalent to the Crossbred algorithm [JV17] with
D = 2 case, and elaborate the concrete complexity for solving a Boolean Multivariate
Quadratic (MQ) system. The subsequent attacks on 4-round Keccak are based on this
algorithm.

An MQ polynomial of n Boolean variables x1, x2, . . . , xn over binary field F2 is defined
as

z(x1, . . . xn) =
∑

1≤i<j≤n

ai,jxixj +
∑

1≤i≤n

bixi + c, (2)

where ai,j ∈ F2, bi ∈ F2 and c ∈ F2. Then an MQ system of m equations and n variables,
called an (m,n) MQ system, is given by

z1(x1, . . . , xn) = 0,
z2(x1, . . . , xn) = 0,

...
zm(x1, . . . , xn) = 0.

where zi(x1, . . . , xn) are MQ polynomials for i = 1, 2, . . . ,m.
The MQ polynomial z in (2) can be written in the residual form

z(x1, . . . xn) = x1f1 + · · ·+ xnfn + L+ c (3)

where fi is a linear combination of variables xi+1, . . . , xn and L is a linear combination of
x1, . . . , xn. According to (3), an (m,n) MQ system can be transformed to the following
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form 

z1 = x1f
1
1 + x2f

1
2 + · · ·+ xnf

1
n + L1 + c1 = 0,

z2 = x1f
2
1 + x2f

2
2 + · · ·+ xnf

2
n + L2 + c2 = 0,

...
zm = x1f

m
1 + x2f

m
2 + · · ·+ xnf

m
n + Lm + cm = 0

(4)

Next, we aim to find linear combinations α = (α1, . . . , αm) such that
∑m

j=1 αjf
j
i = 0

for each i = n− t, n− t+ 1, . . . , n− 1 with a given 1 < t < n. Then we obtain the following
remainder equation

m∑
i=1

αizi =
n−t−1∑

i=1
xi

m∑
j=1

αjf
j
i +

m∑
j=1

αjLj +
m∑

j=1
αjcj = 0. (5)

Now we discuss the number of solutions of α, which determines the number of remainder
equations we have. Let f j

i = vj
i (xi+1, . . . , xn)>, where vj

i is an (n− i) dimensional binary
row vector. Then α satisfies the condition αM = 0, where

M =


v1

n−t v1
n−t+1 · · · v1

n−1
v2

n−t v2
n−t+1 · · · v2

n−1
...

...
. . .

...
vm

n−t v1
n−t+1 · · · vm

n−1


and is of dimension m× t(t+1)

2 . There are at least m− t(t+1)
2 independent solutions of α,

and hence m− t(t+1)
2 remainder equations can be derived. It is obvious that for each guess

of x1, . . . , xn−t−1, each remainder equation (5) is reduced to a linear equation. Then a
linear system of m− t(t+1)

2 equations over t+ 1 variables can be derived for each guess
and can be solved by Gaussian elimination. If the system is solvable, the solution can
be verified by substituting it into the MQ system of equations. If the solution is verified
correct, we find the solution for the MQ equations, otherwise, the corresponding guess is
wrong. In order to guarantee that there is no more than one solution on average for each
guess, choose t such that m− t(t+1)

2 ≥ t+ 1.
Complexity Analysis: The computational complexity involves three parts, of which the

first is for computing the remainder equations, the second is for solving the remainder
equations and the third is for verifying the survived solutions.

The remainder equations can be obtained by Gaussian elimination on an m× t(t+1)
2

binary matrix with the complexity of m2 · t(t+1)
2 bit operations. The memory cost is

m× t(t+1)
2 < m2 bits.

For solving the remainder equations, guess n−t−1 bits and solve a derived linear system
of m− t(t+1)

2 equations over t+ 1 variables. With gray code guess, each equation update
needs only t+ 1 bit operations and totally (m− t(t+1)

2 )(t+ 1) bit operations are needed to
update a linear system. Then the linear system can be solved by Gaussian elimination with
(m− t(t+1)

2 )2(t+ 1) bit operations. On average, there are 2t+1−(m− t(t+1)
2 ) = 2

(t+1)(t+2)
2 −m

solutions for each linear system. Here, we use two binary matrices of size (m− t(t+1)
2 )×(t+1)

in the memory, one for storing the iterated system and the other for solving the linear
system. This memory cost can be shared by all guesses.

In order to verify the solutions, the solution is substituted into the MQ equations.
Assume that each solution is verified correct for each equation with the probability 1/2,
then verifying a solution needs to compute

∑m
i=1 i (1/2)i ≈ 2 equations. Computing each

equation needs at most
(

n
2
)
AND operations and

(
n
2
)

+ n XOR operations. And hence,
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verifying a solution needs about 2n(n + 1) ≈ 2n2 bit operations. In order to store the
(m,n) MQ equations, the memory cost is at most m

((
n
2
)

+ n+ 1
)

= m
(

n(n+1)
2 + 1

)
bits.

Let T and M denote the computational cost in terms of bit operations and memory
cost in terms of bits for solving an (m,n) MQ system, then we have

T = m2 · t(t+ 1)
2 + 2n−t−1

(
(m− t(t+ 1)

2 )(t+ 1) + (m− t(t+ 1)
2 )2(t+ 1) + 2

(t+1)(t+2)
2 −m2n2

)
≈ 2n−t−1

(
m− t(t+ 1)

2

)2
(t+ 1) + 2n−m+ t(t+1)

2 2n2

and

M = m× t(t+ 1)
2 + 2

(
m− t(t+ 1)

2

)
(t+ 1) +m

(
n(n+ 1)

2 + 1
)

< m

(
(t+ 1)(t+ 5)

2 + n(n+ 1)
2

)
.

For the worst case m = n,

T ≈ 2n−t−1
(
n− t(t+ 1)

2

)2
(t+ 1) + 2

t(t+1)
2 2n2.

Choose t such that n− t(t+1)
2 ≥ t+1 and n− (t+1)(t+2)

2 < t+2, i.e.,
√

2n−3 < t <
√

2n−1.
Then we have n− t(t+1)

2 = n− (t+1)(t+2)
2 + t < 2t+ 3 and t(t+1)

2 ≤ n− t− 1. Consequently,
T < 2n−t−1 · (2t+ 3)2 (t+ 1) + 2n−t−1 · 2n2 < 2n+2−

√
2n ·

(
2n2 + 8n

√
2n+ 8n+

√
2n
)
. In

order to compare the complexity with that of the fast exhaustive search (FES), which
is 2n+2 logn, we just need to compare C(n) = 2−

√
2n ·

(
2n2 + 8n

√
2n+ 8n+

√
2n
)
with

logn. Intuitively, C(n) decreases subexponentially to zero as n and hence is smaller than
logn asymptotically. More precisely, when n ≥ 64, C(n) < logn, then Crossbred algorithm
has lower complexity than FES in terms of bit operations.

Here, we list the comparison of our algorithm with fast exhaustive search [BCC+10]
and polynomial method [Din21] in Table 4 for some practical parameters.

The results in Table 4 show that the Crossbred algorithm needs more bit operations
than polynomial method when n becomes larger and m is close to n. When n is small
and m outperforms n, our method needs lower computational costs. In addition, our
method needs much less memory cost. When used in security analysis of cryptosystems,
the memory cost is within the ability of a single PC. By this algorithm, solving an MQ
problem can be reduced to calls to solving linear systems, which are easy to parallelize
using single instruction multiple data (SIMD) speedup. More details about implementation
are discussed in Subsection 4.2. Take an example to show the efficiency of this method.
For example, an (m = 4n, n = 80) MQ instance can be solved by solving 245 linear systems
of 45 equations of 35 variables with memory cost 220 bits, which are feasible on modern
microprocessors.

3 Preimage Attacks on 4-Round Keccak
In this section, we introduce preimage attacks on 4-round Keccak via solving systems of
quadratic Boolean equations. Given a hash value, we improve the structure in [GLS16]
and derive an algebraic system such that the output bits after 3 rounds of degree at most
2. Then we solve this algebraic system using the algorithm in Subsection 2.6.
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Table 4: Comparison of concrete complexities in terms of bit operations and memory costs
in terms of bits. The memory cost of exhaustive search is small and omitted here.

variables Complexity Memory Algorithm
n (bit operations) (bits)

80

284 − Exhaustive Search [BCC+10]
277 260 Polynomial Method [Din21]
280 218 Ours(m = n, t = 11)
276 219 Ours(m = 2n, t = 16)

128

2133 − Exhaustive Search [BCC+10]
2117 291 Polynomial Method [Din21]
2126 220 Ours(m = n, t = 14)
2120 221 Ours(m = 2n, t = 21)

192

2197 − Exhaustive Search [BCC+10]
2170 2132 Polynomial Method [Din21]
2188 222 Ours(m = n, t = 18)
2180 223 Ours(m = 2n, t = 26)

256

2261 − Exhaustive Search [BCC+10]
2223 2173 Polynomial Method [Din21]
2249 223 Ours(m = n, t = 21)
2241 224 Ours(m = 2n, t = 30)

3.1 Preimage Attack on 4-round Keccak-224

In the following, we give an introduction to attacks on 4-round Keccak-224, namely, 4-round
Keccak[r = 1152, c = 448, l = 224]. In [GLS16], Guo et al. proposed a linear structure for
up to 3 round by setting some bits in the middle state as constants. In this section, we
extend this structure to the preimage attack on 4-round Keccak-224, where two message
blocks are used.

Our structure, applied on the second block, consists of one backward round A0 =
R−1(A1) and two forward rounds A2 = R(A1), A3 = R(A2). Here, A0 is the XOR of the
output of the first message block with the second message block. Figure 3 shows one
backward round for 4-round Keccak-224. The bits of lanes in green boxes are of degree
1. The lanes in light gray(resp. dark gray) boxes are set to constants 0’s(resp. 1’s). And
those in white boxes represent arbitrary constants. We set 10 lanes of state A1[0, y] and
A1[2, y], y ∈ {0, . . . , 4} as variables, i.e., there are totally 10 × 64 = 640 variables. The
other bits in A1 are set to constants. For constant bits in A1, we have

A1[1, y] = 0, y ∈ {0, 1, 3},
A1[3, y] = 0, y ∈ {0, . . . , 4},
A1[4, y] = 0xFFFF FFFF FFFF FFFF, y ∈ {0, . . . , 4}.

Then all bits in B0 are linear over A1 according to Property 2. Especially, bits in
B0[3, y], y ∈ {0, 1, · · · , 4} are set to 0 and bits in B0[4, 0], B0[4, 1] and B0[4, 3] are set to
1. Furthermore, we have A′0[x, 3]⊕A′0[x, 4] = 0xFFFF FFFF FFFF FFFF, x ∈ {2, 3, 4}. When
using only one message block, the last 449 bits of A0 are set to 0 or 1 as the capacity or
padding bits. Instead of setting 449 constraints directly, we add another message block to
reduce the number of constraints on A0. Denote the output state of the first block as C.
According to the capacity and the padding rule, we have the relations between C and A0
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Figure 3: The one backward round of Keccak-224

as
A0[x, 3] = C[x, 3], x = 3, 4,
A0[x, 4] = C[x, 4], x ∈ {0, 1, · · · , 4},
A0[2, 3, 63] = C[2, 3, 63]⊕ 1.

(6)

Due to step θ, A0[x, 3, z] ⊕ A0[x, 4, z] = A′0[x, 3, z] ⊕ A′0[x, 4, z] = 1, x ∈ {2, 3, 4}, z ∈
{0, 1, · · · , 63}. Hence, C should satisfy

C[3, 3]⊕ C[3, 4] = 0xFFFF FFFF FFFF FFFF,

C[4, 3]⊕ C[4, 4] = 0xFFFF FFFF FFFF FFFF,

C[2, 3, 63] = C[2, 4, 63].
(7)

Since output bits of a hash function can be considered to be uniformly distributed, the
complexity of finding a preimage satisfying (7) via brute force is 264+64+1 = 2129. Once
getting the first message block and its output C, A0 can meet the requirement of (6) with
only 5× 64 = 320 constraints as follows

A0[x, 4] = C[x, 4], x ∈ {0, 1, · · · , 4}. (8)

Then we linearize bits in A2 as illustrated in Figure 4. To avoid the propagation by θ,
the following 2× 64 = 128 constraints are added

4∑
y=0

A1[0, y] = α,

4∑
y=0

A1[2, y] = β, (9)

where α, β are 64-bit constants. In this way, the bits in A2 keep linear. After a round of
R, the bits in A3 are of degree 2, which are indicated in orange in Figure 4. Since L is a
linear operation, bits in B3 are also quadratic.

Due to Property 1, given two consecutive bits bi, bi+1 of the output of χ, we have
bi = ai ⊕ (bi+1 ⊕ 1) · ai+2 for input bits ai and ai+1. When bi+1 = 1, it turns to be ai = bi.
Then we obtain 2× 64 + 32 = 160 quadratic equations from 224-bit hash value, i.e.,

B3[0, 0, z]⊕ (A4[1, 0, z]⊕ 1) ·B3[2, 0, z] = A4[0, 0, z], z = 0, 1, · · · , 63,
B3[1, 0, z]⊕ (A4[2, 0, z]⊕ 1) ·B3[3, 0, z] = A4[1, 0, z], z = 0, 1, · · · , 63,
B3[2, 0, z]⊕ (A4[3, 0, z]⊕ 1) ·B3[4, 0, z] = A4[2, 0, z], z = 0, 1, · · · , 31.

(10)

Assuming that 0s and 1s appear equally in A4, about half of equations are in the form
of B3[x, y, z] = A4[x, y, z]. Furthermore, the equations of the form B3[x, y, z] = A4[x, y, z]
can be linearized by adding extra constraints as follows.
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Figure 4: The 2 forward rounds of Keccak-224

By Guo et al.’s study [GLS16], a quadratic bit in B3 can be linearized by guessing
10 values of linear polynomials, which is called the first linearization method. Figure 5
illustrates how to linearize a bit B3[x, y, z]. Since both ρ and π are permutation steps, we
can get the corresponding bit in A′3. According to

A′3[x, y, z] = A3[x, y, z]⊕
4∑

y=0
A3[x− 1, y, z]⊕

4∑
y=0

A3[x+ 1, y, z − 1],

the corresponding bit is the XORed sum of 11 bits in A3, as shown in Figure 5. Thus
linearizing the corresponding bit is equivalent to linearizing those 11 bits. It is depicted
that all bits in B2 are linearized. According to the equation

A3[x, y, z] = B2[x, y, z]⊕ (B2[x+ 1, y, z]⊕ 1) ·B2[x+ 2, y, z],

it is obvious that the only quadratic term in A3[x, y, z] is generated by B2[x + 1, y, z]
and B2[x + 2, y, z]. Hence we can linearize A3[x, y, z] by guessing values of either one.
Note that A3[x, y, z] and A3[x− 1, y, z] share a common operand B2[x+ 1, y, z] in their
quadratic terms. By guessing B2[x+ 1, y, z], A3[x, y, z] and A3[x− 1, y, z] are linearized
as well. Thus the 11 bits in A3 can be linearized by guessing only 10 bits, i.e.,

B2[x+ 1, y, z], B2[x+ 3, y, z − 1], y ∈ {0, · · · , 4}. (11)

Equivalently, the bit B3[x, y, z] is linearized and the corresponding equation B3[x, y, z] =
A4[x, y, z] turns to be linear one.

Furthermore, 2 quadratic bits can be linearized by guessing 11 values of linear polyno-
mials [GLS16]. We call it the second linearization. Figure 6 illustrates how to linearize two
bits at the same time. For bits B3[0, 0, z] and B3[1, 0, z+ 44], linearizing the corresponding
bits in A′3 requires 21 linearized bits in A3, i.e.,

A3[4, y, z], A3[0, y, z], A3[1, 1, z], A3[1, y, z − 1], A3[2, y, z − 1], y ∈ {0, · · · , 4}. (12)

Again, we can achieve it by guessing values of bits in B2. Since A3[x, y, z] and A3[x−1, y, z]
share a common operand B2[x+ 1, y, z] in their quadratic terms, by guessing 11 bits

B2[3, 1, z], B2[3, y, z − 1], B2[1, y, z], y ∈ {0, · · · , 4}, (13)
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Figure 5: The first quadratic bit linearization. We illustrate how to linearize a quadratic bit
in B3. In the figure, bits in green boxes are linear and bits in orange boxes are quadratic.

the 21 bits in (12) are linear. Hence the bits in A′3 are linearized and the corresponding
ones in B3 turn to be linear ones. Similarly, two equations B3[1, 0, z + 1] = A4[1, 0, z + 1]
and B3[2, 0, z] = A4[2, 0, z] can be linearized at the same time by guessing 11 values of
linear polynomials.

According to (8), (9), (10), we have 160 quadratic equations over 640−(5+2)×64 = 192
variables. After linearizing 2m equations by guessing 11m bits and n equations by guessing
10n bits, there remain M = 160− 2m− n quadratic equations over N = 192− 13m− 11n
variables. To deal with the rest equations, we use the method of solving MQ systems
as shown in Subsection 2.6. The MQ system has a solution with the probability 2N−M .
With t chosen as b

√
2M + 1

4 −
3
2c, totally, we need to solve 2224−160−(N−M)+(N−t−1) =

2223−2m−n−t linear systems. Note that we use the second linearization method first as it
can linearize bits with less equations. Since the hash value can be regarded as random
values, about 24 pairs from 160 quadratic equations can be used in the second linearization.
When m = 12, n = 01, an MQ problem with 136 equations over 36 variables is constructed.

Complexity Analysis: The MQ system has a solution with the probability 2−100. Let
t be 15, according to Subsection 2.6, the computing complexity is 232 + 231.3 ≈ 233 bit
operations, which is equivalent to 218 calls to the 4-round Keccak permutation. The
memory complexity for solving the MQ system is 217 bits. Compared with solving the MQ
system, the computational cost of performing Gaussian Elimination on linear constraints
can be omitted while the memory cost is 219 bits for storing the linear system. In this case,
the time complexity of this attack is 2129 + 264+100+18 = 2182 and the memory complexity
is 219 bits, which are shared by different MQ systems. Since A[1, 2], A[1, 4], α, β and
linearizing bits in the 3rd round are series of arbitrary constants, we can get 264+100 = 2164

messages that satisfy the conditions by guessing the value of constants and thus our attack
is feasible. For SHA3-224, the time complexity of the preimage attack is 2182 while the
padding rule changes.

1When m > 12, computing the remainder equations and verifying solutions cost more time than solving
the remainder equations during the MQ system solving process, which increases the whole computing
complexity.
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Figure 6: The second quadratic bit linearization of two quadratic bits in B3. In the figure,
up diagonal slash presents bits related to the first bit and down diagonal slash presents
those related to the second bit. Besides, bits in green boxes are linear and bits in orange
boxes are quadratic.

3.2 Preimage Attack on 4-round Keccak-256
The attack on 4-round Keccak-256 works similarly, where two message blocks are applied.
Figure 7 shows one backward round for 4-round Keccak-256. We set 10 lanes of state
A1[0, y] and A1[2, y], y ∈ {0, . . . , 4} as variables, i.e., there are totally 10 × 64 = 640
variables. Other bits in A1 are set to constants. For constant bits in A1, we have

A1[1, y] = 0, y ∈ {0, 1, 3, 4},
A1[3, y] = 0, y ∈ {0, . . . , 4},
A1[4, y] = 0xFFFF FFFF FFFF FFFF, y ∈ {0, . . . , 4}.

Then all bits in B0 keep linear according to Property 2. Further, we have A′0[x, 3] ⊕
A′0[x, 4] = 0xFFFF FFFF FFFF FFFF, x ∈ {1, 2, 3, 4}. According to the capacity and the
padding rule, the output C of the first block and A0 should satisfy

A0[x, 3] = C[x, 3], x = 2, 3, 4,
A0[x, 4] = C[x, 4], x ∈ {0, 1, · · · , 4},
A0[1, 3, 63] = C[1, 3, 63]⊕ 1.

Due to step θ, A0[x, 3, z] = A0[x, 4, z] ⊕ 1, x ∈ {1, 2, 3, 4}, z ∈ {0, 1, · · · , 63}. Hence C
should satisfy

C[2, 3]⊕ C[2, 4] = 0xFFFF FFFF FFFF FFFF,

C[3, 3]⊕ C[3, 4] = 0xFFFF FFFF FFFF FFFF,

C[4, 3]⊕ C[4, 4] = 0xFFFF FFFF FFFF FFFF,

C[1, 3, 63] = C[1, 4, 63].

(14)

The complexity of finding a preimage whose 4-round output satisfy (14) by brute force is
23×64+1 = 2193. Once obtaining the first message block, we set 5× 64 = 320 constraints
on A0 as follows

A0[x, 4] = C[x, 4], x ∈ {0, 1, · · · , 4}. (15)
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Figure 7: The one backward round of Keccak-256

Thus A0 meets the requirement of the capacity and the padding rule.
The two rounds forward for Keccak-256 is similar with Keccak-224 except that

A[1, 4, z] = 0, z = 0, 1, . . . , 63. To avoid the propagation by θ, we add 2 × 64 = 128
constraints

4∑
y=0

A1[0, y] = α,

4∑
y=0

A1[2, y] = β, (16)

where α and β are 64-bit constants. Totally, there are (5 + 2)× 64 = 448 constraints on
640 variables. Similar to Keccak-224, the bits in A3 are quadratic. Since L is a linear
operation, bits in B3 are also quadratic.

Due to Property 1, we have 3× 64 = 192 quadratic equations from 256-bit hash value.

B3[0, 0, z]⊕ (A4[1, 0, z]⊕ 1) ·B3[2, 0, z] = A4[0, 0, z], z = 0, 1, · · · , 63,
B3[1, 0, z]⊕ (A4[2, 0, z]⊕ 1) ·B3[3, 0, z] = A4[1, 0, z], z = 0, 1, · · · , 63,
B3[2, 0, z]⊕ (A4[3, 0, z]⊕ 1) ·B3[4, 0, z] = A4[2, 0, z], z = 0, 1, · · · , 63.

(17)

Assuming that 0s and 1s appear equally in the states, half of equations are in the form of
B3[x, y, z] = A4[x, y, z] on average. Similar to the preimage attack on 4-round Keccak-224,
quadratic bits can be linearized by guessing values of linear polynomials.

According to (15), (16), (17), we have 192 quadratic equations and 640− 448 = 192
variables. We use the second linearization method as it can linearize bits with less equations.
Among 192 quadratic equations 32 pairs meet the requirement for the second linearization
on average. When using m = 12 pairs of equations2, an MQ problem with 168 equations
over 36 variables is constructed and has a solution with the probability 2−132. Let t = 16,
the computing complexity is 233.1 + 215.3 ≈ 233 which is equivalent to 218 calls to the
4-round Keccak permutation. The memory complexity for solving the MQ system and
the constraint system are 217 and 219 bits. Totally, the time complexity of this attack
is 2193 + 264+132+18 = 2214 and the memory cost is 219 bits. We can get 2196 two-block
messages which satisfy the conditions by guessing the value of constants A[1, 2], α, β as
well as linearizing bits in the 3rd round and thus our attack is feasible. For SHA3-256 and
SHAKE256, in despite of different padding rules, the time complexities are also 2214.

4 Application to Keccak Challenge
In this section, we implement the preimage attack on Keccak[r = 640, c = 160, l = 80] in
the Keccak challenges.

2When m > 12, computing the remainder equations and verifying solutions cost more time than solving
the remainder equations during the MQ system solving process, which increases the whole computation
costs.
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Figure 8: The linear structure of Keccak[r = 640, c = 160, n = 4]

4.1 Preimage Attack on 4 round Keccak[r = 640, c = 160, l = 80]
4-round Keccak[r = 640, c = 160, l = 80] is an instance of Keccak with the width 800 in
the Keccak Crunchy Crypto Collision and Preimage Contest [BDPAb]. In this section, we
apply our structure to the preimage attack on 4 round Keccak[r = 640, c = 160, l = 80]
with only one message block.

The structure consists of one backward round A0 = R−1(A1) and two forward rounds
A2 = R(A1), A3 = R(A2), as illustrated in Figure 8. We set 10 lanes of state A1[0, y] and
A1[2, y], y ∈ {0, . . . , 4} as variables, i.e., there are totally 10 × 32 = 320 variables. For
constant bits in A1, we have

A1[1, 0] = 0xFFFF FFFF,

A1[3, y] = 0, y ∈ {0, . . . , 4},
A1[4, y] = 0xFFFF FFFF, y ∈ {0, . . . , 4}.

Thus B0 = χ−1(A1) are linearized according to Property 2. Since L−1 consists of several
linear steps, all bits in A0 are linearized. Note that the last 162 bits are set to 0 or 1 such
that A0 satisfies the padding rule.

A0[3, 4, 30] = 1, A0[3, 4, 31] = 1,
A0[x, 4, z] = 0, x ∈ {0, . . . , 4}, z ∈ {0, . . . , 31}.

(18)

To avoid the propagation by θ, extra constraints are added to set the sums of columns
as constants.

4∑
y=0

A1[0, y] = α,

4∑
y=0

A1[2, y] = β, (19)

where α, β are 32-bit constants. Totally, there are 2 × 32 = 64 constraints. Figure 8
presents how variables propagate in 2 forward rounds. In the structure, the bits keep linear
in A2. And bits in A3 are quadratic, which are indicated in orange in Figure 8.

Bits in B3 = L(A3) keep quadratic as L is linear. According to Property 1, from 80-bit
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hash value in A4, we get 32 + 16 = 48 quadratic equations of B3.

B3[0, 0, z]⊕ (A4[1, 0, z]⊕ 1) ·B3[2, 0, z] = A4[0, 0, z], z = 0, 1, · · · , 31,
B3[1, 0, z]⊕ (A4[2, 0, z]⊕ 1) ·B3[3, 0, z] = A4[1, 0, z], z = 0, 1, · · · , 15.

(20)

About half of them are in the form of B3[x, y, z] = A4[x, y, z] due to that bits in the hash
value can be considered as random values. We aim to linearize some equations in the
form of B3[x, y, z] = A4[x, y, z]. Similar to the preimage attack on 4-round Keccak-224,
a quadratic bit can be linearized by adding 10 equations and two equations satisfying
B3[0, 0, z] = A4[0, 0, z] and B3[1, 0, z+ 12] = A4[1, 0, z+ 12] can be linearized by adding 11
equations.

According to (18), (19), (20), we have 48 quadratic equations and 320− 162− 64 = 94
variables. After linearizing some equations we use the method of solving MQ systems in
Subsection 2.6 to deal with the rest ones.

In the Keccak preimage challenge, the given hash value of 4-round Keccak[r = 640, c =
160, l = 80] is

75 1a 16 e5 e4 95 e1 e2 ff 22

and its bit representation is shown below.

H[0] = 10101110 01011000 01101000 10100111

H[1] = 00100111 10101001 10000111 01000111

H[2] = 11111111 01000100

Due to Property 1, we obtained 48 quadratic equations from H[i] and 26 equations are in
the form of B3[x, y, z] = A4[x, y, z] which can be used in linearization. We underlined those
bits that can derive such equations and found that there are totally 5 pairs of bits satisfying
the second linearization, namely, (H[0][21], H[1][1]), (H[0][22], H[1][2]), (H[0][23], H[1][3]),
(H[0][25], H[1][5]), (H[0][29], H[1][9]). Hence in the experiment, according to (13), 2× 5
equations are linearized by imposing linear conditions on bits as follows:

B2[3, 1, 21], B2[3, y, 20], B2[1, y, 21], y ∈ {0, · · · , 4},
B2[3, 1, 22], B2[3, y, 21], B2[1, y, 22], y ∈ {0, · · · , 4},
B2[3, 1, 23], B2[3, y, 22], B2[1, y, 23], y ∈ {0, · · · , 4},
B2[3, 1, 25], B2[3, y, 24], B2[1, y, 25], y ∈ {0, · · · , 4},
B2[3, 1, 29], B2[3, y, 28], B2[1, y, 29], y ∈ {0, · · · , 4}.

Note that there are 2 repetitive conditions so the number of extra equations is 53 rather
than 55. After that, there remain 38 quadratic equations over 31 variables. The MQ
system has a solution with the probability 2−7. Let t = 7, according to Subsection 2.6,
solving this MQ system needs to solve 223 linear systems of 10 equations over 8 variables.
The computing complexity is 232.6 + 231.9 ≈ 233 bit operations if the system is solvable,
which is equivalent to 219 calls to the 4-round Keccak permutation. And the memory
complexity is 214 bits. The memory cost of performing Gaussian Elimination on linear
constraints is 217 bits while the time cost can be omitted. Our attack obtains a preimage
with the computing complexity 232+7+19 = 258 and the memory complexity 217. We give
78-bit matched preimages of 4-round Keccak[r = 640, c = 160, l = 80] in Subsection 4.3.

4.2 Implementation Details
Our target platform for implementing attack towards 4-round Keccak[r = 640, c = 160, l =
80] preimage challenge is a hybrid cluster equipped with 50 GPUs and 20 CPUs. The
model of equipped GPUs is NVIDIA Tesla V100 (Volta micro-architecture) with 32 GB
configuration and the model of equipped CPUs is Intel Xeon E5-2699@2.2GHz.

Our program consists of four steps:
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1. Extract linear representation from linear constraints.

2. Iterate linear constraints and update MQ systems.

3. Solve MQ systems.

4. Substitute MQ solution into original input and verify the hash result.

As described in Section 4.1, the original Keccak system consists of 800 free bits, represented
by A[5][5][32]. With groups of constraints being imposed to the system, the number of
free bits is reduced and finally yields an MQ problem with n = 31, m = 38. Among all the
involved constraints, we simply categorize them into three different types,

• Unchanging Linear Constraints: constraints that the coefficient of each variable and
the right-hand-side constants stay unchanged throughout the program execution.
Specifically, we impose 706 unchanging linear constraints, which consists of 162
constraints to satisfy the padding rule, 480 constraints given by Property 2, and 64
constraints to avoid propagation by θ.

• Iterating Linear Constraints: constraints that the coefficient of each variable is fixed
but the right-hand-side constant is being iterated during the program execution.
Specifically, 53 iterating linear constraints are imposed to linearlize the quadratic
equations.

• Quadratic Constraints: constraints that originally include quadratic terms before
the attack starts. For this type of constraints, when the iterating constraints are
set, all the quadratic terms can be linearlized. Specifically, we impose 10 quadratic
constraints in our attack.

To obtain a possible preimage of given hash, we first impose 706 unchanging linear
constraints to the 800-variable system. Next, we iterate and impose all the possible settings
of 53 iterating constraints, and then eliminate quadratic terms in 10 quadratic constraints
and impose these quadratic constraints to the system. Finally, we solve the yielded MQ
problems. If the MQ problem is solvable, we then use the solution of the MQ problem to
produce all the other bits in the input message according to all the constraints imposed in
the previous steps. The program will terminate and return the produced message if it is
verified as the preimage of the given hash, otherwise, the program will keep trying new
settings of the iterating constraints. The overall procedure is shown as Figure 9.

Figure 9: Four Main Routines towards Keccak Preimage Challenge

Since the program of solving MQ problems is easy to parallelize and suitable to use
GPU, we program the MQ solving routine on GPU and deploy the remaining subroutines
on CPU.
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4.2.1 Linear Representation Extraction

An important subroutine in our program is to handle all the linear constraints. Because
the linear constraints are imposed in several groups, in general we handle linear constraints
by uniting one group of constraints into one constraint system and consider only one
constraint system at a time.

Assume that there are k linear constraints over n variables, composing to a constraint
system [Sn,k|c], such that

Sn,k · x =

a11 a12 . . . a1n

...
...

. . .
...

ak1 ak2 . . . akn


x1

...
xn

 = c

If constraints in [Sn,k|c] have no linear dependency with each other, imposing [Sn,k|c] will
have n− k variables in the system be free variables and the other k variables be dependent
variables. A simple method to extract the linear representations among variables is to
perform Gaussian Elimination on the constraint system [Sn,k|c], which will yield a row
echelon form matrix [Ŝn,k|ĉ] after the back substitution step. According to the definition
of Gaussian Elimination, the index of pivot columns in [Ŝn,k|ĉ] correspond to the index of
dependent variables and the index of non-pivot columns correspond to the index of free
variables. For each time a new constraint system [Sn,k|c] is imposed, we apply Gaussian
Elimination to extract the linear representations of dependent variables. As the Gaussian
Elimination finishes, the yielded row echelon form matrix [Ŝn,k|ĉ] is stored and in the
verification step the program will backward reproduce the complete message using the
value of free variables and stored [Ŝn,k|ĉ].

According to Section 4.1, there are 706 unchanging linear constraints set in the first
and the second round. Because they are unchanging constraints, we could unite these
constraints as [S800,706|c] and extract [Ŝ800,706|ĉ] in advance of the main iteration. By
this preprocessing, the entire Keccak system can be represented by the remaining 94 free
variables and the computation complexity in further steps can be therefore reduced.

4.2.2 Iterate Constraints and Update MQ Systems

In the main iteration, the program guesses on the possible settings of right-hand-side
constants of the 53 iterating linear constraints. A complete iteration generates 253 possible
outputs of A3, and consequently, the iteration is equivalent to have total 53 bits in the
4th round hash being guessed in a bruteforce manner. Before the main iteration starts,
the program stores a 94-variable MQ problem in memory. In every single iteration,
after the right-hand-side constants of the 53 iterating constraints are set, the program
extracts the linear representation of 53 dependent variables. Together with 10 linearlized
quadratic constraints, the program substitutes these constraints into the 94-variables MQ
problem, resulting in a 31-variable MQ problem with 38 equations. Subsequently, these
MQ problems are copied to GPUs for the next solving process. To accelerate the MQ
problem updating, we parallelize this procedure using POSIX Thread API such that the
workloads are distributed to multiple CPU cores.

4.2.3 The Crossbred Algorithm

In our implementation, we employ the Crossbred Algorithm to solve the MQ problems.
The Crossbred Algorithm first extends the original MQ problem into its degree-D Macaulay
matrixMD and then extract k equations fromMD in which all the non-linear monomials
of the leading k variables are eliminated. After the assignment of remaining n−k variables,
a solution candidate that satisfies the extracted k equations can be obtained by solving a
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linear system with Gaussian Elimination. After a complete iteration on the assignments
of n− k remaining variables, all the solution candidates can be collected. To effectively
iterate the assignment of n− k remaining variables, we employ the gray-code to evaluate
the non-linear polynomials. After a solution candidate has been collected, the remaining
m− k equations will be used to verify the correctness of the candidate. If the MQ problem
is solvable, a complete iteration on the remaining n− k variables will finally give a solution
of the MQ problem.

4.2.4 Verify Message Candidates

By the last step, all 800 variables in the Keccak system can be linearly represented by
31 variables in the MQ problem. Using the solution obtained from the last step and all
the constraints imposed in the previous steps, a message candidate with complete 800-bit
content can be reproduced. Since 53 bits in the hash are randomly guessed, we still need
to compare the 4-round hash of the reproduced message with the target hash. In practice,
the execution time of this verification process is negligible compared with that of updating
and solving MQ problems.

4.2.5 Benchmarks

To inspect the practical performance of each subroutine in terms of the execution time, in
this section, we present a benchmark on our implementation towards the preimage attack
of 4-round Keccak[r = 640, c = 160, l = 80]. All the subroutines are implemented using
CUDA and C++. The computation time of each subroutine is shown in Table 5.

As described in Section 4.2.1, the subroutine to preprocess on constant linear constraints
is invoked at the beginning of the program and it will be executed only once. Need to
mention that, the subroutine to set iterating constraints, update MQ problems, and verify
produced hashes are multithreaded and the program would process on a batch (214) of guess
candidates, thus for these subroutines the execution time is measured as the elapsed time
to process one batch of guess candidates. Also note that, three subroutines are executed
on CPU, i.e., the subroutine to preprocess constant linear constraints, the subroutine
to set iterating constraints and update MQ problems, and the subroutine to verify the
reproduced message. When a new batch of MQ problems is updated, it is copied to the
off-chip memory of GPU for solving process. In practice, the GPU program to solve MQ
problems can be pipelined with the subroutine to update the MQ problems.

Table 5: Preimage attack on 4-round Keccak[r = 640, c = 160, l = 80] with 4 CPU cores
and a single Tesla V100 GPU card.

MQ Solving Method D

Runtime
of preprocessing
constant linear
constraints
(seconds)

Runtime
of setting
iterating

constraints
and updating

MQ
problems
(seconds)

Runtime
of solving

MQ
problems
(seconds)

Runtime
of

verification
(seconds)

Estimate
runtime
to obtain
a preimage
(GPU Year)

Crossbred 2
7.76 21.21

183.89
4.43

223
Crossbred 3 263.94 308

Fast Exhaustive
Search

N/A 212.13 253

In the Crossbred Algorithm, the performance of MQ problem solving is impacted by
the setting of Macaulay matrix degree D and the number of equations and variables. We
perform several experiments to determine the best choice of degree D among D = 2, 3. The
result in Table 5 shows that setting D = 2 has the best practical performance. According
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to Table 5, the entire search space is 239 and the program takes 209.53 seconds to process
on 214 guess candidates. Given the probability to have a solvable MQ system(n = 31,
m = 38) is 2−7, we estimate one preimage can be found in 223 GPU years.

4.3 Results

As described in Subsection 4.1, the target hash value of 4-round Keccak[r = 640, c =
160, l = 80] preimage challenge is

75 1a 16 e5 e4 95 e1 e2 ff 22

We executed our program on the GPU cluster consisting of 50 NVIDIA Tesla V100 GPUs
for a total of 45 days and 7 hours, and obtained 2 message candidates which could produce
hashes with 2 bit differentials.

The message and corresponding result hash of the first candidate are:

A = d7 c4 77 ec e8 22 18 ca 80 90 8a 29 7d 39 78 fc 10 93 1c 97
2e 42 88 81 f8 21 45 4e 04 8f d8 cd 74 27 c9 67 00 00 00 00
e2 7d d6 d0 c4 26 8d c2 19 23 07 6f 16 03 21 61 99 26 41 f8
d1 bd 77 7e 07 de ba b1 fb 70 27 32 8b d8 36 98 01 48 1a e4
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00,

H = 75 1a 16 e5 e4 95 c1 e2 f7 22,

where the differences are highlighted red.

The message and result hash of the second candidate are:

A = 61 47 20 d5 57 c0 64 06 62 ef 6d 7c f1 b3 38 2a cb 8c 48 b6
ff 01 e4 e4 9f 09 9b 05 92 76 dd 25 d5 5e 82 61 11 c7 78 1a
f8 9d 2c b7 82 52 7b 9f 1e f9 59 b0 2d 3e a6 0b 60 57 6c 9f
00 fe 1b 1b 60 f6 64 fa 6d 89 22 da 2a a1 7d 9e ee 38 87 e5
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00,

H = 75 1a 16 e5 e4 95 e1 e2 f7 32.

Along with the obtained 2-bit differential candidates, the frequencies of hamming
distance between candidates’ hash and target hash are counted in Table 6.

5 Conclusion

In this paper, improved preimage attacks are proposed on 4-round Keccak-224 and
Keccak-256. We extend the attacks to the Keccak preimage challenge, implemented on a
GPU cluster. Preimages of two-bit differentials with the target hashing value are found.
Specifically, our attacks are based on the complexity elaboration of solving Boolean MQ
systems, which is a foundamental tool in solving cryptographic problems and hence of
independent interest.
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Table 6: Number of candidates with respect to the hamming distance from the target
hash.

Hamming Distance Number Hamming Distance Number
2 2 13 78146
3 7 14 97193
4 28 15 95992
5 115 16 69338
6 389 17 33109
7 1136 18 10398
8 2883 19 1866
9 7223 20 175
10 15155 21 11
11 30203 22 1
12 52239

Total 425279
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