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Abstract—The ultimate goal in modern secure e-voting is
to enable everyone to verify whether the final election
result correctly reflects the votes chosen by the (human)
voters, without exposing how each individual voted. These
fundamental security properties are called end-to-end veri-
fiability and voter privacy. Unfortunately, it turns out to be
very challenging to pursue these properties simultaneously,
especially when the latter must be future-proofed against the
rise of quantum computers. In this work, we show, for the
first time, a practical approach to do this.

We present Epoque, the first end-to-end verifiable, voter-
private, post-quantum-secure homomorphic e-voting pro-
tocol. It achieves its properties through the combination
of practical lattice-based cryptographic primitives only, in
a novel way. We formally prove all our security claims
under common trust and hardness assumptions. At the
core of Epoque lies an efficient identity-based encryption
(IBE) scheme with blazingly fast master-key decryption.
It is the component that makes the efficient tallying of
thousands or millions of ballots a practical possibility. In
order to demonstrate its practicality, we fully implemented
it and provide detailed benchmarks; we believe this latter
contribution is of independent interest beyond the specific
e-voting application.

1. Introduction

E-voting systems are now widely used in national,
state-wide, and municipal elections all over the world with
several hundred million voters so far. The results of these
elections make a fundamental impact on the lives of all
of us, directly or indirectly. Therefore, it is important
to ensure that e-voting systems map the secret inputs
provided by the voters to the correct final result, even
in the presence of extremely powerful and sophisticated
adversaries.

Unfortunately, numerous security studies of real e-
voting systems (see, e.g., [10], [34], [41], [62], [65])
demonstrate that there is a high risk that the published
election result does not reflect how voters actually voted.
Therefore, modern e-voting protocols strive for what is
called end-to-end verifiability (see, e.g., [2], [8], [16],
[19], [45], [46]). This fundamental security property en-
ables voters and external observers to check whether
the published election result is correct, even if, for in-
stance, voting devices have programming errors or tallying
authorities are outright malicious. Several such systems
have already been deployed in real binding elections (see,
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e.g., [21, [3], [14], [16], [26], [38]). In Switzerland and
Norway, for example, e-voting systems for national and
local elections and referendums are required to provide
verifiability [32], [40].

To date, the security of all practical end-to-end veri-
fiable e-voting protocols relies on “traditional” hardness
assumptions, such as factoring integers or computing dis-
crete logarithms. With more and more powerful quantum
computers on the horizon (see, e.g., [5]), these voting
protocols may be rendered completely insecure. This
threat motivates the design of end-to-end verifiable e-
voting protocols that are secure against quantum attacks.
Unfortunately, it turned out to be very challenging to
pursue this objective, and, in fact, it had not been met
prior to our work.

The reason behind this state of affairs is that naively
replacing the “classical” cryptographic primitives of an
arbitrary end-to-end verifiable e-voting protocol (e.g., He-
lios [2]) with known post-quantum primitives can destroy
practicality. Despite the fact that post-quantum-secure
cryptography has become more efficient and versatile
in the past decade or so, there exist only the follow-
ing two practical post-quantum-secure e-voting protocols
in the literature. Boyen, Haines, and Miiller [13] pro-
posed and implemented a completely lattice-based veri-
fiable decryption mix net which can be used for verifi-
able post-quantum-secure e-voting but the class of elec-
tions it should be used for is limited (see Sec. 8). Del
Pino, Lyubashevsky, Neven, and Seiler [30] instantiated
the homomorphic e-voting protocol by Cramer, Franklin,
Schoenmakers, and Yung [25] with practical lattice-based
cryptographic primitives. However, unlike Boyen et al.’s
mix net [13], the homomorphic e-voting protocol by Del
Pino et al. [30] is not (end-to-end) verifiable: we will
elaborate in Sec. 2 that all tallying authorities and all
voters’ voting devices in [30] need to be honest in order
to (be able to) verify that the final election result is in fact
correct. As we will see, it has long been far from obvious
how to eliminate these undesirable trust assumptions in
the lattice-based setting without undermining practicality.

Altogether, there does not exist a homomorphic e-
voting protocol in the literature that can be used in a
real practical election to both protect the privacy of votes
and provide end-to-end verifiability in the presence of
quantum attackers.'

1. There exist verifiable e-voting protocols in the literature with un-
conditional privacy and thus post-quantum privacy (see, e.g., [28], [58])
but their verifiability reduces to quantum-insecure hardness assumptions.



1.1. Our contributions

We propose Epoque, the first provably secure end-to-
end verifiable e-voting protocol for post-quantum-secure
elections in the real world.

Instead of relying on specific primitives, the security
of the generic Epoque e-voting protocol (Section 3) can
be guaranteed under certain assumptions these primitives
have to satisfy. More precisely, Epoque follows (and gen-
eralizes) the homomorphic secret-sharing approach pre-
viously taken by [25], [30] but completely eliminates
any trust on the tallying authorities for verifiability. To
this end, the (generic) Epoque e-voting protocol employs
(generic) identity-based encryption (IBE).?

We demonstrate that the generic Epoque e-voting pro-
tocol can be instantiated with practical and purely lattice-
based cryptographic primitives (Section 4). For this pur-
pose, we propose a new version of the prominent lattice-
based IBE scheme by Agrawal, Boneh, and Boyen [4]
(Section 5). Compared to [4], our IBE scheme provides
a blazingly fast additional master-key decryption algo-
rithm, which does not change the IBE security properties
but proves particularly useful for our application. We
have implemented a prototype of the extended IBE and
provide detailed benchmarks illustrating its practicality
(Section 6). Though it is only a tweak of the ABB IBE [4],
we expect it to be of independent interest and to find good
uses beyond the specific e-voting application.

We formally prove that the generic Epoque e-voting
protocol achieves vote privacy, verifiability, and even ac-
countability which guarantees that misbehaving parties
can also be identified (Section 7). We emphasize that
Epoque provides these properties under standard and
transparent trust assumptions.

We further show how Epoque can be extended with a
lightweight return code scheme (which does not require
any further cryptographic primitives) in order to mitigate
trust on the voters’ voting devices (Appendix A).

1.2. Structure of the paper

We start by describing the general concept of e-voting
based on homomorphic secret-sharing (Section 2). In par-
ticular, we will elaborate on the security issues of the
previous works [25], [30] following this approach, and
explain why they cannot be solved easily. After that, the
structure of the paper follows the one of the contributions
as described above. We discuss the main properties of
Epoque and its related work in Section 8.

2. Homomorphic Secret-Sharing E-Voting

We have mentioned in the introduction that the design
of our protocol follows the homomorphic secret-sharing
approach for e-voting, originally proposed by Cramer et
al. [25]. Their e-voting protocol is based on Pedersen
commitments and Schnorr-like ZKPs. Since the security
of these primitives relies on the hardness of the discrete
logarithm problem, the protocol by Cramer et al. could
be broken by a (sufficiently strong) quantum computer.

2. To be clear: Epoque builds on the cryptographic primitive of IBE;
key-escrow and authority objections to turnkey IBE systems do not apply.

More recently, Del Pino et al. [30] demonstrated that [25]
can instead be instantiated with practical lattice-based
primitives. We will refer to the conceptual design of [30]-
plus-[25] as basic homomorphic secret-sharing e-voting.

In this section, we will first describe how basic ho-
momorphic secret-sharing e-voting works and the (lim-
ited) security it provides (Section 2.1). After that, we
will demonstrate that a single malicious tallying authority
can block any incoming ballot with impunity, and that
this issue not only undermines correctness but also vote
privacy (Section 2.2). Eventually, we will explain why
protecting against malicious voting devices is challenging
when usability is taken into account (Section 2.3).

In the remainder of the paper, we will describe and
formally analyze how to solve the fundamental security
issues at the root of the above dilemma, and do so effi-
ciently. It bears repeating that our solution can be instanti-
ated with efficient lattice-based primitives available today.
As a result, we obtain the first practical, wholly lattice-
based, e-voting system with end-to-end verifiability.

Notation. Let (X, +) be a finite Abelian group. Through-
out this paper, whenever we say that an element x € X is
secretely shared among n parties, we mean that n — 1
elements x1,...,x,_1 have been chosen uniformly at
random from X, and z,, + = — Z:Zl x;. We write

(x) = (x1,...,2,) to denote a secret sharing of .

2.1. Overview

Basic homomorphic secret-sharing e-voting works as
follows (see also Table 1). We have a number of voters
Vi,...,V,, and trustees Ty,...,T,,. We use a homo-
morphic commitment scheme and a public-key encryption
scheme.

2.1.1. Vote casting. Each voter V; first chooses her vote
v* € {0,1} and then secretely shares v* among the ny
trustees®:

'y = (vi,...,v0). (1)

After that, V; commits to each share vz with ran-
domness 7}, and obtains a commitment cj,. Due to the
homomorphic property of the commitment scheme, we
have that ¢* < }_, ¢ is a commitment to v' = >, v}
with randomness 7* < >, 7}.

Furthermore, V, generates a zero-knowledge proof
(ZKP) of knowledge of an opening to a valid vote, i.e.,
that ¢’ is a commitment to either O or 1.

Additionally, for each trustee Ty, voter V; encrypts
(v}, 7,) under Ty’s public key pk, and obtains a cipher-
text ey, The voter’s final ballot consists of all the commit-
ments (c},)x, the ZKP of correctness, and the encrypted
openings (e},)x. Eventually, V; posts her ballot b* on the
bulletin board.

2.1.2. Ballot weeding. First, all ballots with invalid ZKPs
are removed.4 Then, each trustee Ty, decrypts the cipher-
text e}, of each unremoved ballot b* with its secret key

3. Notice that the superscript in v* is used here to designate a voter;
it does not indicate an exponentiation.

4. In what follows, for the sake of simplicity, we assume that all
ballots have valid ZKPs.



TABLE 1: Homomorphic Secret-Sharing E-Voting with Honest Participants

Voters Trustee T Trustee Ty
vl share, (V1,5 vhs) commit Com(v}) Com(vp)
v share (1Y, ..., oY) commit, Com(viV) Com(vnY)
1 sum 1 sum
J sum >V, Com(v?) >, Com(vl,)
1 open 1 open
2121 v! = 2;1 211/1 Ui P Z:!l v T Z?;ﬁ U;iLT

Remarks: (1) The upper part of the table illustrates the casting phase and lower part the tallying phase. Recall that the commitment scheme is
homomorphic. We note that the sum over all plain votes (left column) is implicit. (See Section 2 for the notation.)

(2) For the sake of simplicity, this overview table assumes that all participants (voters and trustees) are honest. We note that if participants are
malicious, then the fundamental disputes (as described in Section 2.2) can occur in the “open” phase.

to obtain (},,7,). If (},7;) is not a valid opening of
c;,» then T}, publishes a complaint that ej, was invalid and
V,;’s ballot b is removed. Let I C {1,...,ny} refer to
the set of unremoved ballots.

2.1.3. Tallying. Each trustee Tj publishes
vkesz and rkle;‘ﬂ. 2)

i€l i€l

The final result is then

res < Z V. 3)
k

2.1.4. Security. If the final election result res does not
correspond to the votes contained in the unremoved ballots
(b")scr, then this can be detected. This is due to the
binding and homomorphic properties of the commitment
scheme which guarantee that

res:z:wc:z:z:v,iC :ZZ% =29i~ 4)
k k

i€l i€l k iel

Therefore, the tallying of the unremoved ballots (b*);c; is
a verifiable operation.

Furthermore, the IND-CCA security of the encryp-
tion scheme and the hiding property of the commitment
scheme guarantee that the tallying does not reveal more
information about the single votes (v?);c inside the unre-
moved ballots (b*);c; than what can be derived from the
final result res.

However, when we regard the complete voting proto-
col, verifiability is no longer guaranteed. More precisely,
as we will demonstrate in what follows, it is not possi-
ble to verify whether a (single!) malicious trustee (Sec-
tion 2.2) or some malicious voting devices (Section 2.3)
have tampered with the voters’ votes. This undermines not
just verifiability, but also vote privacy.

2.2, Malicious tallying authorities

In this section, we focus on the threat of malicious
trustees in basic homomorphic secret-sharing e-voting as
well as the challenge of protecting against it in a lattice-
based setting.

2.2.1. Attacks. Observe that if a trustee T, claims that
some ciphertext el was invalid, then b’ is removed—
regardless of whether T;’s complaint is correct! In par-
ticular, if Ty is dishonest, then Tj could effectively
“block” any ballot b* without having to provide any evi-
dence. Hence, basic homomorphic secret-sharing e-voting
does not guarantee verifiability against a single malicious
trustee.

This verifiability issue also affects vote privacy, since
if Ty were to block incoming ballots selectively, perhaps
based on metadata, then the remaining ballots would be
left in a smaller “anonymity set” and with possibly much
decreased privacy if the attacker chose a set with high
correlations or from other a priori information. We refer to
Cortier and Lallemand [22] for more details on the relation
between verifiability and vote privacy, but even with a
single corrupted trustee, the adversary has a significant
advantage in breaking vote privacy.

2.2.2. Defenses. Del Pino et al. [30] acknowledge the
aforementioned issue and propose to let each voter V;
store the randomness used for each encryption e}, so that,
in case V;’s ballot is incorrectly claimed invalid, V; could
reveal the respective randomness. Although this approach
may be appealing at a theoretical level, its implicit as-
sumptions are problematic in a real-world election because
the trustees in [30] need to use their secret tallying keys in
order to verify whether a ballot is valid. In a real election,
however, these tallying keys should be encapsulated out-
side the actual tallying phase to ensure that they are physi-
cally inaccessible by a potentially malicious environment.?
Because incoming ballots could no longer be verified im-
mediately after being submitted, as proposed by [30], in a
real election, each voter would have to store all the critical
information of her ballot (plain vote, random coins, etc.)
until her ballot was verified at a later point. This would
be problematic, first, because the voters would have to
store sensitive information beyond the casting phase, and
second, because the voters’ voting/verification ceremony
would become so complex that it is questionable whether

5. For example, in the e-voting system used for national elections in
Estonia, it is specified that the “processing of votes is carried out in an
off-line environment” and that the private key “cannot be used before
the process of counting of votes” [37].



enough voters would even attempt, much less complete,
the required checks.

In Section 3, we propose a novel solution based on
identity-based encryption (IBE) to overcome the verifi-
ability gap without introducing any restrictions. The re-
sulting e-voting protocol, named Epoque, is practical and
can completely be instantiated with lattice-based crypto-
graphic primitives (Section 4). We formally prove that
Epoque provides verifiability and vote privacy in the pres-
ence of fully malicious tallying authorities under common
trust assumptions (Section 7.2 and 7.3).

Due to the latest developments of more efficient ZKPs
of correct decryption (most notably [35]), there exist alter-
native practically efficient solutions to the one presented
in this paper.® If we require that a trustee T, who claims
that some ciphertext e decrypts to an invalid opening of
the respective commitment, proves this claim in ZK, then
a malicious trustee can no longer block incoming valid
ballots, while, at the same time, an honest trustee can
still correctly reject invalid ballots without revealing in-
formation on her secret key skj. Both approaches, the one
using IBE and the one using ZKPs of correct decryption,
are practical solutions for the previously open verifiability
and privacy problems of [30] (see Sec. 8).

2.3. Malicious voting devices

In this section, we focus on the threat of malicious
voting devices in basic homomorphic secret-sharing e-
voting, and the challenge of defeating them in a usable
way.

2.3.1. Impact. It is obvious that basic homomorphic
secret-sharing e-voting does not protect against malicious
voting devices, neither in terms of verifiability nor privacy.
To see that verifiability is broken, assume that a corrupted
voting device replaces the candidate entered by the human
voter by a different one: the human voter would not have
any means to detect this manipulation. To see that vote
privacy cannot be guaranteed, recall that a voting device
always receives the human voter’s chosen candidate in
clear.

2.3.2. Mitigations. Ensuring vote privacy against a mali-
cious voting device typically involves using some kind
of verifiable re-encryption mix net for which, to date,
there does not exist sufficiently practical lattice-based
instantiations (see Section 8). Therefore, in what follows,
we restrict our attention to verifying possibly malicious
voting devices, further focusing on correctness of in-band
transmissions (i.e., of the ballots), since preventing out-of-
band data exfiltration from a malicious system is really a
hardware problem.

One approach for verifying voting devices is the
challenge-or-cast technique by Benaloh [9]. It is, for
instance, employed in the Helios e-voting system [2].
From a technical perspective, it would be straightforward
to employ the challenge-or-cast technique in basic secret-
sharing e-voting as well. However, several usability stud-
ies [1], [11], [43], [56], [57], [59] indicate that only few

6. The paper by Esgin, Nguyen, and Seiler [35] has been presented at
Asiacrypt after we had submitted our paper to EuroS&P. We thank the
anonymous referees for pointing us to the work by Esgin et al. [35].

human voters successfully execute the challenge-or-cast
gambit, even within the IACR’s” own Helios elections.
We have therefore decided not to follow this approach for
Epoque.

A different technique for verifying the correct be-
haviour of voting devices is based on return codes. This
solution was, for example, used for binding political
elections in Switzerland [38] and Norway [6], [40]. We
will follow this approach. In Appendix A, we propose a
lightweight return code scheme for Epoque (Section 3)
that can be instantiated without any additional crypto-
graphic primitives.

3. Description of Epoque

In this section, we introduce the Epoque e-voting pro-
tocol. In Section 3.1, we explain the general idea of how
Epoque extends the basic homomorphic secret-sharing
e-voting protocol in order to protect against malicious
tallying authorities (recall Section 2.2). In Section 3.2,
we describe Epoque in full technical detail.

3.1. Idea

Recall from Section 2.2 that we are essentially facing
the following problem when protecting against malicious
trustees: How can Ty, publicly prove that e, encrypts (or
fails to encrypt) certain message(s) m under pk;, without
revealing any information on the remaining messages en-
crypted under pk;? How can this be realized with practical
lattice-based cryptographic primitives?

We propose to use the following idea [29] to solve this
problem effectively. Instead of using a PKE scheme, we
employ an IBE scheme (see Appendix B) with chosen-
plaintext security (IND-ID-CPA) and the following prop-
erty: Given a master public key mpk, an identity ¢, and
an individual secret key msk’, it can be efficiently decided
whether msk” is correct, i.e., corresponds to ¢ w.r.t. mpk.

Now in Epoque, we assume that each trustee Ty holds
a master public key mpk,, instead of an “ordinary” public
key pk;, as in the basic secret-sharing e-voting protocol. In
order to secretly send her k-th opening values (vi,7%) to
Tk, voter V; uses Tj’s master public key mpk;, together
with her identity 4 (instead of pk, as in the basic protocol)
to encrypt (v}, },). We denote the resulting ciphertext by
e, as before.

Why does this technique enable a public observer/third
party to verify the complaint of a (possibly) malicious
trustee? To see this, consider the following two relevant
cases (either Ty, or V; is honest):

e Case 1. Assume that T, is honest and that V;
is dishonest. Assume that V,; creates an invalid
ciphertext e};. In this case, T, uses its master
secret key msk;, to derive V;’s individual secret
key mskj,. After that, Ty publishes mskj, so that
everyone can first verify the correctness of msky,,
and then decrypt e, to verify T, s complaint. Due
to the IND-ID-CPA security of the IBE scheme,
revealing mskj, does not leak any information
about the vote shares of the remaining voters.

7. The International Association for Cryptologic Research.



e Case 2: Conversely, assume that Ty is dishonest
and that V; is honest. Since V; is honest, her
ballot ¥, including all encrypted opening values
e}, is valid. Assume that T) wants to block V;’s
ballot by incorrectly claiming that e}, was invalid.
In order to “convince” a public observer of its false
statement, T would have to publish an element,
say x, such that (¢) z is a correct individual secret
key corresponding to V;, and (ii) using x, €},
decrypts to a message different from the message
that V, encrypted under her identity ¢ w.r.t. mpk,,.
Due to the correctness of the IBE scheme, this is
impossible. Therefore, a dishonest trustee can no
longer “block” honestly generated ballots.

This argument demonstrates that our technique solves
the verifiability (and, hence, vote privacy) issues of the ba-
sic homomorphic secret-sharing e-voting in the presence
of malicious trustees. Importantly—and this is the crucial
point!—, there exist highly practical lattice-based instan-
tiations of IBE with the required features (Section 4).

3.2. Protocol

We now present the Epoque e-voting protocol in full
detail. As mentioned in Section 1, instead of relying on
specific primitives, the security of Epoque can be proven
from generic assumptions these primitives have to satisfy.
In Section 4, we show how to instantiate Epoque from
practical lattice-based cryptographic primitives.

3.2.1. Cryptographic primitives. We require the follow-
ing:

e A computationally hiding and computation-
ally binding homomorphic commitment scheme
(KeyGen,,,, Com, Open).

o A NIZKPoK?® scheme for creating proofs my of
knowledge of a correct shared committed vote,
i.e., whose sum over all committed shares opens
to either O or 1. This can be described by the
following relation Ry. Let prmCom be an ar-
bitrary output of KeyGen,,(1¢). Then, a tuple
(PrMeoms €y (ML, M) ke jes is in Ry if and

com’ k>

only if
- Z:keKm{c € {0,1} for all j € J, and

Z]erkeKmk € {0,1}, and
- Open(prmcom,mk,ch,rk) =1 for all k €
Kandall j € J.

o An identity-based encryption (IBE) scheme
(KeyGen,, Extr, Enc,Dec) which is IND-ID-
CPA-secure (Appendix B). We require that
the correctness of an individual secret key
given the public parameters can efficiently
be decided. More precisely, this correctness
property can be described by the following
relation Ripe. Let prm;,, be an arbitrary output
of KeyGeny (1), and id be a valid identity.
Then, a tuple (prmy,.,msk' id) is in Ripe
if and only if there exist random coins r
such that (prmy,, msk) = KeyGeny,.(r) and
msk'® = Extr(prmy,., msk, id).

8. Non-interactive zero-knowledge proof of knowledge.

3.2.2. Protocol participants. Epoque is run among the
following participants:

o voting authority AT,

e human voters Vi,...,V,,,

o voters’ supporting devices VSDq, ...
e trustees Tq,..., T, and

« a public, append-only bulletin board B.

,VSDny,

We assume that for each party there exists a mutually
authenticated channel to B.’

3.2.3. Protocol overview. A protocol run of Epoque con-
sists of the following phases: setup, ballot creation, ballot
submission, ballot weeding, voter verification, tallying,
and public verification. We now explain each phase in
more details.

3.2.4. Setup. In this phase, all election parameters are
fixed and posted on the bulletin board.

The voting authority AT determines and publishes the
security parameter ¢, the number of candidates ncand,
the list {1,...,ny} of eligible voters, opening and clos-
ing times, the election identity idejection, €tc. Afterwards,
the voting authority runs the key generation algorithm
of the commitment scheme and publishes prm —
KeyGen o, (1°).

Each trustee Tj runs the key generation algorithm
KeyGen;,, of the IBE scheme to generate its public pa-
rameters prm; = prm;, ;. and its master secret key msky.
After that, T, publishes prm;, on the bulletin board.

com

3.2.5. Ballot creation. In this phase, every voter V; can
vote for some candidate j' € {1,...,ncnd}. The voter
V,; enters her chosen candidate to her supporting device
VSD;. On input j' € {1,...,ncand}, VSD; encodes j’ as
a binary vector

vt = (vivj)?c:arid c {0’ l}ncand C Mnd ®)

where v® = 1. Then for all candidates j €

{1,...,ncand}, VSD; secretely shares v*7 among the
trustees

(WY = (v}, vk, (6)

Afterwards, for all j € {1,...,ncnd} and all trustees

T, VSD; runs the commitment algorithm Com with input
©.J.
UM

(cp?,ri7) = Com(prmeg, vi?). 7

Since the commitment scheme is homomorphic, the com-

mitment ¢/ Sorl, ck] decommits to v iJ using open-

ing value r*J < > T 7, ie.,

Open(prm g, v, ¢, rtd) = 1. (8)

In order to guarantee the well-formedness and knowl-
edge of all committed shares ck’J , VSD; creates a NIZKP
of knowledge my for proving that VSD knows messages

7 € Mcom and opening values r;’ € R such that

o for all j e {1,... it holds that

WTLoup? €{0,1}, and

) ncand}s

9. In practice, as in Helios-C [19] or Belenios [21], one could establish
a PKI among the voters so that they can sign their ballots.



TR D W vl € {0,1}, and
. for all j € {1,...,ncana} and all k € {1,...,nt},

it holds that Open(prmmm,vl;]7 il il = 1

For each trustee Ty, VSD; reads T s public parame-
ters prm;, from the bulletin board B. Then, VSD; encrypts
the tuple (v;’,7;7)7=y using Tj’s public parameters
prm, and V,’s identity 4, i.e.,

¢, « Enc(prmy,i; (v?, rp?)ie). )

Eventually, VSD; returns a message to V; stating that

the ballot is ready for submission.

3.2.6. Ballot submission. VSD; submits the ballot

b (i, (37) ks (€R) ks TY) (10)

to the bulletin board B. For each incoming ballot b, B
checks whether

e V; has not yet submitted a ballot before, and
o b' does not contain a duplicate entry of another
ballot ¥ € B, and
e Y is valid.
If all checks are positive, then B adds b to the (initially
empty) list of ballots b and publicly updates b.

3.2.7. Ballot weeding. Each trustee T, reads b from the
bulletin board B. For each ballot b* € b, trustee T, uses
msky to decrypt e}.

If decryption fails, then Ty runs the IBE private-key
extraction algorithm Extr to derive V;’s individual secret
key msk} < Extr(prm,, msky, i), and publishes (i, msk})
as proof that e is malformed.

If decryption succeeds, then Ty parses the resulting

plaintext as (v}, 7}’ )74, and verifies whether

Open(prmcomavk ,C;CJ7TZJ) 1 (11)

holds true for all j € {1,...,ncand}- In other words, Ty,
verifies whether the resulting plaintext contains opening
values for all commitments ¢;",...,c;,"" assigned by
voter V; to trustee Ty. If this check falls then T}, extracts
msk;, as described above and publishes (i, msk},) as proof
that e}, is invalid.

Eventually, after T}, has verified all ballots b’ in b as
described, T sends a respective message to the bulletin
board.

If, in this phase, a trustee Ty, publishes (i, z) for some
voter V;, then everyone can efficiently verify whether
(prmibe,k, Z,1) € Ripe, €., Whether x is indeed the (or, at
least, a) valid individual secret key for V; w.r.t. T’s public
IBE parameters prmy,, ;.. Furthermore, everyone can use
x to verify b’ in the same (deterministic) way as Ty has
done internally before.

3.2.8. Tallying. Those ballots which have not been proven

invalid by any of the trustees are processed as follows.!”
Each trustee T publishes

ny nyv

J ,J J .7

vy, E vy’ and 1y, < E Ty (12)
i=1 i=1

10. For the sake of readability, we now suppose all submitted ballots
valid.

for all j € {1,...,ncnq}. Everyone can verify the cor-
rectness of v}, 7 by checking

14 Open(prmcom,vi,c,i,ri), (13)

where ¢] e > ck .
The ﬁnal election result can publicly be computed as

nrt nrt
res « <Zv,§,...,zvgcand> . (14)
k=1 k=1

3.2.9. Public verification. In this phase, every participant,
including the voters themselves and external auditors, can
verify correctness of both the ballot weeding phase and
the tallying phase.

4. Lattice-Based Instantiation

In this section, we demonstrate how to instantiate
the generic Epoque protocol (Section 3) with lattice-
based cryptographic primitives only. We describe different
options to efficiently instantiate the generic IBE scheme
which differ in terms of security and efficiency. Before
that, following Del Pino et al. [30], we briefly describe
concrete lattice-based instantiations of the generic com-
mitment scheme and the NIZKPs of well-formedness.

4.1. Commitment scheme

We use the lattice-based commitment scheme pro-
posed by Del Pino et al. [30] which is computationally
binding under the Module Short Integer Solution (M-SIS)
problem and computationally hiding under the Module
Learning With Errors (M-LWE) problem [53]. We refer
to [30] for details of their construction.

4.2. NIZKP of well-formedness

We follow Del Pino et al. [30] by realizing 7V by
the conjunction of the statements proved by two other
NIZKPs. This strategically places most of the compu-
tational effort on the authorities, who are able to use
amortized proofs for greater efficiency. We note that this
NIZKP is also a proof of knowledge (PoK) which is
important for our optimisation of the IBE decryption (see
below).

We illustrate this approach for an election with two
candidates. In this case, each voter first commits either to
0 or to 1 (for candidate A or B, respectlvely) and then
generates a NIZKP 7V for proving that ¢ is a commitment
either to O or to 1. However, such an exact NIZKP is
computationally complex for lattice-based commitments
which would be in conflict with the requirement of a
lightweight casting procedure. In order to solve this issue,
Del Pino et al. [30] proposed the following solution.
Instead of proving the exact relation above, each voter V;
proves an approximate variant of it. Then, each trustee Ty
proves that the commitment ¢} assigned by V; has small
randomness. These two proofs collectively imply the exact
relation (i.e., that ¢* is a commitment either to O or to 1).
Importantly, each trustee can prove that the randomness
is small for many commitments at once so that its cost



can be amortized over many voters. We refer the reader
to [30] for much of the details, in particular for why these
two proofs collectively imply a ZKP as required for 7y .
We note that there exist further subsequent innovations
in the literature (e.g., [12], [35], [36], [66]) that open up
other interesting alternatives for realizing this primitive.

4.3. IBE scheme

We elaborate on three different options to instantiate
the generic IBE scheme efficiently in the lattice-based
setting.

4.3.1. Based on RLWE in the ROM. The most straight-
forward solution is to instantiate the generic IBE scheme
with a lattice-based one whose security reduces to the
ring learning-with-errors (RLWE) hardness assumption in
the random oracle model (ROM). The lattice-based IBE
scheme by Ducas, Lyubashevsky, and Prest [33] would be
a good candidate for this purpose.'! However, applying
such an IBE scheme comes along with a possible security
weakening. Firstly, while LWE is known to be at least
as hard as standard (worst-case) problems on euclidean
lattices, RLWE is only known to be as hard as their
restrictions to special classes of ideal lattices, correspond-
ing to ideals of some polynomial rings. Secondly, if the
encryption scheme is secure only in the ROM, then the
long-term privacy of ballots is threatened by unforeseen
future cryptanalyses of the hash functions employed in the
election.!”

4.3.2. Based on LWE in the standard model. In order
to avoid the aforementioned possible security issues, we
prefer to employ an IBE scheme in the standard model,
such as the prominent one by Agrawal, Boneh, and Boyen
(ABB) [4], whose security reduces to the plain LWE hard-
ness assumption. However, if we applied the ABB scheme
directly to our scenario, then Epoque would be rendered
inefficient because for each ballot, the voter’s respective
individual secret key would need to be extracted. Because
the extraction algorithm is in the order of 1 min (see
Table 2), this approach would be too slow for processing
possibly millions of ballots. In Sec. 5, we propose a
modified version of the ABB IBE scheme with fast master
decryption which solves this efficiency problem, as ex-
plained next. Unlike in the original ABB IBE scheme, the
master secret key holder (the trustee in Epoque) can use
a shortcut decryption algorithm to decrypt each ciphertext
independently of the individual public key the ciphertext
had been created with. Now, the trustees in Epoque can
use this shortcut decryption algorithm to decrypt each

11. Ducas et al. implemented their IBE scheme on a standard com-
puter and they report that generating an individual secret key takes less
than 33ms, while both encryption and decryption take less than 2ms each
(for a security level of 192 bits). Applied to our application, a trustee
can decrypt the ciphertexts of roughly 30 ballots per second (not taking
into account the trustee’s further actions).

12. Practitioners may push back on any criticism of random oracles,
but the argument is strongly supported, both on theoretical and empirical
grounds: (1) being keyless, hash functions are the trickiest to design and
essentially the most vulnerable of all symmetric-key constructions, a fact
that has been eloquently demonstrated in (2) very-high-profile breaks of
universally used hash functions theretofore believed secure (e.g., SHA-
1 [54] or MD5 [63]).

voter’s ciphertext, without having to (slowly) extract the
respective individual secret key. In Sec. 6 (Table 2), we
provide detailed benchmarks of our implementation of the
modified ABB IBE scheme from Sec. 5 which demon-
strate that, due to this modification, decryption can be
done blazingly fast. In short, our shortcut yields a 4-order-
of-magnitude speed improvement over the original ABB
IBE.

Altogether, following the approach taken in this paper,
we obtain a practically efficient instantiation of the generic
IBE scheme in Epoque which is more secure than the ones
based on RLWE in the ROM.

4.3.3. Combination of IBE and PKE. Alternatively to
our modification of the ABB scheme to avoid slow decryp-
tion on the trustees’ side, we now describe how to combine
an arbitrary IBE scheme, e.g., original ABB IBE [4], with
an arbitrary efficient lattice-based PKE scheme.'?

Let Encjpe denote the encryption algorithm of an IND-
ID-CPA-secure IBE scheme, and Encpy. the encryption
algorithm of an IND-CPA-secure PKE scheme. In the
setup phase, each trustee Ty runs the key generation
algorithm of the IBE scheme to obtain public parameters
prm; and a master secret key msk;. Now, additionally,
each trustee Ty runs the key generation algorithm of the
PKE scheme to obtain a public/private key pair (pky,, sk ).
In the ballot creation phase, voter V; encrypts the opening

values (v,i,’j , ri’j )72 under Tj’s public key pk;,
e} < Encpke(pky; (v;;’j,rz’j)?z"f), (15)

and then encrypts the randomness 7, used to create e},
under V;’s individual public key, i.e., the combination of
Tx’s public parameters prm,, and V;’s identity ¢:

ét < Encipe(prmy,, i; 71). (16)

Note that the difference between this technique and the
abstract one described in the generic Epoque protocol
(Sec. 3.2) is that the voter does not encrypt the opening
values under its individual public key (prm,,i) but the
randomness used to encrypt these opening values.

In the ballot weeding phase, T, first decrypts the PKE
ciphertext e} and verifies whether the resulting plaintext
is a valid opening for the respective commitments. If this
is the case, Ty simply discards the IBE ciphertext ér. If
and only if e}, does not decrypt to a valid opening, then
Ty, runs the extraction algorithm of the IBE scheme to
derive and publish V;’s individual secret key msk;, so that
everyone can decrypt the IBE ciphertext é. Everyone can
then use the resulting plaintext in combination with the
trustee’s public key pk,, to decrypt the PKE ciphertext el
and verify that e}, does not decrypt to a valid opening of
the respective commitments.

Note that, using the above technique, the trustees
need to run the expensive extraction algorithm only if a
ciphertext decrypts to an invalid opening. Because this will
rarely if ever need to be done in an election, this technique
could also be realized efficiently with the original, i.e.,
unmodified, ABB IBE scheme [4]. On the contrary, the
technique proposed in Sec. 4.3.2 is more compact in that
it requires only one ciphertext per ballot, unlike two in
the latter technique.

13. We thank the anonymous EuroS&P referee who proposed this
alternative approach.



5. Lattice-Based IBE with Fast Master De-
cryption

Our IND-ID-CPA-secure IBE instantiation is based
on the Agrawal-Boneh-Boyen (ABB) IBE scheme in
the standard model [4] whose security reduces to the
plain learning-with-errors (LWE) hardness assumption.
This IBE scheme was selected primarily because we can
transform the general master key msk normally used for
identity-based private-key extraction, into a special master
key that can decrypt all well-formed ciphertexts regardless
of the ciphertext recipient, extremely efficiently.

In what follows, we briefly recall some basic details
of the ABB IBE [4] first. After that, we explain how
to construct an efficient master decryption key without
affecting the security of the original construction.

5.1. Agrawal-Boneh-Boyen IBE scheme

Let n be the security parameter. We choose ¢, m, o, «

such that
q=m*" w(/logn) (17)

m = 6n'te
oc=m-w(/logn) «a=[m? w(/logn)]~! (18)

hold true, where we round up m to the nearest larger
integer and ¢ to the nearest larger prime. We assume that
§ is such that n? > [log q] = O(logn).

We use a function H : Zy — Zg*" to map identities in
Zg to matrices in Zg*". The function H needs to satisfy
the following notion of injectivity:

Vidl, idy € ZZZ (Idl 7’5 idy = det(H(idl) — H(Idg)) 75 0)

(19)
We refer to [4] for an explicit construction of H.
The public parameters
prm = (Ao, A1, B, u) (20)

consist of a three random matrices Ao, A1, B € Zg*™
plus a vector u € Zy.
The master secret

msk = (T4,) (21)

consists of a basis with low Gram-Schmidt norm (<
O(v/nlogq)) for the lattice A;(Ap). For the non-
specialist, this is to say that T4, is an m X m integer
matrix of full rank but low norm, whose column vectors
mod ¢ are all orthogonal to Ay, i.e.,

Ao -Ta, =0 (mod q) (22)

It is relatively easy to generate T4, at the same time as a
random Aj is created, but this is believed to be infeasibly
hard after the fact, even quantumly.

The extraction algorithm Extr on input prm, msk, id
runs a certain sampling algorithm (see [4] for details) that
returns a short (low-norm) integer 2m-vector diq such that

[A()|A1 + H(Id) . B] . did =u, (23)

where Fig < [Ag|A; + H(id) - B] is a publicly con-
structable n X 2m matrix which varies with id.

The encryption algorithm Enc takes prm,id and a
message b € {0,1} as input. It first chooses uniformly

random s € Zy and R € {—1,1}™*™. After that, noise
vectors © € Zg and y € Zg" are generated according to
some distribution x for which the LWE problem is hard
(e.g., as hard as the worst-case SIVP and GapSVP under
a quantum reduction; see [60] for details). The resulting
ciphertext

(co, 1) € Zg x Z2™ (24)

consists of
coeuTererb[gJGZq, (25)
¢« FTs+ [R%y} e 7™, (26)

The decryption algorithm Dec on input prm, msk'd =
diq and ciphertext (cg, c1) returns 1 if

e — dfer — 12| < 14) @7

in Z, and otherwise 0.

For completeness, whereas [4] describes using a ci-
phertext (co,c1) € Zg X Zﬁm to encrypt a single bit of
message, it is noted that multi-bit encryption is possible
by adding instances of ¢, ¢, ¢y, ... € Zg, all constructed
using the same encryption randomness s so that they can
all share the same ciphertext vector c¢; € Zﬁm. This
requires preparing a matching number of independent
random vectors u,u’,u”, ... € Zy in the IBE public key.
We shall use this for efficiency.

5.2. Our construction

In the original ABB scheme, to decrypt a ciphertext
encrypted under an individual public key Fiq, it is first nec-
essary to extract the respective individual secret key diq.
Unfortunately, the performance of the extraction algorithm
Extr is comparatively slow (see Table 2 for benchmarks
of Extr), because it involves a somewhat costly Gaussian
integer sampling, required to prevent the extracted private
key from leaking details of the master key. If however the
master-key holder is doing the decryption, one possibility
to speed things up is to degrade the Gaussian sampler,
as long as the resulting “unsafe” private key is functional
and not disseminated—but we can do even better.

To make master-key-based decryption really fast we
designed an additional “master shortcut decryption” mech-
anism, able to decrypt any recipient’s ciphertext imme-
diately from the master secret key msk, without having
to extract an individual private key first, and without
changing (what the outside world sees of) the rest of the
scheme. Conceptually, this adds no functionality to the
IBE scheme, nor does it remove any security from it;
but the benefit is that such master shortcut decryption
is blazingly fast, as demonstrated by our performance
benchmarks in Section 6 (Table 2).

Speedy master decryption is particularly well moti-
vated for Epoque, where each tallier T is required to
perform one decryption for each voter’s ballot, all using
different ids, but only infrequently (if at all) does it need
to publish a properly extracted private key for any voter.
Without shortcut decryption, each tallier T; would have to
extract a use-once-and-discard private key for every single
voter. Master shortcut decryption is much more practical
in large-scale elections.



5.2.1. Master shortcut decryption. In ABB IBE, the
only two properties for a private key diy to work are that
ldidll2 < B for some §, and that F(id) - diy = u per
Eq. 23. Additional properties on the distribution of diq
are only necessary to prevent diy from leaking information
about msk, either upon extraction of djq, or, in a chosen-
ciphertext attack, upon decryption of specially crafted
ciphertexts using dijq (more on that below). Absent those
two circumstances, the master-key holder is able safely to
use any dmsk for decryption, provided that ||dmsk|l2 < 3
and F(id) - dmsk = v (mod ¢). We show how to construct
such dmek that work for all id.

First, in the master-key generation phase, we construct
the random matrix B with a trapdoor T3, i.e., s.t.,

Ay-Tp=0 (modgq) , |Ts|<p (28)

just like we did for Ay and T4,. Note that this can be
done while A remains vanishingly close to a uniform
distribution over Zg*™.

Then, we obtain dys = {Zl} by sampling, in order:
2

1) Using T4,, a low-norm vector dg € Aé_(AQ), which
is to say that As - dy = 0;

2) Using T4,, a low-norm vector dy € A;#1%2(A),
i.e., such that Ag - d; = —A; - ds.

Notice that both equations above are vector equalities in
Zy , infeasible to solve for low-norm solutions except with
knowledge of the respective trapdoors T4, and T4, €.g.,
using the SampleLeft() algorithm from [4].

The Master shortcut decryption algorithm is then ex-
actly the same as regular decryption, substituting d,sx for
diq. Note that master shortcut decryption works regardless
of id, since

Vid, [AolAr+ H(d) B -dmsc=u (29

Using dmsk in the same way as a normal user would
use dijg, a tallyer is able to decrypt all (well-formed)
ciphertexts extremely quickly.

5.2.2. Security. The addition of a master decryption al-
gorithm does not alter the chosen-plaintext (IND-ID-CPA)
semantic security of the IBE scheme, since all user data
(including public and private keys) have the same distri-
bution as in the original IND-ID-CPA secure construc-
tion [4], and for the same reason the modified scheme
is also correct.'* More precisely, Game 2 of the original
security reduction (see Sec. 6.4 of [4]) contains the same
modification of original ABB that we use here for master
shortcut decryption. This means that the original security
reduction applies to our modification immediately.

14. Technically, the basic ABB IBE and our variant only satisfy a
weaker notion of security against selective-identity attacks, denoted IND-
sID-CPA, wherein the attacker has to announce in advance the identity it
is going to target. Since in Epoque the assigned voter IDs actually live
in a “cryptographically tiny” domain of mere thousands or millions, the
distinction between ID and sID security is inconsequential. Specifically,
any sID-secure IBE is also fulllD-secure with an € advantage divided by
a factor no greater than the size of the domain of IDs, here quite small.
This distinction is also orthogonal to CPA versus CCA security.

5.3. Secure employment in Epoque

In what follows, we argue that the IBE with fast master
shortcut decryption can be used securely in the Epoque
protocol. We first explain that publishing an individual se-
cret key diq of a dishonest voter can leak some information
on the master shortcut key dns but that this leakage is
practically negligible (as already proved in [4]).

5.3.1. Leakage of individual secret keys. Privacy of
Epoque relies on the assumption that an honest trustee
never reveals any individual secret key of an honest voter.
This assumption could be violated indirectly through the
use of master (shortcut) decryption. To see this, observe
that when an honest tallier reveals the key of some
voter V, it is also indicating that V is dishonest in the
sense that her ciphertext is either invalid or malformed.
Ciphertexts which are only slightly malformed (perhaps
intentionally made so), will decrypt correctly with some
non-trivial probability (neither O or 1), depending on how
the malformation “aligns” with the decryption key diq or
dmsk (recall that d is a vector in an Euclidean space, and
thus has a direction). Through this mechanism, a crafty
attacker is theoretically able to obtain information about
the decryption key. This is completely inconsequential
when dj4 is used for decryption, since diq4 itself is being
revealed on decryption failures, but when dns is used,
the disclosure of djgq is actually leaking a minute amount
of information about dsk. Since dnysk is a valid key for
every user, including honest ones, the assumption is being
violated.

5.3.2. Amount of leakage. The intuition behind the ex-
isting formal proof that this “attack” does not work at all,
is that merely gathering some information about dpsx, of
which there are exponentially many, is useless unless dysk
can be reconstructed exactly. (Most lattice-based cryp-
tosystems, including ABB IBE, tolerate and in fact require
noise on the ciphertext, but not on the private keys.) But,
since the ciphertext-validity-testing oracle above is non-
interactive, an exponential number of malformed voter
ballots would have to be submitted before the information
gained will allow accurate reconstruction of dpek."

6. Implementation and Benchmarks

We provide benchmarks of our instantiation of Epoque
presented in Section 4. We first present detailed bench-
marks of the new IBE scheme which show that our
instantiation of the IBE scheme is very efficient in prac-
tice. After that, we recall some experimental results by
Del Pino et al. [30] who implemented the lattice-based
commitment scheme and ZKPs, leaving the encryption
scheme unspecified. These partial performance results of
the voting scheme from [30] apply immediately to the
complete Epoque system, because the overhead we intro-
duce with the IBE is practically negligible (see Table 2).
Altogether, Epoque is, at worst, of nearly identical speed,
but is significantly more secure than [30].

15. This is the same mechanics whereby interactive binary search
can isolate an element in O(log N) comparisons, while non-interactive
search on the same domain would need O(N) of the same comparisons
(or O(\/JV) if quantum). Here N is the size of the domain, so N = 2¢,
indeed exponential in the bit-length £ of the data being searched.



6.1. IBE scheme

In Table 2, we provide benchmarks of our implemen-
tation of the IBE scheme presented in Section 5. Our
implementation is optimised first for decryption which
is the main bottleneck, then encryption, key extraction,
and finally key generation, with the latter two currently
using a generic Gaussian sampler which has room for
improvement.'¢

Our experiments show that while master-key genera-
tion starts to take significant time at the higher security
levels, using such IBE system as part of Epoque, both to
encrypt ballot shares by the voters, and to decrypt them
by the authority, are still blazingly fast, respectively taking
11 ms and 4 us per bit of IBE ciphertext at the “medium-
high” security level indicated in Table 2, which by current
estimates for lattice cryptography would correspond to a
security parameter A somewhere between 128 and 192
bits.

Encryption and decryption times increase linearly with
ciphertext size at first, then plateau at A\ bits and be-
yond, since for long messages one would use hybrid
IBE+Symmetric encryption scheme, where the IBE is
used to encrypt a A-bit ephemeral key for a suitable
symmetric cipher mode of operation (an unauthenticated
mode, since we only require chosen-plaintext security).

Individual private key extraction at this security level
is a bit lengthier at several seconds per identity, but recall
that this will rarely if ever need to be done in an election.
The mere existence of this functionality acts as a deterrent
against voters intentionally crafting incorrect ballot shares.

In terms of ciphertext and public-key sizes, accommo-
dating A-bit plaintexts (or more with hybrid encryption)
is not much different than 1-bit plaintexts. The bulk of
the ciphertext consists of the n-vector s (where, e.g.,
n ~ 512), to which one would add some n’ additional
elements y € Z,, where A logyqg < n' < A (eg., for
A = 192, take n’ = 48 or 64). In summary, the total
ciphertext overhead, excluding the size of the message
itself, will be slightly in excess of the “smaller” lattice
dimension n times log, g bits.

6.2. Commitment scheme and NIZKP

For the commitment scheme and the NIZKP 7V, Del
Pino et al. [30] give results of an experiment conducted
with 11000 voters and 4 trustees that we briefly recall
here.!” They report that each voter device takes about 8.5
ms for creating the commitments and the (approximate)
NIZKP per trustee, and that its total size is roughly 15 KB
per trustee. They further report that it takes each trustee
0.15 sec per voter, in total for creating the amortized exact
NIZKP and for tallying the ballots.

16. Our test machine was an 8th-generation Intel i7 laptop, with
3.3 GHz single-thread measured clockspeed. All mitigations against
speculative-execution attacks on Intel have been applied. The entire
implementation is in plain C from the ground up, linking only to the
standard C math library and only for the Gaussian sampler.

17. They used a laptop with an Intel Skylake i7 CPU running at 2.6
GHz.

7. Security Analysis

In this section, we formally analyze the security of
the generic Epoque protocol in terms of verifiability and
privacy.

7.1. Computational Model

We start by formally modeling Epoque using a general
and established computational framework (see, e.g., [20],
[50], [51]) that we can use both for analyzing verifiability
and privacy of Epoque.

The computational model introduces the notion of a
process which can be used to model protocols (we recall
some details in Appendix C). Essentially, a process 7p
modeling some protocol P is a set of interacting ppt Turing
machines which capture the honest behavior of protocol
participants. The protocol P runs alongside an adversary
A, modeled via another process ma, which controls the
network and may corrupt protocol participants; here we
assume static corruption. We write 7=(7p||ma) for the
combined process.

7.1.1. Modeling of Epoque. The Epoque voting protocol
can be modeled in a straightforward way as a protocol
PEpoque (W, 7T, Mcand, 1) in the above sense, as detailed
next. By ny we denote the number of voters V; and
by nt the number of trustees Ty. By ncang We denote
the number of candidates, and by p we denote a prob-
ability distribution on the set of choices C = {v €
{0, 1}7end Z?j"{’ [7] = 1}. An honest voter makes
her choice according to this distribution.'® This choice
is called the actual choice of the voter.

In our model of Epoque, the voting authority AT
is part of an additional agent, the scheduler S. Besides
playing the role of the authority, S schedules all other
agents in a run according to the protocol phases. We
assume that S and the bulletin board B are honest, i.e.,
they are never corrupted. While S is merely a virtual entity,
in reality, B should be implemented in a distributed way
(see, e.g., [27], [42], [44]).

7.2. Verifiability

In this section, we establish the level of verifiability
provided by Epoque. To this end, we use the generic and
widely used verifiability definition proposed in [50] which
we briefly recall first.

7.2.1. Verifiability framework. The verifiability defini-
tion [50] assumes a “virtual” entity, called the judge J,
whose role is to either accept or reject a protocol run.
In a real election, the program of the judge can be exe-
cuted by any party, including external observers and even
voters themselves. The judge takes as input solely public
information (e.g., the zero-knowledge proofs in Epoque
published on the bulletin board) to perform certain checks.
In the context of e-voting, for verifiability to hold, the
judge should only accept a run if “the announced election

18. This in particular models that adversaries know this distribution.
In reality, the adversary might not know this distribution precisely. This,
however, makes our security results only stronger.



TABLE 2: IBE Benchmarks

IBE Algorithm/Metric Complexity Low Security
Dimensions n X 2m 100 x 2400
Max Ctx. Overhead O((n+ A) -logq) 0.4 kB

KeyGen O(m? -1og? q) 405 sec
Extr O(m -n? -log? q) 1 to 3 sec
Enc (1 bit) O(m -n-log? q) 3 ms
Dec (1 bit) O(m -log? q) 1 ps
Dec (192 bits) O(m -log? q) 0.2 ms

Medium Security Med-High Security Higher Security
200 x 4800 300 x 7200 400 x 9600
0.6 kB 0.8 kB 1 kB
3711 sec 11589 sec 35443 sec
6 to 8 sec 22 sec 53 sec
7 ms 11 ms 17 ms
2 ps 3to4 us 4 ps
0.4 ms 0.6 ms 0.8 ms

Remarks: (1) For all security levels in the experiments, we used the prime modulus g = 4093. (2) Private-key extraction timing has
higher variance than the other operations, due to a combination of rejection sampling without the need for too many samples. (3)
Encryption and especially decryption times are barely measurable, scaling only linearly and with very small constant factors. For
1-bit messages, we measured them using respectively 1000 and 1000000 iterations with precautions against the compiler possibly
optimising some of the work away. (4) The log ¢ and log? ¢ factors in the complexity column respectively capture the asymptotic
size and time factors of working in g¢-bit arithmetic, and can be ignored when ¢ (here 12 bits) fits in a CPU register.

result corresponds to the actual choices of the voters”.
This statement is formalized via the notion of a goal ~
of a protocol P. A goal v is simply a set of protocol
runs for which the mentioned statement is true, where
the description of a run contains the description of the
protocol, the adversary with which the protocol runs, and
the random coins used by these entities.

Following [50], we say that a goal ~ is verifiable
by the judge J in a protocol P, if the probability that
J accepts a run r of P even though the goal v is vio-
lated (i.e., ¢ ) is negligible in the security parame-
ter. In the formal definition of verifiability (which is a
bit shortened for brevity of presentation), we denote by
Pr[(#p||ma)®) +— —v, (J: accept)] the probability that a
run of the protocol along with an adversary ma (and a
security parameter ¢) produces a run which is not in ~y but
in which J (nevertheless) returns accept. This probability
should be negligible.

Definition 1 (Verifiability [50]). We say that a goal ~
is verifiable by the judge J in a protocol P if for all
adversaries 7a, the probability

Pr((#p|ma) ==y, (J: accept)]
is negligible as a function of /.

For our subsequent verifiability analysis of Epoque,
we instantiate the verifiability definition with the goal
~() proposed in [20]. This goal captures the intuition of
v given before. The parameter ¢ is a Boolean formula to
describe which protocol participants are assumed honest.
The goal y(y) is defined formally as described next (we
simplified the definition for brevity of presentation).
Definition 2 (Goal () [20]). Let P be a voting protocol.

Let I; and I; denote the set of honest and dishonest

voters, respectively, in a given protocol run. Then,

~(¢p) consists of all those runs of the voting protocol

P where either

e ( is false (e.g., the adversary corrupted a voter
that is assumed to be honest), or

e ¢ holds true and there exist (valid) dishonest
choices (m;);cr, such that the election result
equals (m;);er,ur,, where (m;);cz, are the honest
voters’ choices.

7.2.2. Analysis. We prove the verifiability result for
Epoque under the following assumptions:

e (V1) The IBE scheme is correct (for verifiability,
IND-ID-CPA-security is not needed), the commit-
ment scheme is computationally binding, and my
is a NIZKP.

e (V2) The scheduler S, the bulletin board B, the
judge J, and all voter supporting devices VSD;
are honest:

¢ = hon(S) A hon(B) A hon(J) K hon(VSD;)

i=1

Note that an arbitrary number of voters and trustees
may be controlled by the adversary. In Appendix A, we
show how to mitigate trust on the voter supporting devices
as well.

The verification procedure J of Epoque essentially
involves checking individual secret keys revealed by the
trustees (if any) and NIZKPs (see Appendix D for details).
If one of these checks fails, the protocol run and hence the
result are rejected. Now, essentially, the following theorem
states that the probability that in a run of Epoque an
honest voter’s vote has been dropped or manipulated if
¢ holds true (i.e., y(y) is broken) but the protocol run is
nevertheless accepted by J is negligible.

Theorem 1 (Verifiability). Under the assumptions (V1)
and (V2) stated above, the goal v(¢) is verifiable in
the protocol Pgpoque(nv, N7, Ncand, 1) by the judge J.

The correctness of Theorem 1 follows immediately
from a stronger result. In fact, Epoque even provides
accountability which implies verifiability as demonstrated
in [50]. For verifiability, one requires only that, if the
election outcome does not correspond to how the vot-
ers actually voted, then such a protocol run is not ac-
cepted. Verifiability however does not require the blame
of misbehaving parties. On the contrary, accountability
requires that misbehaving parties be (publicly) blamed, an
important property in practice as misbehavior should be
identifiable and have consequences: accountability serves
as a deterrent. We state the accountability result of Epoque
in Appendix E and formally prove it in Appendix E.2.3.



7.3. Privacy

In this section, we carry out a rigorous analysis of the
vote privacy of Epoque and show that the privacy level
of Epoque is ideal. For this purpose, we use the privacy
definition for e-voting protocols proposed in [51] which
has already been used to analyze a number of further
voting protocols and mix nets [47]-[49], [51], [52].

7.3.1. Definition. The definition proposed in [51] formal-
izes privacy of an e-voting protocol as the inability of
an adversary to distinguish whether some voter Vs (the
voter under observation), who runs her honest program,
voted for choice chg or choice chj.

To define this notion formally, we first introduce the
following notation for an arbitrary e-voting protocol P.
Given a voter Vyps and ch € C, we consider instances
of P of the form (7y,, (ch)||7*||ma) where @y, (ch) is
the honest program of the voter Vps under observation
who takes ch as her choice, 7* is the composition of
programs of the remaining parties in P, and 7p is the
program of the adversary. In the case of Epoque, 7*
includes the scheduler, the bulletin board, all other voters,
and all trustees.

Let Pr[(7v,, (ch)||7*||ma)®*) + 1] denote the prob-
ability that the adversary writes the output 1 on some
dedicated tape in a run of (v, (ch)||7*||wa) with security
parameter ¢ and some ch € C, where the probability
is taken over the random coins used by the parties in
(#v,, (ch) 7 [7n).

Now, vote privacy is defined as follows, where for
Epoque we quantify over all adversaries wa which neither
corrupt the bulletin nor the scheduler S.

Definition 3 (Privacy). Let P be a voting protocol, Vps
be the voter under observation, and § € [0,1]. Then,
P achieves §-privacy, if for all choices chg,ch; € C
and all adversaries wp the difference

Pr(fv,, (cho) |7 [|7a) ) 1]
= Pr[(tv,,, (chy) [ |ma) ) = 1]

is 6-bounded' as a function of the security parameter
14,

In other words, the level § is an upper bound of
an arbitrary adversary’s advantage to “break” vote pri-
vacy. Therefore,  should be as small as possible. Note,
however, that even for an ideal e-voting protocol with
a completely passive adversary, 4 might not be 0: for
example, there might be a non-negligible chance that all
honest voters, including the voter under observation, voted
for the same candidate, in which case the adversary can
easily derive from the final election result how the voter
under observation voted.

7.3.2. Analysis. We now state that Epoque provides ideal
vote privacy in the case that at most nt—1 trustees are dis-
honest, where nt is the number of trustees: clearly, if all
trustees were dishonest, privacy could not be guaranteed
because an adversary could simply open all commitments
in the list of ballots.

19. A function f is d-bounded if, for every ¢ > 0, there exists g
such that |f(£)] < & + £—¢ for all £ > 4.

More specifically, the formal privacy result for
Epoque is formulated w.r.t. an ideal voting protocol
Zyoting (Mv, Ncand, £4). In this protocol, all ny voters pick
their candidates according to the distribution . The ideal
protocol outputs the total number of votes per candidate.
The privacy level Ji((:le\fjncand;N) this ideal protocol has de-
pending on the given parameters was derived in [51].

To prove that the privacy level of Epoque is ideal, we
make the following assumptions about the primitives we
use (see also Section 3):

e (P1) The IBE scheme is IND-ID-CPA-secure, the
commitment scheme is computationally binding
and hiding, and 7y is a NIZKP of knowledge.

e (P2) An adversary ma does neither corrupt the
scheduler S, nor the bulletin B, nor all trustees,
and at least ny"°"t voters including their voting
devices are honest.

Now, the following privacy theorem says that the
privacy level of Epoque is ideal under the previous as-
sumptions.

Theorem 2 (Privacy). Under the assumptions (P1)
and (P2) stated above, the voting protocol
PEpoque (v, T, Mcand, 1) achieves a privacy level of
6idea|
(

Nyt ncang )

The proof is provided in Appendix F, where we use a
sequence of games to reduce the privacy game for Epoque
to the privacy game for the ideal voting protocol.

8. Discussion

In this section, we first discuss the main properties of
Epoque, and then compare Epoque with the few related
e-voting protocols that are designed to protect against
quantum computers.

8.1. Lattice-based security

We have formally proven that the generic Epoque e-
voting protocol guarantees vote privacy, as well as veri-
fiability and accountability in the presence of malicious
tallying authorities (Section 3 to 7.3). Furthermore, we
have demonstrated how Epoque can be extended with
a lightweight return code scheme to also protect against
malicious voters’ supporting devices (Appendix A). Since
Epoque and its return code extension can be instantiated
with purely lattice-based cryptographic primitives (Sec-
tion 4), we obtained a completely lattice-based e-voting
protocol with end-to-end verifiability and vote privacy.

8.2. Practicality

Our lattice-based instantiation of the generic Epoque
e-voting protocol consists of three cryptographic prim-
itives, namely our new IBE scheme, the commitment
scheme and the ZKP of well-formedness. Del Pino et
al. [30] demonstrated that the lattice-based instantia-
tions of the commitment scheme and the ZKP of well-
formedness are practical. In this work, we have fully
implemented our lattice-based IBE scheme and provide
detailed benchmarks to show its practicality (Section 6).



Altogether, in combination, this demonstrates that our
lattice-based instantiation of Epoque is practical.

The core components scale linearly in the number of
voters and trustees, and only logarithmically in the number
of candidates (for simple voting rules). For the whole
system, complexity is O(n logn) in the number of ballots,
since sorting will be needed, and O(n) in the number of
candidates, if only to print them somewhere.

We note that the trustees can safely provide their
service even if many malicious voters submit incorrect
ciphertexts. Proving that a ciphertext decrypts to an invalid
opening is not an urgent matter. If a ciphertext decrypts
to an invalid opening, then the trustees can set aside the
respective ballot and tally the remaining (valid) ballots
to announce the election result without delay. Extracting
and publishing the individual secret key of an incorrect
ciphertext can be done afterwards. Also note that a voter
who submits an invalid ballot effectively wastes her vote
and can be identified (and thus held accountable) as well.
Altogether, both the risk and the effect of such “DDoS”
attacks is very small.

8.3. Coercion-resistance

We have formally proven that Epoque provides the
most fundamental security properties each secure e-voting
system must provide: privacy and verifiability (and even
accountability). Beyond these fundamental properties, it
is sometimes desirable that voters cannot be coerced to
vote for a given candidate, or that they cannot sell their
votes. Therefore, some e-voting systems were designed
to resist against or to mitigate the possibility of coercing
voters and selling votes (e.g., [15], [18], [61]). Typically,
these e-voting systems employ very specific cryptographic
primitives (e.g., re-randomizable signature schemes [15]).
Instantiating such techniques with practical lattice-based
primitives is an open and interesting question that we leave
for future work.

8.4. ZKPs of correct decryption

As mentioned in Sec. 2.2, an alternative approach to
the one followed in this paper is to employ a ZKP of
correct decryption. Constructing such a ZKP for lattice-
based encryption schemes has attracted much interest in
the literature. Until very recently, existing results relied on
classical hardness assumptions (e.g., [31]) or came with
parameters indicating that they are not really practical
(e.g., [7]) compared to the results we achieve here using
the IBE “trick”. As to the best of our knowledge, the first
comparably efficient and completely lattice-based solution
to this problem can be based on the ZKP system by Esgin,
Nguyen, and Seiler [35].2° Both Esgin et al.’s ZKP and our
IBE technique do not introduce any significant overhead
on the voters’ or on the trustees’ side. Only if a voter does
not encrypt a valid opening, Esgin et al.’s ZKP enables
a trustee to prove malformedness faster (but with larger
proof size). Because this will rarely if ever need to be
done in an election and can also be executed after the

20. Lyubashevsky, Nguyen, and Seiler [55] demonstrate how to further
reduce the proof size of [35], assuming a new hardness assumption
(“extended LWE”) which is not yet established.

election result was announced (see above), both Esgin
et al.’s ZKP as well as our IBE technique are similarly
practical solutions to the same problem. Compared to
Esgin et al.’s ZKP, the ABB IBE scheme [4] we extended
is not only well-established but also conceptually simpler
and thus easier to implement correctly—an aspect which
must not be underestimated (see, e.g., [41]). Ultimately, it
will be up to the implementer which option to choose.

8.5. Related work

There are several e-voting protocols in the literature
that aim to achieve vote privacy in the presence of
quantum (see [39]) or even computationally unbounded
adversaries (see, e.g., [28]). But only few (techniques for)
e-voting protocols have been published so far that were
designed to guarantee both vote privacy and verifiability
against quantum attackers. In what follows, we elaborate
on all of these works and their relationship to Epoque.

8.5.1. Del Pino et al. (CCS 2017). The e-voting protocol
by Del Pino, Lyubashevsky, Neven, and Seiler [30] is a
practical lattice-based instantiation of the basic homomor-
phic secret-sharing e-voting protocol by Cramer, Franklin,
Schoenmakers, and Yung [25]. In particular, [30] inherits
the (limited) security of [25] (see Section 2).

8.5.2. Chillotti et al. (PQCrypto 2016). The voting pro-
tocol by Chillotti, Gama, Georgieva, and Izabachene [17]
is built upon a fully homomorphic lattice-based PKE
scheme. Chillotti et al. do not provide any benchmarks
but the employment of fully homomorphic encryption
indicates that their voting protocol is not practical.

8.5.3. Boyen et al. (Esorics 2020). Boyen, Haines, and
Miiller [13] proposed and employed a generic technique,
named trip wires, to make any decryption mix net veri-
fiable without requiring any further cryptographic primi-
tives (in particular, no ZKPs). Boyen et al. applied this
technique to a completely lattice-based decryption mix
net; the resulting protocol can directly be used for verifi-
able and highly practical lattice-based e-voting. In contrast
to Epoque, [13] does not aim for a “perfect” but “high”
verifiability level (which guarantees that the probability
of being caught cheating increases exponentially in the
number of manipulated votes), and [13] requires a set of
auditors one of which needs to be trusted (temporarily).
At the same time, in contrast to homomorphic protocols
like Epoque, decryption mix nets such as [13] have the
advantage to easily handle very complex ballots (e.g.,
for IRV or STV elections). Therefore, both protocols,
Epoque and [13], are useful options for practical lattice-
based e-voting, each of them with its own balance between
security and the set of manageable voting methods.

8.5.4. Proofs of correct shuffle. None of the published

lattice-based proofs of correct shuffling for re-encryption
mix nets [23], [24], [64] has been implemented so far.

9. Conclusion

We proposed Epoque, the first end-to-end verifiable
e-voting protocol that can completely be instantiated with



practical lattice-based cryptographic primitives. Epoque
supports arbitrarily many voters and tallying authorities.

For this purpose, we proposed a new highly efficient
version of the lattice-based Agrawal-Boneh-Boyen IBE
scheme. We fully implemented this IBE scheme and pro-
vided detailed benchmarks for demonstrating the practi-
cality of the IBE scheme and thus the one of Epoque.

We formally proved the security of Epoque in terms
of verifiability, accountability, and vote privacy, each one
under standard and transparent trust assumptions.

We also demonstrated how Epoque can be extended
with a lightweight return code scheme in order to mitigate
trust on the voters’ voting devices.
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Appendix A.
Epoque with Return Codes

In Section 3, we have presented the Epoque e-voting
protocol which protects against malicious tallying author-
ities. In this section, we describe how Epoque can be
extended so that it is also verifiable in the presence of cor-
rupted voting devices (recall Section 2.3). More precisely,
our extension enables each human voter to verify whether
or not her voting device submitted a ballot that contains
her actual vote. For this purpose, we extend Epoque with
a return code scheme so that the resulting voting protocol
is end-to-end verifiable.

In what follows, we will first recall the general concept
of return codes in Section A.l. After that, in Section A.2,
we will explain the idea of our return code scheme for
Epoque. In Section A.3, we will elaborate on the prop-
erties of Epoque with return codes, including its security
and its (negligible) overhead.

A.1. General concept of return codes

On a high level, a return code scheme works as
follows. In addition to the existing protocol participants,
we require a return code authority (RCA). The original
voting protocol is extended as follows:

A.1.1. Generating return codes. For each human voter
V; and each possible candidate j € {1,...,ncand}, the
return code authority generates a unique return code ¢,
Then, the return code authority sends the return code sheet

! (30)

(rcht, ... et mend)
to voter V; on a channel different from the one that the
voter uses to cast her ballot. Furthermore, RCA posts V;’s
return code sheet in a “secret” (e.g., encrypted) form on
the bulletin board so that only the trustees can jointly
open it (a threshold scheme may be used here to avoid
introducing single points of failure, and likewise the RCA
may be distributed).

A.1.2. Reconstructing return codes. As before, voter
V; enters her chosen candidate j to her voting device.
Then, the voting device generates and submits V;’s ballot
to the bulletin board. Now, the trustees take as input V;’s
“secret” return code sheet and the voting device’s “secret”
candidate j’, and securely reconstruct V;’s return code



r¢’ that belongs to candidate j’ chosen by the voting
device. The trustees post r¢tJ" on the bulletin board.?!
The voter can now verify whether or not rcd = rcd’
holds true, i.e., whether her voting device submitted her
actual candidate j.

A.1.3. Security. The main idea is that if the return code
authority and the voter’s voting device do not collude, then
undetectably manipulating the voter’s choice is as hard as
correctly guessing the respective return code. Since each
return code is chosen uniformly at random, vote privacy
is not affected.

A.2. Idea of Epoque with return codes

We now present the idea of our return code technique.
For the sake of simplicity, we focus on the case of two
candidates, i.e., where each voter can either vote for “0”
or “17”.

In addition to the cryptographic primitives of Epoque
(Section 3.2), we require a cryptographic hash function
that maps tuples of the message space of the commitment
scheme Mcom to {0,1}. The bit length I > 1 should
be chosen such that (i) human voters can successfully
check with high probability whether or not two random
elements from {0, 1}! are equal, and (i7) the probability
of collisions under h is bounded by some small §.

A.2.1. Generating return codes. For each voter, the
return code authority RCA chooses a blinding element
£ uniformly at random from the message space of the
commitment scheme M,,. Then, the voter’s return codes
are h(f) for candidate 0 and h(8 + 1) for candidate 1.
The voter’s return code sheet is

re= (h(B), (5 +1)). @31

The return code authority RCA sends r¢ to the voter
who verifies whether or not it contains any duplicates. If
yes, the voter contacts the voting authority and reveals the
malformed return code sheet. If not, the voter accepts the
return code sheet.

Now, analogously to the ballot casting procedure of
the voters, the return code authority

1) shares $ among the trustees:

<5> = (ﬁh"wﬂnT)v (32)
2) commits to all of these shares, i.e., for each T
(7167 pk) <~ Com(prmcoma 616)7 (33)

3) encrypts each tuple (S, pr) using Ty’s public pa-
rameters prm, and RCA’s identity, i.e., for each Ty

e < Enc(prmy,, RCA; (B, pr.))- (34)

Eventually, the return code authority publishes
(Y& €x) L, on the bulletin board.

A.2.2. Verification of committed blinded return code
sheets. Analogously to the ballot verification, each trustee
Ty verifies whether ¢; decrypts to a valid opening of ~g.
If this is not the case, then Ty publishes the individual
secret key of RCA w.r.t. its master public key mpk;,.

21. It could also be returned to the voter on any channel not controlled
by the voting device.

A.2.3. Reconstruction of return code. For each trustee
Tk, let (v,r}) be the result of decrypting e, (Sec-
tion 3.2). In other words, v = ), v; € {0,1} is the
choice submitted by the voting device. Now, each trustee
T publishes the tuple

(Ok, Tx) = (Vg + B, 7% + k) (35)

which can be publicly verified by Open(prm ., Uk, Ck +
Vi Th)-

After all trustees have published their opening values,
then

b Z O, (36)

is publicly computed and the reconstructed return code
h(v) is sent to the voter, by a channel other than her
voting device.

A.2.4. Extended voter verification. Observe that, due to
the homomorphic and binding property of the commitment
scheme,

nrt nrt nt

b= = (Z%) + (Zﬁk> =v+5 37
k=1 k=1 k=1

holds true (with overwhelming probability), where v’ €

{0, 1} is the vote cast by the voter’s voting device. There-

fore, © equals to 3 if the voting device has cast a “0-vote”

and to 8 + 1 if it has cast a “1-vote”.

The voter verifies whether h(0) equals to the return
code associated to the candidate v € {0,1} that she has
chosen. If this is not the case, the voter can publish a
complaint.

A.3. Properties

We elaborate on the properties of the return code
scheme.

A.3.1. Additional channels. In the description above, we
have deliberately abstracted away from the channel that
the human voter V; uses to receive her return code sheet
r¢ from the return code authority RCA, and from the one
that she uses to read the reconstructed return code from
the bulletin board B.

It is obvious that the channel from RCA to V; is
supposed to be authenticated as otherwise the adversary
could choose the return code sheet on RCA’s behalf.
Furthermore, in order to protect V;’s vote privacy against
a public observer, we also require that this channel is
untappable. In practice, RCA could send r¢ to V; via
postal mail or a second (trusted) device.

We also require that the channel used by V; to read
h(v) from B is authenticated. To see why, assume that
V; votes for the first candidate but the corrupted voting
device VSD; submits a ballot for the second one. Now,
the trustees output 5 + 1 so that the reconstructed return
code equals to h(8 + 1). However, if the channel from
V,; to B was not authenticated, the adversary (who knows
B+1, hence $3) could simply show h(3) to V,; who would
not complain even though her ballot was manipulated. In
practice, one could send the reconstructed return code to



V; via a second (trusted) device. For example, if VSD; is
V;’s personal computer, then the second device could be
her mobile phone to which h(?) is sent as SMS.

A.3.2. Verifiability. As described in Section A.2, if the re-
turn code authority RCA is honest, then the reconstructed
return code h(¥) equals to the return code on r¢ for the
candidate that the (possibly corrupted) voting device voted
for. Hence, under the above assumptions on V;’s channels,
a corrupted voting device VSD; cannot tamper with V;’s
vote without this manipulation being detected by V; (with
a certain probability).

We note that the return code scheme is not dispute-
free. In fact, if a voter complains that her reconstructed
return code was not correct, then it is not clear who is
dishonest: the voter or her voting device? This is a general
issue that, as far as we know, applies to virtually all
return-code schemes in the literature. Then again, recall
that the idea of return codes is not to completely remove
trust from the voting devices but to mitigate it. Therefore,
in case several voters (independently from each other)
complain that their return code check was not successful,
then this provides some evidence that something went
wrong. Subsequent investigations can then help to single
what caused the issue (e.g., a bug of the voters’ voting
software).

A.3.3. Privacy. Observe that if the return code authority
is honest, then g perfectly blinds V;’s vote. Hence, vote
privacy is not affected by the return code scheme.

A.3.4. Overhead. The return code scheme does not add
any overhead to creating and submitting ballots. For the
trustees, the overhead is minimal, too. In addition to the
steps in Epoque, each trustee T; merely has to decrypt
ny IBE ciphertexts and to do ny plaintext additions.

Appendix B.
Identity-Based Encryption (IBE)

B.1. Definition

An identity-based encryption (IBE) scheme is a tuple
of algorithms (KeyGen,,, Extr, Enc, Dec) where:

o KeyGen,, is a ppt algorithm which takes 1°
and outputs the public parameters prmy, €
{0,13P°5) and a master secret key msk. The
public parameters prm contain a definition of the
message space Mipe = Mf,e, the ciphertext space
Cipe = Ci’fae, the set of identities 1D, and the master
public key mpk.

e Extr is a deterministic polynomial-time algorithm

which takes prm,., msk,id € ID and outputs the
individual secret key msk' corresponding to iden-
tity id.

o Encis appt algorithm which takes prmy,,, id € ID,
m € Mipe and outputs a ciphertext ¢ € Cipe.

e Dec is a deterministic polynomial-time algorithm
which takes prmy,, msk® ¢ € Cp. and outputs
either m € Mpe or L.

These algorithms must satisfy that for all id € ID, m €
Mipe, we have m = Dec(.prmibe,msk'd,c), where ¢ +
Enc(prmy,.,id, m) and msk® < Extr(prm,,., msk, id).

B.2. IND-ID-CPA security

Let (KeyGeny,, Extr, Enc,Dec) be an IBE scheme.
The (IND-ID-CPA) challenger Ch is a ppt algorithm that
takes as input a bit b, public parameters prm;,., a master
secret key msk and that serves the following types of
queries:

1) For id € |ID, the challenger returns the in-
dividual secret key corresponding to id, i.e.,
Extr(prm,, msk,id), if the challenger has not yet
returned a ciphertext for identity id (second query
type).

2) For two messages mg,m1 € My of the same
size and a challenge identity id € 1D, the
challenger returns the challenge ciphertext ¢ <+
Enc(prmyy,, id, my) if the challenger has not yet re-
turned the individual secret key corresponding to the
challenge identity id (first query type) and if this
query type has not yet been called before.

Let (KeyGeny,, Extr, Enc,Dec) be an IBE scheme
with security parameter ¢ and let Ch be the challenger
(as defined above). Then the IBE scheme is IND-ID-CPA-
secure, if for every ppt adversary A, we have that

|Pr[(prmype, msk) < KeyGen(1¢);
b o ACh(l,prmibe,msk)(lé’ prmibe); y = 1]

—  Pr[(prmy,, msk) < KeyGen(1°);
b — ACh(O,prmibe,msk)(:LZ’ prmibe);b/ _ 1]'

is a negligible function in /.

Appendix C.
General Computational Model

In this section, we explain the computational model
for our security analysis (Section 7) in more detail.

Process. A process is a set of probabilistic polynomial-
time interactive Turing machines (ITMs, also called pro-
grams) which are connected via named tapes (also called
channels). Two programs with a channel of the same name
but opposite directions (input/output) are connected by
this channel. A process may have external input/output
channels, those that are not connected internally. At any
time of a process run, one program is active only. The
active program may send a message to another program
via a channel. This program then becomes active and after
some computation can send a message to another program,
and so on. Each process contains a master program, which
is the first program to be activated and which is activated
if the active program did not produce output (and hence,
did not activate another program). If the master program
is active but does not produce output, a run stops.

We write a process m as m = pil|---|p;, where
p1,...,p; are programs. If m; and me are processes,
then 71 ||mo is a process, provided that the processes are
connectible: two processes are connectible if common
external channels, i.e., channels with the same name, have
opposite directions (input/output); internal channels are
renamed, if necessary. A process m where all programs
are given the security parameter 1¢ is denoted by 7(*). In
the processes we consider, the length of a run is always



polynomially bounded in /. Clearly, a run is uniquely
determined by the random coins used by the programs
in 7.

Protocol. A protocol P is modeled via a process, where
different participants and components are represented via
one ITM each. Typically, a protocol contains a scheduler
S as one of its participants which acts as the master
program of the protocol process (see below). The task
of the scheduler is to trigger the protocol participants and
the adversary in the appropriate order. For example, in the
context of e-voting, the scheduler would trigger protocol
participants according to the phases of an election.

The honest programs of the agents of P are typically
specified in such a way that the adversary A can corrupt
the programs by sending the special message corrupt.
Upon receiving such a message, the agent reveals all
or some of its internal state to the adversary and from
then on is controlled by the adversary. Some agents,
such as the scheduler, will typically not be corruptible,
i.e., they would ignore corrupt messages. Also, agents
might only accept corrupt messages upon initialization,
modeling static corruption. This is the case for our security
analysis of Epoque.

We say that an agent a is honest in a protocol run r if
the agent has not been corrupted in this run, i.e., has not
accepted a corrupt message throughout the run. We say
that an agent a is honest if for all adversarial programs
ma the agent is honest in all runs of 7p||ma, i.e., a always
ignores all corrupt messages.

Property. A property v of P is a subset of the set of all
runs of P.?> By —y we denote the complement of ~.

Appendix D.
Judging Procedure of Epoque

In this section, we precisely define the honest program
7 of the judge J in Epoque. Recall that we assume that
J is honest. We note that the honest program 7 of J, as
defined below, uses only publicly available information,
and therefore every party, including the voters as well as
external observers, can run the judging procedure.

The program 7, whenever triggered by the scheduler
S, reads data from the bulletin board and verifies its
correctness, including correctness of posted complaints.
The judge outputs verdicts (as described below) on a
distinct tape. More precisely, the judge outputs verdict in
the following situations:

(J1) If a party a deviates from the protocol specification
in an obvious way, then J blames a individually
by outputting the verdict dis(a). This is the case
if the party a, for example, (i) does not publish
data when expected, or (i7) publishes data which
is not in the expected format, or (iii) publishes a
NIZKP which is not correct, etc.

(J2) If, at the end of the ballot submission phase, the
list of ballots b published by bulletin board B

22. Recall that the description of a run r of P contains the description
of the process 7p ||ma (and hence, in particular the adversary) from which
r originates. Therefore, v can be formulated independently of a specific
adversary.

contains more than two ballots of the same voter,
or a ballot with an invalid NIZKP, or two ballots
that contain the same (partial) entries, then the
judge outputs the verdict dis(B).

(J3) If, at the beginning of the tallying phase, trustee
Tj, publishes the correct individual secret key
msk;, of voter V; and ¢j, decrypts (using mskj) to
an invalid opening of ¢, then the judge outputs
the verdict dis(VSD;).

(J4) If, at the beginning of the tallying phase, trustee
T publishes either (i) an incorrect individual
secret key, or (ii) a correct individual secret key
msk;, of voter V; and el decrypts (using msk},) to
a valid opening of ¢}, then the judge outputs the
verdict dis(Ty).

(J5) If, during the tallying phase, trustee T publishes
vy, and 7, such that 0 <= Open(prm ,,,, vy, ¢, 77,),
where ¢, + Y, ¢;’, then the judge outputs the
verdict dis(Ty).

If the judge J outputs dis(Ty) for some Ty, then the
judge outputs reject on a distinct tape, and the protocol
aborts immediately. Otherwise, the judge outputs accept.

Appendix E.
Accountability

In this section, we first recall the accountability frame-
work and definition that has been introduced in [50]. Af-
terwards, we apply this definition to analyze accountability
of Epoque.

E.1. Accountability Framework

To specify accountability in a fine-grained way, the no-
tions of verdicts, constraints and accountability properties
are used.

E.1.1. Verdicts. A verdict can be output by the judge (on
a dedicated output channel) and states which parties are
to be blamed (that is, which ones, according to the judge,
have misbehaved). In the simplest case, a verdict can state
that a specific party misbehaved (behaved dishonestly).
Such an atomic verdict is denoted by dis(a) (or —hon(a)).
It is also useful to state more fine grained or weaker
verdicts, such as “a or b misbehaved”. Therefore, in the
general case, we will consider verdicts which are boolean
combinations of atomic verdicts.

More formally, given a run r of a protocol P (i.e., a
run of some instance 7p||7a of P), we say that a verdict ¢
is true in r, if and only if the formula v evaluates to true
with the proposition dis(a) set to false if party a is honest
in r, i.e., party a runs 7, in r and has not been (statically)
corrupted in r. For the following, recall that the instance
7ip||wa is part of the description of r. By this, we can talk
about sets of runs of different instances.

E.1.2. Accountability constraints. Who should be
blamed in which situation is expressed by a set of ac-
countability constraints. Intuitively, for each undesired
situation, e.g., when the goal v(¢) is not met in a run
of Pgpoque, We would like to describe who to blame.



More formally, an accountability constraint is a tuple
(o, 91, ..., ), written (o = 1 | -+ | ¢), where «
is a property of P (recall that, formally, this is a set of
runs of P) and 1, ...,y are verdicts. Such a constraint
covers a run 7 if r € a. Intuitively, in a constraint I' =
(o = 41 | -+ | ¢) the set « contains runs in which
some desired goal of the protocol is not met (due to the
misbehavior of some protocol participant). The formulas
1,...,9 are the possible (minimal) verdicts that are
supposed to be stated by J in such a case; J is free to
state stronger verdicts. Formally, for a run r, J ensures
T in r, if either r ¢ « or J states a verdict ¢ in r that
implies one of the verdicts 1, ..., (in the sense of
propositional logic).

E.1.3. Accountability property. A set ® of accountabil-
ity constraints for a protocol P is called an accountability
property of P. An accountability property ¢ should be
defined in such a way that it covers all relevant cases
in which a desired goal is not met, i.e., whenever some
desired goal of P is not satisfied in a given run r due to
some misbehavior of some protocol participant, then there
exists a constraint in ¢ which covers r. In particular, in
this case the judge is required to state a verdict.

E.1.4. Notation. Let P be a protocol with the set of agents
3 and an accountability property ¢ of P. Let m be an
instance of P and J € ¥ be an agent of P. We write
Pr[r(® s =(J: ®)] to denote the probability that 7, with
security parameter 1¢, produces a run such that J does not
ensure [ in this run for some I" € ®.

Definition 4 (Accountability’®). Let P be a protocol
with the set of agents 3. Let J € X be the judge,
and ¢ be an accountability property of P. Then, the
protocol P is ®-accountable w.rt. the judge J if for
all adversaries ma and m = (7p||ma), the probability
Pr[r(® s =(J: ®)] is negligible as a function of /.

E.1.5. Individual accountability. In practice, so-called
individual accountability is highly desirable in order
to deter parties from misbehaving. Formally, (@ =
Y1 | -+ | Yx) provides individual accountability if for
every i € {1,...,k} there exists a party a such that v,
implies dis(a). In other words, each 1, . . . , ¢y, determines
at least one misbehaving party.

E.2. Accountability of Epoque

We are now able to precisely analyze the accountabil-
ity level provided by Epoque. For this, we first define the
accountability constraints and property of Epoque. Then,
we state and prove the accountability theorem.

E.2.1. Accountability constraints. The accountability
theorem for Epoque (see below) states that if the adversary
breaks the goal y(¢) in a run of Pgpoque, then (at least)
one misbehaving trustee can be blamed individually (with

23. Similarly to the verifiability definition, we also require that the
judge J is computationally fair in P, i.e., for all instances w of P, the
judge J states false verdicts only with negligible probability. For brevity
of presentation, this is omitted here (see [50] for details). This condition
is typically easy to check. In particular, it is easy to check that the
judging procedure for Epoque does not blame honest parties.

a certain probability). The accountability constraint for
this situation is =y(¢) = dis(T1)|...|dis(T,,). Now, the
judge J ensures this constraint in a run r if r & —y(p) or
the verdict output by J in » implies dis(Ty) for some Tk.

E.2.2. Accountability property. For Pgyoq.. and the goal
v(p), we define the accountability property @ to consist of
the constraint mentioned above. Clearly, this accountabil-
ity property covers —y() by construction, i.e., if y(¢) is
not satisfied, these constraints require the judge J to blame
some trustee. Note that in the runs covered by this con-
straint all verdicts are atomic. This means that ¢ requires
that, whenever the goal (y) is violated, an individual
trustee Ty is blamed (individual accountability).

For the accountability theorem, we make the same
assumptions (V1) to (V2) as for the verifiability theorem
(see Section 7.2). Now, the following theorem states the
accountability result of Epoque.

Theorem 3 (Accountability). Under the assumptions (V1)
to (V2) (Section 7.2) and the mentioned judging pro-
cedure run by the judge J, Pepoque (v, T, Ncand, 14) 18
$-accountable w.r.t. the judge J.

Recall that, following [50], this accountability theorem
implies the verifiability theorem (Theorem 1). The proof
is provided in the remainder of this section..

E.2.3. Proof. We need to show that the probability of the
event

X=="(p)A-IB
is negligible as a function of ¢, where
IB=dis(Ty) V...V dis(Tp,).

In other words, —IB describes the event that none of the
trustees Ty is individually blamed by the judge J.

Let us first consider the case that an election outcome
res is announced. Now, we assume that —IB holds true.
Let HV be the set of honest voters, and let DV be the set
of dishonest voters (in a giverj run).

Then, the list of ballots b can be split into a list of
ballots (bi)ieHV associated to the honest voters and a list
of ballots (b%);cpy.

Since the bullgtin board is honest, we have that for
all ballots b° € b published by B, the NIZKP =) is
valid (which proves that V; votes for exactly one possible
choice). Thus, by the computational completeness of the
NIZKPs, it follows that for all bt e g, there exist a valid
choice ch’ such that the commitments in b° yield a valid
commitment to ch®, except for with negligible probability.

Since —dis(Ty) holds true for all k € {1,...,nt}, it
follows from judging procedure (J4) that, if T;, publishes
the individual secret key msk; of some voter V;, then
1 € DV. (To see this, recall the argument from Section 2.)
Furthermore, b_f is remov_q,d. We denote the resulting list
of ballots by b*. Tkg:n, b* consists of the set of honest
ballots (b%);cpy in b and a subset (b);c; of the set of
dishonest ballots (b*);cpy in b. In particular, b* consists of
commitments to the (valid) choices (ch");cny made by the
set of honest voters HV and commitments to valid choices
(ch");er made by some subset I of the set of dishonest
voters DV (except for with negligible probability).



Ivoting (nV7 Tcand, M)

Parameters:

e Number of voters ny
e Number of candidates ncang
o Probability distribution p over set of valid
choices C = {z € {0,1}"=r: S0 x[j] =
1}
On init from S do:
1) Vie{1,...,ny}: store ch; <= C.
2) Return success.
On (compute, b) from S do:

1) If b=0, return L.
2) Return res < >, ch.

Figure 1: Ideal privacy functionality for voting protocol.

Since —dis(T) holds true for all k € {1,...,nT} and
since the commitment scheme is homomorphic and com-
putationally binding, it follows from judging procedure
(J5) that the final result equals to ). ., ;ch’, ie., the
sum over all choices ch’ contained in the ballots b’ € 5*
except for with negligible.

Thus, we can conclude that the probability of the event

X =-(p)A-IB

is negligible as a function of .

In the case that no election outcome res is announced,
the judging procedure (J1) ensures that one of the trustees
Ty is blamed individually.

F. Privacy Proof

In this section, we prove Theorem 2 which establishes
the privacy level of Epoque. This privacy level can be
expressed using the privacy level 55~ of the vot-
ing protocol I\,oting(n\/,ncand7 w) with ideal privacy (see
Fig. 1).

Overview of the proof. Recall that, in order to prove
the theorem for the protocol Epoque with ny voters, nt
trustees, ncand candidates, voting distribution p, and voter
under observation Vs, we have to show that

Pr[(7tve, (cho)[|77) = 1] = Pr{(7tv,, (ch)[|7™) = 1]

is 52‘:53',0““,”[3"(1M)-bounded as a function of the security
parameter ¢, for all chg,ch; € C, all programs 7* of the
remaining parties such that at least ny""t voters are
honest in 7* (excluding the voter under observation Vops),
such that at most nt — 1 trustees are dishonest in 7*, and
such that the voter supporting device VSD; of each honest
voter V; is honest.

We can split up the composition 7* in its honest and
its (potentially) dishonest part. Let HV be the set of all
honest voters (without the voter under observation) and
iy be the composition of their honest programs.”* Recall
that the judge J, the scheduler S, the bulletin board B, and

24. Since the VSD; of each honest V; is assumed honest, too, we
unify their programs for the sake of simplicity.

one trustee are honest (w.l.o.g., we assume that the first
trustee T; is honest). Therefore, the honest part, which
we denote by

n = 7|\ 7| 7|7 [[Fnv,

consists of the honest programs 7, g, s, TT,, THy Of
the judge J, the bulletin board B, the scheduler S, trustees
T;, and the honest voters HV, respectively. By #y(ch)
we will denote the composition of all honest programs
including the program of the voter under observation Vs,
ie., wu(ch) = @n||#v,,. (ch). All remaining parties are
subsumed by the adversarial process ma. This means that
we can write 7y, (ch)||7* as 7y (ch)||ma.

In order to prove the result, we use a sequence of
games. We fix ch € C and start with Game O which is
simply the process 7y (ch)||74. Step by step, we transform
Game 0 into Game 6 which is the composition #(ch)||7 4
for some process 4% (ch) and the same adversarial process
m4. Game 6 will be proven indistinguishable from Game
0 from the adversary’s point of view, which means that

[Pr{(7h(ch)[ma) = 1] = Pr[(7 (ch)||ma) = 1]]

is negligible for a fixed ch € C (as a function of the
security parameter). On the other hand, it will be straight-
forward to show that in Game 6 for arbitrary chg, ch; € C,
the distance

|Pr[(7fi(cho) ma) = 1] = Pr[(#(chy)[lma) = 1]]

is bounded by 6i((:f\fg°"eff,ncand,u) because 75 (chg) and

78 (chy) use the ideal voting protocol for ny°"est honest
voters. Using the triangle inequality, we can therefore
deduce that

[Pr[(7tn(cho)[[wa) = 1] = Pr{(7u(chi)llwa) = 1]|
is 5i((if\?'l°"e“.ncand ,y-bounded for all chg,chy € C (as a
function of the security parameter).

Game 0. In what follows, we write 7% (ch) for 7y(ch)
and consider 73 (ch) as one atomic process (one program)
and not as a composition of processes.”> Now, Game 0 is
the process 7pj(ch)||ma. A

In the next, we will cease to use the master secret key.

Game 1. For Game 1, we modify #(ch) in the following
way to obtain #};(ch). Apart from the modifications below,
73 (ch) and 7};(ch) are identical.
IND-ID-CPA switch. The modified scheduler (as a sub-
process of 7};(ch)) does not run key generation but rather
plays as an adversary to an IND-ID-CPA challenger. The
“decryption” of ciphertexts produced by honest users is
simulated easily since we already know their plaintext,
for the adversarially produced ciphertexts we use the
extraction oracle to obtain their secret key which allows
us to decrypt. A
In the next step, we exploit the fact that my is a zero-
knowledge proof.

Game 2. For Game 2, we modify 7}, (ch) in the following
way to obtain 7 (ch). Apart from the modifications below,
4 (ch) and 42 (ch) are identical.

25. This is w.l.o.g. since every (sub-)process can be simulated by a
single program.



Simulating . The modified scheduler (as a subprocess
of #%(ch)) uses a simulator algorithm (that exists by the
zero-knowledge property of ;) to simulate the NIZKP
my, of each honest voter V;. A

In the next step, we exploit the fact that an honest
trustee never reveals the individual secret key of an honest
voter.

Game 3. For Game 3, we modify 77 (ch) in the following
way to obtain 7} (ch). Apart from the modifications below,
#Z(ch) and 73 (ch) are identical.
Stop event. The process 73 (ch) halts if the honest trustee
T, (in the tallying phase) publishes the individual secret
key msk] of an honest voter V;. In this case, 7}(ch) halts
if it is triggered the first time after the individual secret
key msk] has been published. A
In the next step, we exploit the fact the IBE scheme
is IND-ID-CPA-secure.

Game 4. For Game 4, we modify #(ch) in the following
way to obtain 7} (ch). Apart from the modifications below,
73 (ch) and 7 (ch) are identical.
Simulating ei. For each honest voter V;, the modified
scheduler (as a subprocess of 7;(ch)) encrypts 0' instead
of (vi,r?) (where [ equals to the length of (v}, %)) under
V;’s individual public key (prmq,i) for T;.

In the next step, we exploit the fact that the commit-
ment scheme is computationally hiding.

Game 5. For Game 5, we modify 7, (ch) in the following
way to obtain 7} (ch). Apart from the modifications below,
7 (ch) and 77 (ch) are identical.

Simulating votes. As soon as the the scheduler is
triggered the first time in the submission phase, the
scheduler picks ny"°"st honest choices v!, .. .,U"Vhonm
according to u. Then, when the voter under observation
Vobs 1s triggered to submit her ballot, Vs “votes” for

ch+2?zvzom v" instead of ch. All remaining honest voters
“vote” for 0. A

In the next and final step, we invoke the ideal voting
protocol which merely reveals the sum over all honest
choices.

Game 6. For Game 6, we modify 7}, (ch) in the following
way to obtain 75 (ch). Apart from the modifications below,
7P (ch) and 79 (ch) are identical.

Simulating votes. As soon as the the scheduler is trig-
gered the first time in the submission phase, the scheduler
triggers the ideal voting protocol Ivot;ng(nvh"“eSt, ) (ch)
which returns some output vhonest Then, when the voter
under observation Vs is triggered to submit her bal-
lot, Vgps “votes” for v"°"est All remaining honest voters
“vote” for 0. A

Lemma 1. Game 0 and Game 1 are perfectly indistin-
guishable, i.e., we have that

[Pr((7i(ch)[[ma) = 1] = Pr[((ch)||ma) = 1]]
is negligible (as a function of the security parameter).

Proof. The differences between Game 0 and Game 1 are

purely syntactical.

Lemma 2. Game 1 and Game 2 are computationally
indistinguishable, i.e., we have that

[Pr{((ch) [7a) — 1] — Pr{(#?(ch) [ra) - 1]

is negligible (as a function of the security parameter).

Proof. mV is a NIZKP.

Lemma 3. Game 2 and Game 3 are computationally
indistinguishable, i.e., we have that

|Pr((#i(ch)||ma) = 1] — Pr{((ch)[[wa) = 1]]
is negligible (as a function of the security parameter).

Proof. The honest bulletin board correctly authenticates
all voters.

Lemma 4. Game 3 and Game 4 are computationally
indistinguishable, i.e., we have that

[Pr((#i(ch)||ma) = 1] = Pr{(i(ch)[[wa) > 1]]
is negligible (as a function of the security parameter).

Proof. The IBE scheme is IND-ID-CPA-secure.

Lemma 5. Game 4 and Game 5 are computationally
indistinguishable, i.e., we have that

|Pr[(#ii(ch)l[ma) = 1] — Pr[(7; (ch)l|ma) = 1]]
is negligible (as a function of the security parameter).
Proof. The commitment scheme is computationally hid-
ing.

Lemma 6. Game 5 and Game 6 are perfectly indistin-
guishable, i.e., we have that

|Pr((7Ri(ch)[[ma) = 1] — Pr[(7 (ch)l|ma) = 1]]
is negligible (as a function of the security parameter).

Proof. The differences between Game 5 and Game 6 are
purely syntactical.

Lemma 7. For Game 6, we have that for all chy,ch; € C
|Pr((#} (ch)[l7a) = 1] — Pr[(#fi(ch’)[|ma) = 1]
is 5idea|

> (nvhonest ncang, p)
rity parameter).

-bounded (as a function of the secu-
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