Elementary Attestation of Cryptographically
Useful Composite Moduli

Rémi Géraud-Stewart!? and David Naccache?

1 QPSI, Qualcomm Technologies Incorporated, USA
rgerauds@qti.qualcomm. com
2 ENS (DI), Information Security Group
CNRS, PSL Research University, 75005, Paris, France
david.naccache@ens.fr

Abstract. This paper describes a non-interactive process allowing a
prover to convince a verifier that a modulus n is the product of two primes
(p, q) of about the same size. A further heuristic argument conjectures
that p — 1 and g — 1 have sufficiently large prime factors for cryptographic
applications.

The new protocol relies upon elementary number-theoretic properties and
can be implemented efficiently using very few operations. This contrasts
with state-of-the-art zero-knowledge protocols for RSA modulus proper
generation assessment.

The heuristic argument at the end of our construction calls for further
cryptanalysis by the community and is, as such, an interesting research
question in its own right.

1 Introduction

Several cryptographic protocols rely on the assumption that an integer n = pq is
hard to factor. This includes for instance RSA [RSA78|, Rabin [Rab79], Paillier
[Pai99] or Fiat—Shamir [FS86]. A user generating their own keys can ensure that
n is indeed such a product; however this becomes a concern when n is provided
by a third-party. This scenario appears e.g. with Fiat—Shamir identification, or in
the context of certificate authentication: carelessly using an externally-provided
n may compromise security if n is incorrectly generated. Naturally, one cannot
ask for the factor(s) p, ¢ to check n.

The state of the art in the matter are the zero-knowledge procotols of Auerbach—
Poettering [AP18] and Camenisch-Michels [CM99], which ascertain that a given n
is the product of safe primes of prescribed size. While correct and very useful, these
protocols are difficult to implement and analyze, and have high computational
costs. This motivates the search for simpler and more efficient solutions.

This paper introduces an alternative protocol that nearly achieves the same
functionality with fewer operations and communication. The new protocol is also
simpler to understand and therefore to implement.


rgerauds@qti.qualcomm.com
david.naccache@ens.fr

2 Preliminaries & Building Blocks

This paper uses the following notations: a|b denotes the concatenation of the
bitstrings a and b. If ¢ is an integer, ||c|| = [log, ¢] denotes the size of ¢, i.e. the
minimal number of bits needed to write ¢. We denote by 0¢ the ¢-bit all-zero
string. For A € N we denote by [A] the set {0,1,..., A —1}. If X is a finite set,

then = ¢~ X indicates sampling uniformly at random from X.

2.1 Camenisch—Michels proofs

While this paper does not rely on [CM99] we feel that it is important to recall
Camenisch and Michels’ protocol (hereafter, CM) given that it is currently
considered as the state-of-the-art tool for achieving the functionality that we try
to approach by our construction.

CM provides provable guarantees that an RSA modulus is well-formed. At
its heart is a pseudo-primality proof, combined with zero-knowledge proofs of
knowledge of a discrete logarithm, of a conjunction, and for belonging to a range.
We recall here the protocol for the sake of completeness, using the following
syntax [CS97]:

PK{(w) : P(z,w)}
refers to a proof of knowledge that property P holds, i.e., that the prover (hence-
forth P) knows a witness w that makes P(z,w) true.

Let n = pq be the number of interest, € > 1 be a security parameter, ¢ such

that 2¢ > n, G a cyclic group of prime order Q > 2°+2¢¢_ and g,h € G. There
are two main phases to the protocol [CM99, Sec 5.1]:

1. P computes

—1 ’
DT / e
cp < gPR'™ Cpg =T h'r
qpTq / azl, .
cq < g'h Cag 2 hla
/ / : / /
where 7,7, 74,7, are random integers. The values (cp, Cps Ca» cq) are sent to

the verifier (henceforth V).
2. Run the protocol

PK{(Ih e ,1‘11) :
c; = g™ h™ A cfz = g™ h™ Ncp, = g™ h" Acy = g*"h"™s
ANepg l a2 =h"™ Aegg™ e 2 =h"0 Aghe, eyt = bt
Ay € [=2° 28 Aay € [—27,27]
A xq € pprimes(t) A x3 € pprimes(t)
A x5 € pprimes(t) A xy € pprimes(t)



The pprimes(t) sub-algorithm denotes ¢ rounds of the Lehmann primality test
for a committed number [CM99, Sec 4.2] and ¢ = ef + 2. The above protocol is
a statistical zero-knowledge proof that n = pq is an RSA modulus where p, ¢ are
safe primes.

Remark 1. As noted by [CM99], under some conditions running the protocol
of Gennaro et al. [GMRO8] after the first phase we can remove the two last
pseudo-primality tests and reduce the number of rounds to ¢t = 1. However this
assumes that n was not adversarially constructed and we cannot rely on this
hypothesis here.

Remark 2. As discussed in [CM99], the protocol can be extended to ensure
additional properties of p and ¢, e.g. that (p + 1)/2 is prime, or that p and ¢
satisfy some lower bound.

The protocol’s cost is dominated by the four pseudo-primality tests, which use
O(tlogn) exponentiations and exchange O(tlogn) group elements.

2.2 Goldberg—Reyzin—Sagga—Baldimtsi modulus tests

Our first building block is a very elegant protocol published by Goldberg, Reyzin,
Sagga and Baldimtsi (GRSB) [GRSB19]. This protocols allows to verify that n
has exactly two prime factors.

A first GRSB protocol checks that a pair (n,e) defines a permutation over
Z/nZ. For typical parameter settings, this proof consists of nine integers, with
proof generation and verification requiring both about nine modular exponentia-
tions.

A further protocol in [GRSB19] allows V to check that n is the product of
two distinct primes [GRSB19, Sec. 3.4] in a zero-knowledge fashion. We recall
the protocol here:

1. P and V agree on a security level k, integer m := [32 - k- In 2], and n.

2. V checks that n is a positive odd integer and that n isn’t a prime power,
otherwise the protocol stops with a failure.

3. V chooses m values p; whose Jacobi symbol (p;|n) = 1, and sends them to P
as challenge.

4. P checks for each p; whether it is a quadratic residue modulo n: if it is, P
returns a square root o; of p; to V; otherwise P returns o; = 0.

5. V checks that there are at least 3m/8 non-zero o; and that they all satisfy
0? = p; mod n.

As is, this protocol assumes that V is honest. The honest verifier assumption is
removed through a classical derivation of the p;s by hashing. Both protocols are
very efficient for P and V.



2.3 Girault—-Poupard—Stern signatures

The GPS signature scheme was first proposed by Girault in 1991 [Gir91] without
a security proof; a first analysis was given in 1998 [PS98, PS99] by Poupard and
Stern. This was further refined by all three authors in 2006 [GPS06]. GPS has
been standardized as ISO/IEC 9798-5 in 2004.

Algorithms. GPS consists of four algorithms (Setup, Keygen, Sign, Verify) that we
now describe.

— GPS.Setup(A) — pp: the public parameters consist of integers A, B and a
hash function & : {0,1}* — [B]. They are chosen so that a security level A is
achieved.

— GPS.Keygen(pp) — (sk, pk): The signer chooses two safe primes P = 2p + 1,
@ = 2q + 1, computes n < PQ, and finds an element g € Z/nZ whose order
is divisible by pg.?> The order of g (and therefore of the subgroup generated
by G) needs not be explicitly known.

The signer’s secret key is sk := n — ¢(n), while the public key is given by
pk := (’I’L, g)'
— GPS.Sign(pp, sk,m) — o:

1 r &[4

2. £+ ¢g" modn

3. ¢+ h(m,x)

4. y<1r+c-sk

5. If y > A, restart from step 1 with a new value of r.
The signature is o < (z,¢,y).

— GPS.Verify(pp, pk, m,0) — {valid, invalid}: V checks the ranges:
x>0 and z€[n] and ce€[B] and ye€ [4]

If either of these checks fails the signature is invalid. Otherwise, V computes :
1. ¢+ h(m,x)
2. T+ ¢Y"""modn
3. If c=¢ and ¥ = x then o is valid otherwise o is invalid.

Security of GPS signatures. Under the discrete logarithm with short exponent
assumption (DL-SEA, see below), and if sk - B/A and 1/B are negligible, GPS
signatures are existentially unforgeable under adaptive chosen message attacks
in the random oracle model [GPS06, Theorem 7.

DL-SEA is an ad-hoc strengthening of the usual discrete logarithm assumption,
which formalizes the notion that it should be hard to recover a discrete logarithm,
knowing that it is smaller than some known bound:

3 This is the case if and only if ged(g — 1,n) = ged(g + 1,n) = 1, which happens with
high probability.



Definition 1 (DL-SEA, [GPSO06]). For every polynomial @ and every PPT
Turing machine A running on a random tape wyy, for sufficiently large A,

1
Pr [A(n,g,sk,¢%) =z | (n,g,sk) < Setup(wp, A\) Az € [sk]}] < ——
Wp,WM Q()\)
where Setup is a randomized algorithm generating public parameters n,g from a
security parameter A using the random tape wy, and sk =n — o(n).

In summary, the choice of parameters for GPS to be secure are:

— An integer n which is hard to factor;
— Integers B < A < n such that 2*B/A is negligible;
— A hash function A for which the random oracle model is appropriate.

For instance, at the 128 bit security level, B ~ 2128 A ~ 280+128+128 5yq
n ~ 23972 with SHA-3 as h.

2.4 RSA moduli with a prescribed pattern

To preserve compatibility with the notations of [Joy08] we will temporarily
rename the modulus N in this section. We will then revert back to the notation
n introduced previously. An RSA modulus generator is a PPT algorithm that
outputs p, ¢ such that N = pq is an RSA modulus. There exist several algorithms
that output N with additional properties; one such family of algorithms gives
prescribed patterns: a bitstring (the “pattern”) is given as input to the generation
algorithm, and will be found in N. We denote n = ||N||.

Different methods are known to achieve this, depending on the pattern length
being considered [Len98, LdW05a, Joy08, LAWO05b]. To the best of our knowledge,
no polynomial-time algorithm capable of imposing a pattern of more than 2n/3
bits while respecting the constraint ||q|| 2 ||p|| has been described. The leading
motivations for such algorithms originates from the desire to compress RSA keys,
so that they can be stored on less bits and the from the intention to speed-up
modular reduction using “computation-friendly” moduli.

Let n > ng be integers, x < 2n/3, a predetermined portion N of length «.
The following algorithm explicited in [Joy08]* outputs a pair (p,q) such that
N =pq = Ng||Nyp, along with Ny, with p of size n — ng and ¢ of size ny.

1. Sample pg uniformly of length n — ng, and let
277/714/
go = {NH J :
Po
2. Define recursively the triples (d;,u;, v;) as:

(do,uo,v0) = (po,0,1)
(d-1,u_1,v-1) = (g0, 1,0)
di_2 di—2
(diauiavi) = (di—2 mod d;_1,u;—2 — { : J Uj—1,Vi—2 — { - Vi—1
di—1 di—1
4 The algorithm itself is attributed to Coppersmith in 2003, see e.g., an early mention
and worked-out example by Bernstein https://cr.yp.to/talks.html#2003.04.24.




3. Define recursively the triples (z;,y;, z;) as:

(w0, Yo, 20) = (0,0, (JV}]?”i'i mod po) + 27lf/$71)

Zi—1 Zi—

(wiayiazi) = (l’il + {dJ Uiy Yi—1 + L le Vi, Zi—1 mod d1>
i i

such that |z; — z;y;| < 2"~%~1. (This value decreases and then increases, so
once the condition is reached we can break out of the loop.)
4. Sieve the pairs (z;,y;) until both

pP=po+z;
q=qo+Yi

are prime. If no such pair is prime, start over from Step 1.
5. Output Ny < N mod 2"* and p, q.

Note that the generation process can be repeated until (p, q) satisfies any desired
property (e.g., being safe primes).

3 Assembling the puzzle to get an attestation

We decompose our construction into four steps.

rovable
Section 3.1 POV, nis the product of exactly two primes p, ¢

rovable
Section 3.2 _Provave, p, q are of about the same size

Section 3.3 LR P, q cannot be controlled

Section 3.4 _trivial | even if the adversary controls p, ¢ they face a slow down

Fig. 1. The general outline of the construction proposed in this paper.

3.1 Checking that n has exactly two prime factors

Our first building block is the GRSB protocol that we run, unmodified, between
P and V.
Note that GRSB does not suffice, in itself, to guarantee n is cryptographically

useful. For instance, n = 3p with p > 3 will pass this phase but is clearly a bad
RSA modulus.



3.2 Checking for factor sizes

The second building block checks that the two factors of n have the appropriate
size. We achieve this by requesting that P provides a valid GPS signature of
some agreed-upon message (e.g. n) to V.

The key observation here is that GPS signatures have a size that depends on
the factors of n. More precisely, if o = (z, ¢, y) is the GPS signature and we are
working modulo n, the size of y essentially reveals the size of n’s factors (up to a
relatively small constant).

The following lemma makes this statement more precise and more general.

Lemma 1. Let p,q be two positive integers. Let u = ||pq||, v = ||p + ¢||, and
w=|p—q|. Let A >0, if v >log,(22471 +2%), then w < A.

Proof. Without loss of generality, assume p < ¢ and let 6 = ¢ — p. Then

1 1
w= 6]l = 5l16%l = S+ a)* — 4pa]

IN

1 1
5 ||2v+1 o 2u+1|| — 5 [1 +10g2 |2v o 2u|]
_%[1+2A—1]:A.

O

A valid GPS signature comprises y = r+c-sk which is of size max(|| A]|, || B||+|Isk]|)-
With A, B being a public parameters and sk being p+ ¢ — 1 we see that Lemma 1
can be used to set a threshold so that with typical GPS parameters, pq is large
enough and at most a discrepancy between p and q of about 200 bits is possible.

This is unfortunately not enough: even if we know that n = pg with p and
q of similar size, partial Pohlig-Hellman factorization [vOW96] can exploit the

smoothness of p — 1 or ¢ — 1 to factor n. Thus we need an additional building
block fill that gap.

3.3 Checking that n is a cryptographically useful modulus

What follows is only conjectured to be secure. The intuition is to restrict P to
use only certain moduli, obtained through a verifiable procedure that (hopefully!)
makes it hard to obtain smooth p — 1 and/or ¢ — 1 or otherwise purposely weaken
n. Indeed, from a practical standpoint [vOW96| fails whenever (p — 1)/2 and
(¢ — 1)/2 have each a large factor: (p — 1)/2 and (¢ — 1)/2 being primes is ideal
but not strictly necessary to resist this attack. This does not imply that methods
other than [vOW96] would fail to factor n but we know of no such strategies and
encourage the community to further scrutinize our proposal.

For preserving compatibility with Joye’s notations we switch again to the
notation N for the modulus.

We now want to ensure that the factors of N (which we know to be exactly
two primes of comparable sizes), are not easy to factor. A complete but inefficient



solution consists in plugging-in the CM sub-protocol for safe-primality testing

[CM99]. Doing so has a sizable cost, so we take an alternative, cheaper route.
To illustrate the difficulty, consider the following procedure which generates

a couple (p, q) of primes whose product features a prescribed bit pattern N

1. Form a string N’ := Np|p where p is a random bitstring.
2. Generate a prime p and compute q < |z/p]
3. Increment ¢ until the result is prime.

At the end of this procedure, p and ¢ are prime and their product N = pq features
Ny in its MSBs. Informally, because ¢ is constrained we expect ¢ to be hard
to control, and therefore it would be hard to ensure that ¢ — 1 is abnormally
smooth using this procedure. A malicious generator could however manipulate p
freely, so this approach is unsatisfactory. The above algorithm stops to work as
Ny grows beyond n/2 bits while keeping the sizes of p and ¢ balanced.

Joye’s protocol described in Section 2.4 [Joy08, 4.1, 4.2] enables us to fix % of
N’s bits to a prescribed pattern, with p and ¢ being generated simultaneously.
We conjecture that this causes p — 1 and ¢ — 1 to “essentially” behave like large
random numbers, which are likely to have a large prime factor as expected by
the asymptotic distribution of factors in random integers®. This assumption is
made explicit below.

Note that from V’s viewpoint, checking that N features the prescribed pattern
is cost-less and that only the LSBs of N need to be transmitted to V. For the
above to work it is crucial to enforce that Ny is beyond the control of P. For
instance set Ny as equal to the digits of m = 3.14159... or e = 2.71828... ..

One interesting question is whether RSA moduli indistinguishable from those
generated by Joye’s algorithm can be purposely crafted to be more vulnerable
than moduli formed by multiplying two random equal-size primes. The case is
clearly different with moduli generated by other bit prescription methods because,
unlike Joye’s algorithm, alternative methods pick p at random first and only
then generate ¢ as a function of p and Ny and. As we have already explained, in
such a scenario p can be chosen to be weak (e.g. p — 1 can be purposely selected
to be smooth). Therefore the conjecture upon which the heuristic part of our
construction relies is:

Conjecture: Given a challenge Ny of size 2?", it is hard to generate a
vulnerable N featuring the MSB pattern Ny such that N has exactly two
prime factors of roughly equal size.

The above calls for a precise definition of the term “vulnerable”’. Evidently, nothing
can be doing against a dishonest P could publish his random tape, use a very
short (i.e. exhaustible) random tape or run the proof with some public test values
for p,q. To capture simply the requirement we construe the term “vulnerable” as
follows:

5 In particular, the Golomb-Dickman constant A ~ 0.624 asymptotically governs the
relative size of the largest prime factor of an integer [KP76, Dic30, Gol64]



A modulus of size n is vulnerable if its factoring is asymptotically easier
than the factorization of a modulus generated by picking two random
5-bit primes.

3.4 Optional security measures

In this section we describe three optional security measures. All are heuristic and
incur additional computational cost for P and/or V.

The rationale behind these measures is that if a cryptanalysis whose work
factor is wy is found, the proposed countermeasures will multiply w; by a constant
factor wy that may put wy X ws out of practical reach.

1. The first countermeasure consists in using an n larger than required. This
reinforces the argument of Section 3.3, as larger smooth numbers are scarcer.
We recommend to use moduli whose size is larger by 62% than normal for any
desired security level. This is meant to account for the fact that the largest
prime factor of a random ¢-bit number is expected to be roughly 0.62¢-bits
long [KP76].

2. The second countermeasure will put a burden on generation but leave veri-
fication unchanged: we require from n an additional short redundancy, e.g.
SHA (n) mod 22* = 0. It is reasonable to assume that there is no efficient
algorithm allowing to achieve this property along with a prescribed pattern.
Thus, to obtain n the generation procedure should be run on average 2%
times. This places no extra burden on V and because moduli are usually
generated once for all in a device’s lifetime, slowing the modulus generation
process down on one occasion may pay back in case of an attack.

3. The third countermeasure is applicable when V witnesses the generation of n.
It consists in performing a cut-&-choose protocol to ascertain the freshness
and the conformity of the generated moduli:

— P and V generate a common secret key u using e.g. Diffie-Hellman.
— P picks ¢t random w;s and computes v; = hash(w;,u) for 0 <7 <t —1.
— P uses v; as a random tape to generate the modulus n;
— V picks a random index j and sends it to P
— P reveals to V:
Wo, W1y« -, Wi—1, Wjt1,- -, W—1

— V re-generates the corresponding ¢ — 1 moduli
0, M1y ey M1, Mgt 150+, -1

and checks that all the above ¢ — 1 moduli were properly generated.

— Y tests using the first two phases of the protocol proposed in this paper
that n; has two large factors of equal size and if so, he signs n; to certify
it.

We see that this protocol reduces the cheating odds to % where by “cheating”
we mean generating factors so that n; is easy to factor. It has the advantage
of ascertaining, in addition, the freshness of n;. Indeed, even if P would use



a fixed random tape then the randomness injected by the V into the protocol
would ascertain that no entities other than P and V would be able to factor
nj.

4 Efficiency

The global computational cost of our protocol is dominated by Section 3.3, as
other phases essentially have the cost of a few full-sized modular multiplications.
While the complexity of Joye’s algorithm does not follow a simple expression,
we can consider that around 1/n? primality tests are performed, where 7 is the
probability that an integer of size IV is prime — by the prime number theorem 7 is
of the order of 1/In(2") = 1/N In 2. Thus, using standard acceleration techniques
for primality testing such as Miller—-Rabin [Mil76, Rab80], the overall algorithmic
complexity is essentially O(k log® nlog log n), where n is the modulus and k is
the number of testing rounds. The additional loglogn factor is the density of
primes amongst integers of size logn.

If the optional measures of Section 3.4 are implemented, the impact on total
complexity is a slowdown by a factor of about 4.25 ~ (1 + )3 for the GPS phase
that dominates the slowdown in the other phases.

Note that if n is used to sign a message m, the protocol can made even more
efficient. Instead of just signing n during the GPS phase, use GPS to sign n|m.
This achieves both the goal of attesting the sizes of p, ¢ and signing m. In such a
case, the attestation of n comes at the minimal price of phases 3.1 and 3.3 only.

5 Conclusion

In this paper we introduced a cheap non-interactive process for proving that
n = pq is a product of two equal-size primes. The process is completed with a
heuristic trick conjectured to be sufficient to ascertain that n is cryptographically
useful.

This raises a number of interesting research questions. For instance, speeding-
up or simplifying [CM99| by hybridizing it with the techniques. The same seems
also applicable to [GMR98]| although we haven’t investigated this avenue.

More importantly, we invite the community to find attacks on the heuristic
phase of our protocol. A successful attack consists in exhibiting a modulus n
having exactly two equal-size prime factors and featuring %HnH prescribed LSBs®.
This n must be easier to factor than an n = pg where p, ¢ are randomly generated
primes. Running the proposed protocol as is, but with a known’ random tape
is tantamount to just revealing the key and is hence not considered as usefully
“attacking” the proposed construction.

5 e.g. the binary digits of 7 = 3.14159265 . ..
7 Partially or entirely.
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