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Abstract. Securing Neural Network (NN) computations through the use
of Fully Homomorphic Encryption (FHE) is the subject of a growing interest
in both communities. Among different possible approaches to that topic,
our work focuses on applying FHE to hide the model of a neural network-
based system in the case of a plain input. In this paper, using the TFHE
homomorphic encryption scheme, we propose an efficient fully homomorphic
method for an argmin computation on an arbitrary number of encrypted
inputs and an asymptotically faster - though levelled - equivalent scheme.
Using these schemes and a unifying framework for LWE-based homomorphic
encryption schemes (Chimera), we implement a very time-wise efficient, ho-
momorphic speaker recognition scheme using the neural-based embedding
system VGGVox. This work can be generalized to all other similar Euclidean
embedding-based recognition systems. While maintaining the best-of-class
classification rate of the VGG Vox system, we implement a speaker-recognition
system that can classify a speech sample as coming from one of a 100 hidden
model speakers in less than one second.

1 Introduction

An homomorphic encryption scheme is, ideally, an encryption scheme permeable to
any kind of operation on its encrypted data. With any input = and function f, with
E the encryption function, we can obtain F(f(z)) non interactively from F(x). This
scheme is called fully homomorphic and we speak of a Fully Homomorphic Encryption
(FHE) scheme if its parameters can be chosen independently of the depth of the
homomorphic computation to apply. Otherwise we speak of a Levelled Homomorphic
Encryption (LHE) scheme.

From the birth of ” privacy homomorphism” in [32] to the present day, and through the
first truly FHE scheme Gentry presented in [22] there have been many improvements
in the field of homomorphic encryption. However, real-world practical application
examples are scarce due essentially to limitations in terms of its time and space costs.
One such practical application concerns Artificial Neural Networks (ANNs). These
are varied and powerful tools that are now ever more present in a wide variety of
fields (medical diagnosis methods, autonomous vehicles, financial decision making..),
the list of which would be long enough to fit the size of this article. This enthusiastic
emergence has, in part, given way to privacy and confidentiality concerns regarding
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the vast size of data-sets used for the training of such objects and regarding the type
of data that will be ”classified” in the inference phase, and by whom.

In this context, FHE is emerging as a possible general and malleable answer to some of
those concerns. Indeed, given an ideal FHE scheme, one could in principle chose to hide
any type of data at any point in the process of creation and application of an ANN:
the training data during the training phase; the classification data during the inference
phase; the network itself because it can be expensive to train. The list goes on but the
actual practical applications are so far quite few and limited due both to the previously
mentioned FHE limitations and the increasing complexity and depth of the state-
of-the-art ANNs. We find that focusing on specific types of ANNs with FHE-friendly
structures and making use of the wide variety of tools that the FHE research has pro-
duced can yield practical and real-world applications, as it does in this paper.

Prior work. Research on the application of techniques for computing over encrypted
data, FHE or others ”competing” techniques, to ANN-related issues is only at its
beginning and has so far barely scratched the surface of the problem. Indeed, the first
attempts at applying homomorphic encryption techniques to ANN have all focused
only on the inference phase and more specifically on the problem of evaluating a
public (from the point of view of the computer doing the evaluation) network over
an encrypted input (hence producing an encrypted input). The first work of this
kind is CryptoNets [38] where the authors successfully evaluate an approximation
of a simple 6 layers Convolutional NN able to achieve 99% success recognition on
the well-known MNIST hand-written digits database. Their implementation uses the
FV FHE scheme [21] and achieves network evaluation timings of around 4 minutes
on a high-end PC. Yet, thanks to the SIMD /batching property of FV-like schemes,
one network evaluation can in fact lead to 4096 evaluations of the network done
in parallel on independent inputs (i.e. the network is evaluated once on ciphertexts
which have many ”slots” and thus contain different cleartexts). So, although the
latency remains of 4 minutes, the authors rightfully claim their system to be able
to sustain a throughput of around 60000 digit recognitions per hour. In subsequent
papers, Chabanne et al. [9], [8] are building approximations with small multiplicative
depth of networks with up to 6 nonlinear layers. Through significant hand-tuning of
the learning step of their networks, they show that these can achieve state-of-the-art
prediction quality on both hand-digit (MNIST) and face recognition. However their
work lacks an implementation and, hence, they did not provide FHE evaluation
timings. More recently, Bourse et al. [5], have fine-tuned the TFHE cryptosystem
towards a slight generalization of BNNs (Binary Neural Networks) called DiNNs
in which the nonlinear activation function is the sign function which they intricate
with the TFHE bootstrapping procedure for more efficiency. Overall, they are able
to evaluate small such networks (100 neurons and only one hidden layer) in around
1.5 seconds resulting in a (just decent) 96% prediction accuracy on the MNIST
database. As already emphasized, all the previously mentioned papers focus only on
the inference phase. Public work on applying FHE to the training phase and on ANN
techniques other than mainstream Convolutional NNs are nonexistent with only some
works focusing on basic clustering [12], [27] and some focusing on logistic regression
model learning [3], [7], [28]. It should also be mentioned that the applications of other
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”competing” techniques for computing over encrypted data, the main of which being
Secure Multiparty Computations (MPC), to ANN also start to be investigated in their
associated communities (e.g., [2], [33]). Additionally, most previous works tackle the
problem of evaluating a public network over an encrypted input. Of course, this is an
important first step and a pragmatic angle of attack but, even when one limits oneself
to the inference phase, other setups are worth investigating such as, for example, that
of evaluating a private network or model over a public (again from the point of view of
the computer doing the evaluation) input which is also very relevant in many practical
situations, as illustrated in the present paper. Yet, just for that first case, the above
state-of-the-art demonstrates that no fully satisfying solution has yet been found but
also reveals an emerging research trend towards looking for adapted neural network
structures. This is where our work aims to fill the gap: by providing a fresh look
at how using a specific yet state-of-the-art type of neural-based speaker recognition
system can allow us to implement a very time efficient public classification over a
private and secure model. Producing a solution to this specific, embedding-based
system (see section 2 for details) requires us to solve the nearest neighbour problem
(given a number of encrypted inputs, find the one closest to the new, plain, input)
in a fully homomorphic way. Furthermore, we also provide a solution to the more
general k Nearest Neighbours (k-NN) problem (this time, a solution limited in the
number of inputs). Previous work on a subject that can be mapped to secure nearest
network computations are [19], [34], [26], [20] and [18]. All of these works (except for
[18]) use an additive homomorphic encryption scheme for a distance computation.
Then the comparison is done through various means: bit-based approaches that are
quite heavy computationally; garbled circuits (see [39]) or other kinds of exchange
protocols between the server running the computations and the owner of the data.
This is true also for the works solving the general k-NN problem securely. [10] is
one such work that uses homomorphic encryption for the distance computation and
garbled circuits for the comparison. We can cite [37] as a solution that uses exclusively
FHE (the HElib library [25] implementing the BGV FHE scheme [6]) - as we do -
to solve the k-NN problem and achieves its results through a bit-wise approach that
is significantly more expensive time-wise than our own but, very importantly, for the
general k-NN problem, they are not constrained by the number of inputs.

Our contribution. In this paper we consider a state-of-the-art, best-in-class, speaker-
recognition embedding system based on convolutional neural networks: VGG Vox
[17]; the properties of which allow us to implement a very time-wise efficient FHE
classification. For this we use the results from [4] which develops a unified, consistent
theoretical framework for several homomorphic schemes. It allows us to design both
a fully homomorphic and a levelled scheme for speaker recognition based on the
neural embedding system from [17]. We implement this with the TFHE library ([15])
based on [13], [14] and the SEAL library [36] using the BFV scheme from the original
paper [21]. In the end, our fully homomorphic scheme can classify an audio sample
as coming from one of 100 hidden speakers in less than a second.

In the process of building this homomorphic speaker-recognition scheme, we present
a general and efficient, fully homomorphic, argmin computation scheme from an
arbitrary number of encrypted inputs. In parallel, we present an asymptotically faster,
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though levelled, equivalent scheme. For instance, can determine the minimum among
330 encrypted values in less than a second.

Moreover, we build fully homomorphic scheme solving the k-Nearest Neighbours prob-
lem for up to 65 encrypted inputs, in less than 0.4 seconds for any number k.

Paper structure. The paper is structured as follows. In section 2, we present the
VGGVox neural-based embedding system on which we base our fully homomorphic
classification scheme and give a case study of a possible application of our work.
Section 3 presents the homomorphic schemes and operations on which we base our
work. Section 4 presents the general algorithms we designed to provide homomorphic
classification schemes while section 5 shows how and to what extent those schemes
can be considered practical: we present the parameters used as well as the timings
we obtain and the classification precision we achieve.

2 A Neural Embedding system: VGGVox

VGGVox. What we call VGGVox in this paper refers to a neural embedding system
presented in [17]. It was trained and tested on datasets called VoxCelebl [30] and
VoxCeleb2 [16]. We refer to the cited papers for an in-depth presentation of the
system. We present here enough material from these works so that it is clear exactly
what and where is our contribution.

The system applies two consecutive Convolutional Neural Networks (CNN) to a raw
audio segment containing a speech sample from one given speaker. The second of these
networks outputs a real vector embedding of dimension 1024 that is a representation
of the speaker in the Euclidean space R'°?*. The point of the system is to make it so
the Euclidean distance in the output space (R'%?*) becomes a good measure of the sim-
ilarity between the speakers of the samples in the input space (raw audio samples). In
short, if we find that two audio samples going through the networks yield two vectors
that are ”close”, then we can assume that the same speaker has provided the two orig-
inal samples. The way that we use this system is to have a certain number of ”model”
embeddings each representing a different speaker. We classify the new sample as being
spoken by one of the model speakers by finding the model embedding that is closest
to the new embedding. Therefore, we need to solve a nearest neighbour problem.
This kind of embedding-based neural architecture is not universally applicable. How-
ever, it has shown to be a very efficient way to solve specific problems. One such
system is used in [35] for face recognition but embedding-based systems are also
typical for text-processing applications as is stated by Goodfellow et al. in [24]. Also,
[35] and [17] show that the field of embedding-based neural systems is evolving quickly
and we can expect that other applications will be found in the years to come. This is
important because the work that we provide in this article can be generalized to any
system working in the same way as the VGGVox system. As long as the measure
of similarity that interests us at the output of the neural networks is the Euclidean
distance, then the framework we present works without having to be adapted to the
specifics of the new system.

We refer to [17] for precise information on the performance of VGGVox (in terms
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of classification rate), but we feel confident in stating that it is a highly accurate
speaker-recognition system that achieves best-of-class performance.

Case study. There are several applications that can be thought of to apply the results
from the VGGVox system. In our case, we set out to use its embedding feature to our
advantage. The main idea is to provide a degree of protection for the identity of the
model speakers used in a speaker-recognition application, without having to apply
homomorphic encryption to very deep CNNs, and in a practical, time-efficient manner.
The following (illustrated in figure 1) is an example of application to show how and
why our scheme could be implemented in the context of a real-world application.
We place ourselves in the case where, at a given location, George - "the gate” - owns
a microphone device that is made to capture audio samples, to determine who is or is
not present on site. Bianca - ”the boss” - needs to know, through speaker recognition,
who is getting in and out of the location. George cannot have access to the model
vectors associated to the employees, because the gate is not a secure location for data
storage. Bianca must only have the information that she is due: the identity of an
employee going through the gate, but not the recording of their voice.

The audio samples taken by George are run through the VGGVox system in plaintext,
on location. The embedding that it yields is then compared homomorphically to
a number d of stored, homomorphically encrypted, "model” embeddings that are
provided by Bianca ! in order to determine which of the stored embeddings is closest
to the newest one. The result of this homomorphic comparison is sent to Bianca.
Bianca, owns the key to the private homomorphic encryption scheme and can decipher
the result sent by George.

At this point Bianca knows which person has used the microphone at the secure
location but does not have any access, at any point, to the recordings themselves.
At the same time George does not have access to the model recordings which are
homomorphically encrypted with a key he does not own.

3 Homomorphic Operations and Noise propagation
3.1 LWE encryption schemes

Notation. We use B to denote the set {0,1}. We denote signed integers by Z, the reals
by R and use T to denote the real torus mod 1. Z,=27/¢Z will denote the integers
mod ¢ with a given integer g. The ring Z[X]/(X™ +1), where N is a fixed integer, is
denoted R and the ring Z,[X /(XN +1), R,. Bn[X] is the subset of R composed of
the polynomials with binary coefficients. We write Ty[X] the quotient R[X]/(X~ +1)
mod1. Vectors are denoted with an arrow as such: *. Ciphertexts are denoted with
either boldface letters or brackets ([*]). We write ||-||,, to denote the ¢, norm of vectors
over reals or integers. In the following, A is the security parameter.

! George could also get the model embeddings on his own, at the first passage of a new

hire, and then encrypt the new embedding with a public key provided by Bianca. This
way Bianca would not have access to the model embeddings either.
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Fig. 1. A figure illustrating the case study that we provide. Here the d model embeddings
are represented by the variables c¢1 to c¢q and the encryption function is represented by
brackets [#]. When an employee goes through the gate, he provides a speech sample. The
sample is embedded into the vector m by the VGGVox system and then homomorphically
compared to the stored, encrypted model embeddings. An encryption of the identity of the
employee is then sent to Bianca for decryption and storage.

Distribution. If D is a probability distribution, we write x < D to denote that =
is sampled according to D. The Gaussian distribution over R centered at 0 and
of parameter o € RT (denoted N(0,0)) has a density function proportional to
po(z) =exp(—n||z|[>/c?). In the rest of the paper, when not specified otherwise, we
use a Gaussian distribution when sampling randomly. For instance, the distribution
Xe Will be the Gaussian distribution we sample an error e from.

LWE problem. We recall the LWE problem introduced by Regev in [31]. We let n be
an integer that sets the dimension of the problem and we let x. to be a noise proba-
bility distribution over R. The LWE assumption states that for a secret s€ {0,1}", it
is computationally hard to distinguish between the two following distributions:

— the LWE distribution which outputs (a,b) where a is taken uniformly at random
from Zj and b=s-a+e with €< xe.

— the uniform distribution over Z;”rl.

There is a ”ring” version, ring-LWE, which was introduced in [29].

LWE based encryption schemes. We mention the LWE problem here because both of
the encryption schemes that we use are based on it. They are the BFV ([21]) scheme,
implemented in the SEAL ([11], [36]) library and based on the ring-LWE problem,
and the TFHE scheme ([13], [14]) implemented in the TFHE library ([15]) and based
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on both the LWE and ring-LWE problems. We will not go into the details of any
one of these schemes and refer the reader to the original papers. We will only present
here the information necessary to understand the schemes that we build as they are
presented in section 4.

In essence, since the work in [4], the two encryption schemes can be considered to be
the same one (both part of a bigger, all-encompassing scheme: Chimera). Ciphertexts
in BFV are elements of (i)‘iq)k+1 and they encrypt values taken from 9, with ¢ the
ciphertext modulus, p the plaintext modulus and k a given integer parameter. In
their ring-LWE variant, ciphertexts in TFHE are in Ty [X]**! and encrypt values
in Ty [X]. TFHE can also encrypt scalar values in T with ciphertexts in T"*! where
n is an integer parameter (the scalar equivalent of kx V). In both cases the secret
key can be considered to be taken from By[X]* (respectively B in the scalar case).
In the ring-LWE case, we can see that up to a rescaling factor (by ¢ for ciphertexts
and p for plaintexts) these two schemes can be considered to have the same plaintext
and ciphertext spaces. [4] shows that the ciphertexts from one scheme can in fact
be homomorphically transformed into ciphertexts from the other scheme. Since we
do not use packing in our work here 2 , we can go from one scheme to the other
instantly and noiselessly.

From now on, we are therefore not going to identify a ciphertext by its associated
encryption scheme but rather by whether it encrypts a polynomial or a scalar value.
Therefore a ciphertext of a polynomial m[X] will be written as [m[X]]") and one
for a scalar m as [mn]. Similarly, we assume here that we can apply any operation
on a given ciphertext that can be applied in SEAL and TFHE. The plaintext space
and ciphertext space used will be considered to be the torus ones for simplicity sake,
unless specified otherwise.

One exception to this rule is the TRGSW encryption. TRGSW is the ring version of the
GSW scheme introduced in [23]. A TRGSW ciphertext encrypts messages in R. We
only ever use this encryption scheme as way to apply a specific MUX gate. For that
purpose, the message space of TRGSW ciphertexts in this paper will only ever be {0,1}
(polynomials of degree 0). This means we will represent TRGSW ciphertexts as scalar
ciphertexts [x]. We refer to section 3.2 for more details.

3.2 Homomorphic Operations

In this section we will present the different operations in TFHE and SEAL and their
noise propagations. Since they are based on the LWE (or ring-LWE) problem, both the
SEAL and TFHE encryption schemes rely on a noise to be introduced in the ciphertext.
We assume that it is a Gaussian noise unless stated otherwise and refer to it through
its standard deviation that we write as o in most cases. Again, the noise is the same in
TFHE and SEAL up to a rescaling by ¢. Importantly, whenever we present a value for
a standard deviation in the paper, it will be one rescaled and therefore applicable in the
torus. To use it in a SEAL ciphertext, multiply by g. With every homomorphic opera-
tion (except the bootstrap operation as presented in section 3.2) the noise grows. This is

2 [4] uses a time-expensive public key-switch operation to switch from packed SEAL
ciphertexts to unpacked TFHE ciphertexts. We do not use it in this work.
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a fundamental issue in FHE research in general and in this paper in particular. We will
refer to it as "noise propagation”. We add to the notation of the ciphertext a possible
mention of an encryption key s and a noise « as such: [ o. These operations are all op-
erations that are implemented in either the SEAL library or the TFHE library. In fact,
all of the operations have a TFHE version while only the first three are implemented
using SEAL. We refer to the corresponding papers for more information.

— Scalar Internal Addition : [] X [] — [%]
Given two ciphertexts [u1] and [u2], we can add them and obtain a ciphertext
[p1+12]. We call this operation InternAdd. The exact same operation exists for
polynomial ciphertexts with, notably, the same noise propagation. Therefore we
will use the notation InternAdd for both cases. The operation InternSub is its
subtraction counterpart.

— Scalar External Multiplication : X [¥] — [%]
Given a ciphertext [u] (scalar or polynomial) and a scalar «, we can multiply
them and obtain a ciphertext [ax u]. We call this operation ScalarExternMult.
As with InternAdd, we will use the notation ScalarExternMult for both scalar and
polynomial ciphertexts.

— Polynomial External Multiplication : () x [](") — [x](")
Given a polynomial ciphertext [p[X ]](T) and a polynomial a[X], we can mul-
tiply them and obtain a ciphertext [o[X]-u[X]] (") We call this operation PolyExternMult.

— Extraction : [#](") — [%]
From a ring ciphertext of a polynomial p[X] 22?;61 1, it is possible to extract
a scalar ciphertext of a single coefficient of 1, at a position p € [0,N —1]. We
can do this at no cost to the noise of the ciphertext. We call this operation
SampleExtract,,. We can extract similarly the corresponding scalar secret key from
the initial ring secret key.

— Public Rotation : [](") — [](")
Given a ring ciphertext of a polynomial u[X] and an integer p we can obtain a
ciphertext of px X? with no noise increase. We call this operation Rotate,,.

— Key-Switch : [*]s — [*]s
From two keys s and s, we can create an object KSs_, ¢ (KS sometimes for short)
called the key-switching key with a precision depending on parameters base and
t. Given a ciphertext [u]s o of a scalar value u encrypted using the key s with
noise «, and this key-switching key KS, we can obtain a ciphertext [u]s o which
encrypts the same value under the key s’ and with a higher noise o/ > . We

write this operation KeySwitch,_, .

— Bootstrapping 2 : [#]s.a — [*]s' .
From two keys s and s', we can create an object BK,_,» (BK for short) called
the bootstrapping key, with a precision depending on parameters ¢ and B,.

3 This bootstrapping is only a slight variation on the bootstrapping procedure introduced
in [13], we just add a public rotation to the bootstrap operation used in [5].
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From these, we define two parameters: §=B,;/2 and e= ﬁ. Given an integer
g

b, a ciphertext [u]s.o of a scalar value p encrypted using the key s with noise
«, and this bootstrapping key BK, we can obtain a ciphertext [uo]s ., Where
wo=1/bif pe [O,%] and po=0if pe [%,1] 4 Very importantly, ay, is fixed by
the parameters of the bootstrapping key BK and does not depend on the initial
standard deviation. We write this operation BootStrap,_, ,,. We call it "sign
bootstrap” because the function that it applies (it could apply other functions)
can be considered a sign computation.

This operation therefore allows us to both apply a sign function to the input
ciphertext and reduce its noise down to «y. Figure 2 is a representation of this
operation. The application of the function is not infinitely precise. The figure
shows how there are values for which the operation does not necessarily output the
correct value. This is not a problem when the parameters are chosen accordingly:
see section 5.2 for details.

— Circuit Bootstrapping : [#] — [#] Given a scalar ciphertext [u], we can output
a TRGSW ciphertext [po] where yo =1 if € [0,2] and po =0 if p € [3,1]. This
operation is composed of several bootstrap and key-switch operations and outputs
the result of a sign bootstrap as seen above, only under a TRGSW encryption. We
exclusively use this operation in order to then apply a TFHE MUX gate. We call

this operation CircuitBoot.

— TFHE MUX gate: [#] x [¥]() x [#](") — [+] (")
Given a TRGSW ciphertext [b] of message b€ {0,1}. Given two ciphertext poly-
nomials [p1[X]] and [u2[X]]. We can apply a MUX gate that outputs [b? : o],
which is a ciphertext of yy if b=1 and a ciphertext of us if 5=0. We call this
operation MUX.

We present in table 1 the noise overhead of the operations that we use in this
work.

4 Homomorphic Speaker Recognition

In order to determine homomorphically which encrypted vector from a number of
model embeddings is closest to a plain vector input, first, we need to be able to
compute distances, and second, we need to be able to compare those distances. We
present in this section the main algorithms for the distance computation and the
comparison phase. The initial distance is computed using SEAL ciphertexts and
SEAL operations. The distance ciphertexts then become TFHE ciphertext (again,
with a simple rescaling and therefore at no significant cost) for the comparison phase.
We will first present the distance computation operations and then two schemes for
the comparison of all the distances, each with their strengths and weaknesses.
* We implicitly write the possible values of 1 and the output value po as members of the
torus space T. Alternatively, we also refer to 1/b as the value 1. This is arbitrary but
allows us to represent the bootstrap operation very intuitively in figure 2.
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| Operation [ Noise ‘
InternAdd(c1,c2) W +92
ScalarExternMult(y,c) |e] -9
PolyExtermMult(.c) | NAIIelr5(@)/2)
SampleExtract,(c) De
Rotate,(c) De
KeySwitch(c) Ve+ntdxs+nbase 2D
BootStrap(c) Pboot
CircuitBoot(c)  [Pboot +ntks+nbase 21
MUX(C\c1,c2) max(%1,92)+Adc+B

Table 1. Elementary operations and their noise overhead Here the c represent ciphertexts
while the p represent cleartexts. C' is a TRGSW ciphertext. 1J; represents the variance of
ciphertext c; before the operation. The same goes for ., the variance of ciphertext c. In the
case of PolyExternMult, the noise e of the input ciphertext is a polynomial called ”inherent
noise” in [11] and 7,(¢) =(¢ modp). We refer to that paper for more information. Jks is
the variance for the encryption of the key-switching key KS and ¥gk for the bootstrapping
key BK. In the case of the bootstrapping, the output variance overhead is given by: Jpoot =
2Nn(k+1)£6% x gk +n(1+kN)e®. A and B are constants with values A= (k+1)¢{NS% and
B=(kN+1)é%.

4.1 Distance Computation

We are given d real vectors: ¢*) eRY ke [1,d] of dimension +y. These are the outputs
of the VGGVox system for d different speakers. To be more precise, we are going to
use an approximation of the actual VGGVox output vectors. We are going to have
") €N and we refer to section 5.1 for further information. We encode each of these
vectors in polynomial form:

~—1
vkelld, c®="c" X
i=0

Actually, the entity performing the distance computation, as mentioned in section 2,

only has an encrypted version of those vectors: [C(*)] ™) These ciphertexts are the
model ciphertexts and they are stored in ”the gate” waiting for a new vector to come in
for comparison. Let’s call m € RY this new vector and encode it as a polynomial:

v—1
M= vaii )(Z
i=0
Given this M and the [C?)] )

every one of the ¢®). This is a basic computation and we only go into detail so that the
depth of the computation is clear given the pre-computed values. We define:

, we want to compute d the d distances from m to
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Fig. 2. This figure illustrates the principle behind the sign bootstrapping function. The
circle represents the torus. u € T is an example of a torus message. When encrypted it
gains a Gaussian error e, the checkered slice and curve show the range that it can take.
It corresponds to the values that p+e will take with probability 1—275%. If that range is
completely encapsulated within the top part of the circle, then the sign bootstrap function
will output an encryption of 1 with a fixed error. The bottom part corresponds to an output
of 0. The red parts correspond to the uncertain zones where a lack of precision from the
bootstrap operation means the output is uncertain.

Y o 9
,LtzZm? and Vke[l,d], ,u(k)zz<c£k))

i=1 i=1

For a given k, let’s call Dy:

[Di] ™) =—2x M x [C®NT) 4y X714 B X710 (1)

We can have —2x [C®)]™) and [u®). X?~1](") be pre-computed. Then

[dy,] =SampleExtract._; ([Dy]™)
yields an encryption of the distance between m and the model vector ¢*).
It is straightforward to see that this yields the correct result. What is important
here is that, given the pre-computations, the distance only requires one external
multiplication, one external addition and one internal addition.

Alternative method: As we will see in section 4.3, if we choose to solve the argmin prob-
lem using the "matrix” version, we do not actually need to compute the distances them-
selves but rather all the distance differences (di,—d;). This means we can do:
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[Dk—Dl](T) M- [2 (C(l) _C(k)ﬂ (r)+ [(,u(k) —M(l)) -X"’_l} (r) )

with
[2><(C(l)_0(k))}(r) i [(u(’“)—u‘”)-xv—l}(”

pre-computed for every k and [. Then, as before we extract the (y—1)th coefficient,
to obtain [d;, —d;] The main drawback here is the amount of data to be pre-computed
and therefore stored. However, there are two advantages to doing this. First, we
compute one less external addition for every computation (although as is shown
in section 5.3 that is not significant time-wise). Secoond, and more importantly, it
reduces the range that the underlying encrypted values have, therefore reducing the
strain on the parameters (the FV operations can use a lower plaintext modulus p
and the TFHE operations will be more accurate).

4.2 The Tree method

At this point, we want to be able to find the index of the minimum distance. There
are two ways that we can do this. The first one consists of building two parallel trees:
one for the min computation and the other for a parallel argmin computation. We
will call this version the ”tree version”.

The min tree: The min tree outputs the overall minimum distance. It compares two dis-
tances at every level and then compares the ”winners” of the previous level in the cur-
rent level. We start by computing an indicator § that indicates which of two distances is
the smallest one: for instance, at the first level, for the two distances dj, and d;:

5k,l:1 if dp<d;

=0 otherwise

The tool used here is the bootstrap introduced in [13]. With a sign function as output
function and an addition to re-calibrate the result we obtain a scalar ciphertext of dy,;
5 for any given k and I. Of course 1 and 0 are not the actual torus values. In practice,
for every application of the sign bootstrap, we can choose any integer b so that the
output is either 0 or %. The chosen base b will be given for every use of the bootstrap
operation but we may also - when convenient - only refer to the two outputs as 1
and 0. In this case for instance, we use a base b=4. This § indicator is then lifted to
a TRGSW ciphertext, through the CircuitBoot operation. We use it in the TFHE MUX

gate to select the minimum distance for the next level of the tree. This means that

5 In the case where dj =d; the sign bootstrap yields a random output. This is actually also
the case when dj is ”close” to d;: this means the difference is in the red zone around 0
seen in figure 2. See section 5.1 for implications.



Towards real-time hidden speaker recognition by means of FHE 13

this scheme is not fully homomorphic. Indeed every application of the MUX gate adds
noise to a ciphertext that is itself reused in that same MUX gate at the next level of
the tree. We found no way to reduce this error over time. Therefore the parameters
have to be chosen according to the depth of the tree. By repeating these operations we
find ourselves, after the last comparison, with the overall minimum distance.

The argmin tree: The argmin tree computes the index of the minimum distance. It
uses the § values created by the min tree to select which index can go through to
the next level of the tree. Every index from 0 to d—1 is encoded as a polynomial
representation of its own base 2 decomposition ¢ : for an index k it is the unique
polynomial Py, € B[X] such that Py (2)=k. The TFHE MUX gate is applied on those
indexes with the ¢ values as deciders. Both trees are presented in figure 3.

Fig. 3. This figure shows the selection of the min and argmin for the first 4 distances. After
the first round of selection, min(d;,d2) and min(ds,ds) are compared in the second round.
This goes on until the final argmin and min values are computed.

Potential alternate tree: As will be shown in section 5.3, this is a somewhat heavy-
handed way to solve the problem. Indeed the circuit bootstrapping is the main compu-
tational burden and is only used to change the nature of the ciphertext and not to apply
any "useful” operation. A way to make this tree much more efficient is to use the SEAL
internal multiplication to create a SEAL MUX gate that would only consist in basically
two multiplications right after the bootstrapping step. However this is not realistic as
of now because of the noise propagation in the SEAL internal multiplication. Given
the output bootstrapping noise, the noise grows prohibitively after only one SEAL
MUX gate. This could be solved with a higher precision implementation of the TFHE
library, allowing for a great noise reduction from the BootStrap operation.

5 This greatly reduces the stress on the parameters induced from the MUX gate.
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4.3 The Matrix method

Another way to go about determining an argmin homomorphically is what we will infor-
mally call the ”matrix” way. Instead of treating the compared distances two-by-two in
a tree, we compute all of the § values in bulk. This gives us the following matrix:

0 410 - ba—1,0
dop 0 - 0g—1

30,41 01,4-1 = O

As seen in section 4.2, these are obtained by subtracting the distances to compare
and then applying a bootstrap operation. There are effectively %~(d2 —d) bootstraps
because 6; j =1—0;,; for every ,j. At this point, we sum the lines of the matrix
together and obtain:

d—1
(Ao Al Adfl) where Al:z&ﬂ
j=0

All of the A; are between 0 and d— 1. There is only one of them (let’s call it A,y ) with
value d—1. The index for that A is the argmin we are looking for. Indeed, it corresponds
to the only distance that is lower than every other one and therefore has § values always
equal to 1. As mentioned previously, these values of 0 and 1 are only theoretical. In
practice there is a base b so that the values are actually 0 and %. Here we set this to 2d—
3. This is important because it is the value which allows us to have Ay« be the only
value above 2 in the torus circle. As seen in figure 4, this means that applying a sign

2
bootstrap 7 on the A values yields a 1 only for A, and 0 for all other values.

Remark: In practice, depending on the number d of distances to compare, the A
values cannot be obtained immediately through a single sum and then a bootstrap.
There are two limiting factors for the output of the operation to be correct: the noise
propagation during the sum, and the precision of the sign bootstrap (as seen in figure
2). Therefore, in practice, we divide the sum in ”chunks” of a given number m of
ciphertexts and make intermediate sign bootstraps that output 1 if the intermediate
sum is maximal and 0 otherwise. Therefore, the base for the first bootstrap operation
has to be 2m1_3. We give the value we use for m in section 5.2.

This scheme is fully homomorphic because the value m does not depend on the number
of inputs to be compared but rather on the parameters chosen initially. Once the pa-
rameters are chosen and the value m known, any number of ciphertexts to compare can
be divided into chunks of m ciphertexts, summed and bootstrapped, and the operation
repeated because after each bootstrap operation, the noise is reinitialized.

" This time where b=4 and where the 0 and the 1 outputs are swapped
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Fig. 4. A torus representation of the A values. As we can see here, applying a bootstrap
on all of them means only one (the highest value) will yield an output of 1. We can see
here that compared with figure 2 the 0 and 1 values are swapped. The checkered zones still
represent the actual range of the message values. The parameters must be chosen so that
they do not overlap with the red zones.

k-NN solution. We can see that, on figure 4, rotating the circle can allow us to have
any number of values in its bottom part, and not just one like we do here. Placing
every value but two in the bottom part of the circle would actually correspond to
selecting the 2 closest vectors to the input vector. The same goes for any number
k, giving us a solution to the k Nearest Neighbours problem homomorphically.
However, this can only work if the selection is done through one bootstrap, and
therefore if the number of distances is higher than m (the maximum number of values
we can add together before a bootstrap) then this k-NN scheme does not work.

5 Practical Implementation
5.1 Precision

The two schemes presented in sections 4.2 and 4.3 do not allow us to perform an
exact homomorphic transposition of the VGG Vox classifications. This means that the
classification rate of our homomorphic system will be lower than the non-encrypted
one. This is due to two main factors:

— The precision of the input vectors. The output vectors of the VGG Vox networks
(the ones we take as inputs for our distance computations) are real numbers.
Because of strains on the parameters we cannot afford to match their precision.
This means we choose to round the vectors down to a certain number of digits.
This strain corresponds to the fact that the values in SEAL (resp. TFHE) must
not go above & (resp. %) during the distance computation.
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— The precision of the bootstrap operation. As shown in figure 2, the bootstrap
operation, given a set of parameters, has a "red” zone around 0 and % where
input values yield an uncertain output. We can arrange for the values of di—d;
to never reach the zone around % (by reducing the precision of the inputs as seen
above). However, if two distances are too close, their difference can be too low
for the bootstrap operation to yield the correct result.

Both of these sources of error are manageable. Indeed, the worst outcome is miss-
classifying a speaker as the wrong one, albeit one close to the good answer. Importantly,
it does not matter if the scheme fails at computing the correct sign for distances
which do not involve the final minimum distance. It will not change in any way the
final result. Our only condition is that the comparisons that involve the distance
which is actually the minimum be correct. We tackle this issue by trying to estimate
the new classification rate in section 5.3.

5.2 Parameters

We set the parameters according to two constraints: the accuracy of the final result
and the security of the overall scheme.

Security: We base the security of our scheme on the lwe-estimator ® script. The
estimator is based on the work presented in [1]. It allows us to find the smallest
initial noise for our ciphertexts, that still ensures security and gives us the most
leeway in terms of noise propagation. The security, in FV, depends not only on the
ciphertext noise but on the value of the ciphertext modulus (g) and the degree of the
polynomials (). There is no coefficient modulus in TFHE. Table 2 in appendix A
shows minimum noise values for a given set of parameters. We restrict ourselves here
to two security parameter values: 80 and 110. However, the precision for the SEAL
(resp. TFHE) library is up to 7.6e—9 (resp. 1.11e—16) as of now. By this we mean
the lowest value that can be taken as a standard deviation for a Gaussian sampling.
Thus, any standard deviation below that could not yield an actual implementation.
Therefore, we take the highest o of the two when a conflict occurs.

Accuracy: As mentioned in section 5.1, whichever way we choose to do it, there is an
inherent approximation in the homomorphic classification that we compute. In our
case, we choose to use an approximation factor of 3 for the vector inputs: we truncate
the values after the third digit. The parameters we use for the initial SEAL distance
computation are given in table 3 in appendix A. The value of p needs to be high enough
to prevent the distance values from ”overflowing” and needs to verify g=1 modp
in order to reduce noise propagation. When setting the parameters for the bootstrap
and key-switch operations of the min and argmin computations, one needs to strike
a good balance between efficiency and accuracy while taking security constraints into
account. This leads us to the parameters presented in table 4, in appendix A.

Furthermore, with the given parameters, in the matrix version, we can add up to

8 https://bitbucket.org/malb/Iwe-estimator /raw/HEAD /estimator.py
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65 & values together before applying a BootStrap operation (as seen in section 4.3).
Any more than that, and we could not certify the result of the output. As we note
in section 4.3, this means that our paper proposes a fully homomorphic scheme for
solving the k-NN problem for up to 65 values.

We mentioned before that the tree scheme is levelled: this means that the given
parameters here only allow us to build a tree with a certain given depth. This is
not true for the matrix scheme which can, with the given parameters, be used for a
classification among an arbitrary number of embedding models. For the tree scheme,
the depth that these parameters allow us to go to, in this case, is 72. This means we
can classify among 272 different model embeddings. In practice, given a fixed number
of models beforehand, one could reduce the size of the parameters we give here to
fit the size of their tree and increase the time performance of their classification.
Overall, with these parameters, we achieve a 127-bit security in the ”matrix” scheme
and an 80-bit security in the "tree” scheme. In the "tree” scheme, setting parameters
to obtain a higher security level would compromise the usefulness of the network in
that it would greatly limit the number of comparisons we can make, or make a single
comparison operation prohibitively expensive in terms of time and storage.

5.3 Performance

Classification rate: As we stated in section 5.1, our homomorphic distance and
argmin computations do not match the necessary precision to replicate exactly the
classification results from the VGGVox system in [17]. In this paragraph we will strive
to evaluate how that affects the classification rate of our homomorphic equivalent
given that we have only built a prototype and not fully implemented it, and therefore
cannot run the classification tests directly. Given our set of parameters, we can
determine that in order for the BootStrap operation to reliably differentiate between
two distances, their difference must not be greater than 2.51e—02. Below such a value,
the operation will select one or the other randomly. This allowed us to simulate our
homomorphic scheme in the clear by testing with several test embeddings whether,
given the shortest distance, the difference between that distance and the others was
below 2.51e—02. As we saw in section 5.1, it is the only condition we need for the
overall argmin computation to be exact. Experimentally, we find that after truncating
test vectors at the third digit (as seen in section 5.2) and running the tests on several
groups of embeddings, if the VVGVox system classified a recording correctly, then the
smallest distance was smaller than the other distances by a wide margin (at least 0.1).
However, a serious evaluation of the impact of the application of our scheme on the
classification performance of the system would require systematic testing that we
do not provide in this work. We conclude that our precision is good enough that
our system will classify correctly most of the times that the plain one does. But we
assume that we still incur a loss in classification performance that we cannot evaluate
precisely at this point.

Timings: With the given parameters, we were able to achieve a time performance
that we present, in the case of the argmin computation, and for every operation, in
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table 5 in appendix B. We obtained these numbers by running the operations on an
Intel Core i7-6600U CPU. In the following, when we talk of a ”classification time”,
we mean the process of finding the closest encrypted embedding to the clear one. We
therefore do not include the time that it takes to obtain the embedding from the
audio sample through the VGGVox CNNs.

As for the distance computation, one homomorphic computation of equation 1 with
the SEAL library takes less than le—4 seconds. Using the matrix version of the
distance computation (and actually computing the difference in distances) as shown
in equation 2 does not impact that timing significantly.

The overall time for a classification (the distance computations and the argmin
computation) depends on the number of original model embeddings to which we
need to compare the new input. To be more precise, for a number d of models, the
tree scheme will evaluate d—1 comparison circuits (as seen in figure 3). This means
the time the tree version takes for a classification is linear in the number of model
embeddings.

As for the matrix scheme, it will first evaluate (%) BootStrap operations, and
then, depending on the number of § values that it can sum together at once before a
BootStrap operation, it will evaluate a varying number of BootStrap operations. Most
importantly, the time the matrix version takes for a classification is quadratic in the
number of models.

Asymptotically speaking, the tree version is therefore better. This makes up for the
fact that it is levelled and not fully homomorphic. However, given the weight of the
CircuitBoot operation (see table 5) the tree version is actually significantly slower for
a ”low” number of models. As we can see in figure 5, "low” here means roughly under
4000 models. Under that threshold, the matrix scheme is more time-efficient. Figure
6 shows the time that the matrix version takes to homomorphically classify an input
for up to 300 model embeddings. It takes less than a second to classify the speaker of
a sample as one of 100 hidden speakers. We show in figure 7 the time that an argmin
computation takes with the matrix version (the classification without the distance
computations) depending on the number of values to compare. We can see that it takes
less than a second to determine the argmin of 330 different encrypted values. As we
have seen, solving the k-NN problem for up to 65 encrypted inputs with our scheme is
as quick as solving the 1-NN problem. We can do this in less than 0.4 seconds.

6 Conclusion

In this paper, we investigated two different methods to classify a clear recording
as coming from one of an arbitrary number of encrypted speaker embeddings. One
such method is fully homomorphic but has a quadratic time-wise complexity in the
number of models to classify from. The second one is levelled but time-linear in the
number of models. Additionally, both of these method use their own way to compute
a min and argmin from an arbitrary number of encrypted inputs using FHE and LHE
respectively. Finally, a fully homomorphic and highly efficient k-NN computation was
provided on top the previous results, and though it was not used in our classification
work and is structurally limited in the number of inputs it can take.
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Throughout this paper, we have mentioned promising prospects for future improve-
ments of our results. Among those, a very efficient way to transform our levelled scheme
by using a different type of MUX gate if the precision of the TFHE library increases.
Additionally, it is paramount to stress the general applicability of our results to any
embedding-based Euclidean classification system. The fact that we provide an efficient
embedding-based classification here therefore expands the reach of homomorphic
secure classification beyond this specific speaker-recognition system without needing
to adapt any of our results to the specifics of the new system.
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In this appendix we present the security parameters we use for both FV and

TFHE.

AN

g

A q

N

80 (1024|5e—13

80 [132120577(1024

80 [2048|2e—25

110{132120577]|1024|9e—11

110

1024

110

2048|5e—19

Table 2. Tables presenting the secuirty parameters for both FV and TFHE. In the left
table, the security parameters for FV. In the right table, the security parameters for TFHE.
o is the standard deviation of the Gaussian noise. Because we use both FV and TFHE,
we need to choose the tighter security constraint between the two. The actual standard
deviations chosen in the case of N =1024 for both 80 and 110 security levels are therefore

written in green in the tables. The ones we cannot chose are in red.

N

p

q

g

1024

10752(132120577|7.6e-9

Table 3. The parameters set in the SEAL library for the initial distance computations. NV
is the size of the initial ciphertext polynomials.

Ny oy |Bg|t
2048|1.1e-16/64 |6
Ny | ob |Bg|l| Ns| os |base|t
2048|1.1e-16/16|10{1024|5e-13| 5 |14

Table 4. Tables presenting the appropriate parameters for both the matrix and tree
schemes. parameters In the upper table, the parameters set in the case of the "matrix”
argmin computation. In the lower table, the parameters set in the case of the "tree” scheme.
Ny (resp. Ns) is the size of the bootstrapping key (resp. the key-switching key) polynomials
and oy (resp. o) the standard deviation of the Gaussian noise in the bootstrapping key

(resp. the key-switching key).
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B Timing figures

In this appendix we present table 5 and figures 5 6 and 7, all relating to the timing
of the tree and matrix classification times as well as of the argmin problem resolution
on its own.

"tree” BootStrap|CircuitBoot| MUX|KeySwitch

2e—5 0.4 2e—4| 0.02
?matrix” BootStrap|InternAdd
le—5 8e—7

Table 5. The average time for every basic operation used both in the ”tree” scheme (upper
table) and the "matrix one” (lower table). Times are given in seconds. In order to not burden
the reader with too many timing numbers, these are the most significant operations. For
instance, a Rotate operation time is insignificant in comparison, even taking into account
the number of times that it is used.

40
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Time for a classification (minutes)

T T T T T T T T T
o 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Number of model embeddings

Fig. 5. Time in minutes for tree and matrix overall classification times depending on the
number of model embeddings for the VGGVox system. The time for the tree version
corresponds to the green curve and the matrix version to the red curve.
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Fig. 6. Time in seconds for the matrix version overall classification times depending on the
number of model embeddings for the VGG Vox system.
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Fig. 7. Time in seconds for the argmin computation time with the matrix version depending
on the number of vectors to compare.



