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Abstract. In this work, we demonstrate generic and practical EM side-channel assisted
chosen ciphertext attacks over multiple LWE/LWR-based Public Key Encryption
(PKE) and Key Encapsulation Mechanisms (KEM) secure in the chosen ciphertext
model (IND-CCA security). We show that the EM side-channel information can be
efficiently utilized to instantiate a plaintext checking oracle, which provides binary
information about the output of decryption, typically concealed within IND-CCA
secure PKE/KEMs, thereby enabling our attacks. Firstly, we identified EM-based
side-channel vulnerabilities in the error correcting codes (ECC) enabling us to dis-
tinguish based on the value/ validity of decrypted codewords. We also identified
similar vulnerabilities in the Fujisaki-Okamoto transform which leaks information
about decrypted messages applicable to schemes that do not use ECC. We subse-
quently exploit these vulnerabilities to demonstrate practical attacks applicable to
six CCA-secure lattice-based PKE/KEMs competing in the second round of the
NIST standardization process. We perform experimental validation of our attacks
on implementations taken from the open-source pqm4 library, running on the ARM
Cortex-M4 microcontroller. Our attacks lead to complete key-recovery in a matter of
minutes on all the targeted schemes, thus showing the effectiveness of our attack.
Keywords: Lattice-based cryptography, EM-based side-channel attack, LWE/LWR,
Chosen Ciphertext Attack, Public Key Encryption, Key Encapsulation Mechanism

1 Introduction
NIST is currently conducting a global standardization process for post-quantum public-key
cryptographic algorithms which are secure against attacks from quantum computers [NIS16].
This process started in 2017 with about 69 candidates in the first round, based on a variety
of hard problems considered to be intractable by quantum computers. After intense scrutiny
from the cryptographic community, about 26 candidates (17 Public-key Encryption (PKE)
and Key Encapsulation Mechanisms (KEM) and 9 Digital Signature schemes (DS)) were
selected for the second round. While the main selection criterion for the first round
had been theoretical security and uniqueness of the schemes, the second round will also
consider implementation aspects such as performance on both hardware and software
platforms, bandwidth and resistance to side-channel attacks (SCA). Twelve out of the
26 candidates in the second round are based on computationally hard problems from
the lattice theory and in particular, variants of the Learning With Errors (LWE) or
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Learning With Rounding (LWR) problem. Several research works have investigated
the efficiency aspects of these schemes through implementations on a wide-range of
hardware [PDG14,HMO+16] and software platforms [OPG14,POG15,KMRV18,BKS19].
But, the side-channel security aspect of these lattice-based cryptographic schemes has
received only limited attention [PPM17,BP18,OSPG18,Pes16]. In this paper, we analyze
side-channel security of several LWE/LWR-based PKE/KEMs from the second round of
the NIST’s standardization project.

It is well known that LWE/LWR-based PKE schemes that are secure in the chosen
plaintext model (IND-CPA secure) are vulnerable to chosen ciphertext attacks when the
secret key is reused [DCQ19,QCD19,BDHD+19,BGRR19,Flu16]. These attacks mainly
work by assuming the presence of a key mismatch or plaintext checking oracle, a weaker
assumption compared to a decryption oracle. The plaintext checking oracle typically
provides a binary response (correct or wrong) about the attacker’s guess of the decrypted
message (resp. shared secret key) of a PKE (resp. KEM) for a given chosen ciphertext.
The attacker carefully chooses his query ciphertexts in such a way that the corresponding
oracle’s responses reveal the secret key. However, LWE/LWR-based PKE/KEMs can
be transformed to be secure against such adaptive chosen ciphertext attacks (IND-CCA
secure) by applying well known CCA conversions such as the Fujisaki-Okamoto (FO)
transform [FO99]. One of the main requirements when applying CCA conversions for IND-
CCA security is to have negligible decryption failure rate (about 2−λ for λ-bit security).
All LWE/LWR schemes are associated with a certain failure rate due to the inherent
presence of noise. While some schemes [BDK+18,ADPS16] tune their parameter set
to achieve negligible decryption failure rates, others [BBF+19,LLZ+18] however rely on
additional forward Error Correcting Codes (ECC) to increase robustness against errors.

The FO transform mainly involves re-encryption after decryption which enables to
detect invalid or maliciously formed ciphertexts and return failure upon detection. Thus
malicious/invalid chosen ciphertexts will always be rejected by the decapsulation and
hence the attacker cannot gain any meaningful information from decryption of chosen
ciphertexts, thereby removing the presence of the plaintext checking oracle. However, this
is only true in a classical black box setting since any cryptographic algorithm implemented
on a real-device leaks information about intermediate values through side-channels such
as timing, power consumption or Electromagnetic (EM) emanation. In fact, D’Anvers
in [DTVV19] showed that difference in the execution times of variable-time error cor-
recting procedures can be used to distinguish validity of decrypted output codewords
with very high probability. They utilized this timing vulnerability as a plaintext checking
oracle to demonstrate practical chosen ciphertext attacks over IND-CCA secure KEMs
LAC [LLZ+18] and RAMSTAKE [Sze17]. While their attack can be prevented through
implementation of constant-time ECC procedures [WR19,BBF+19], it still raises critical
questions about existence of other side-channel vulnerabilities within CCA transformed
decryption procedures that could lead to practical chosen ciphertext attacks.

In this work, we extend and generalize chosen ciphertext attacks over IND-CCA secure
lattice-based PKE/KEMs to the EM side-channel setting demonstrating practical key
recovery attacks applicable to six such schemes. We identify two types of side-channel
vulnerabilities to gain information about the decryption output. They are present (1) within
constant time error correcting procedures in schemes that use ECC and (2) within operations
of the FO transform in schemes that do not use ECC. We exploit these vulnerabilities to
instantiate a practical plaintext checking oracle to perform full key-recovery over multiple
IND-CCA secure lattice-based PKE/KEMs. Our work reiterates the need for concrete
masking countermeasures for lattice-based schemes against side-channel attacks whose
significance has also been stressed by several previous works [RdCR+16,RRVV15,OSPG18].
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Contributions

The main contributions of this work are as follows:

1. We demonstrate generic and practical EM side-channel assisted chosen ciphertext
attacks applicable to six IND-CCA secure LWE/LWR based PKE/KEMs which
are also round 2 candidates in the ongoing NIST standardization process. We
demonstrate very efficient strategies to instantiate the EM side-channel as a precise
plaintext checking oracle, which facilitates our attacks over such unprotected schemes.

2. We identify EM-based side channel vulnerabilities within constant-time decoding
procedures of ECC used in the Round5 and LAC PKE/KEMs which are exploited
to identify the validity of decrypted codewords (Attack_ECC). We identify similar
vulnerabilities in the FO transform of the decapsulation procedure which are exploited
to gain information about the decrypted messages, leading to full key-recovery in
schemes that do not utilize ECC such as Kyber, NewHope, Saber, Frodo and variants
of Round5 that do not use ECC (Attack_FO).

3. We adopt a simple and generic approach towards generating chosen ciphertexts to
uniquely identify the secret key candidates based on decryption outputs and show
that our technique is adaptable to multiple LWE/LWR-based PKE/KEMs. Our
approach also leads to a key recovery attack over NewHope that works with a 100%
recovery rate in the presence of a perfect oracle.

4. We perform experimental validation of our attacks on the implementations of the
aforementioned NIST candidates obtained from the pqm4 public library, a testing
and benchmarking framework for post quantum cryptographic schemes on the ARM
Cortex-M4 microcontroller [KRSS]. The pre-processing phase of our attack only
requires to distinguish two values of decrypted messages or codewords and subsequent
key recovery can be performed on all the targeted schemes in a matter of minutes.
Please refer to Fig.1 for the pictorial description of both our attacks (Attack_ECC
and Attack_FO) targeting the IND-CCA secure decapsulation operation1.

5. While prior works have stressed on the need to protect the re-encryption procedure
within the decapsulation operation against possible side-channel attacks [RdCR+16,
RRVV15,OSPG18,BGRR19], our work however provides substantial evidence of
easy susceptibility to side-channel assisted chosen ciphertext attacks resulting in
full key-recovery. Our work thus reiterates the need for protection of IND-CCA
secure lattice-based schemes through concrete masking countermeasures against
side-channel attacks.

Availability of software

All softwares utilized for this work is placed into public domain. They are available at
https://github.com/PRASANNA-RAVI/Generic-SCA-CCA-Lattice-Schemes.

Organization of the Paper

This paper is organized as follows. Section 2 covers the necessary background by introducing
the required concepts, Section 3 presents our side-channel-assisted chosen-ciphertext attack
on the IND-CCA secure Round5 algorithm, through exploitation of EM-leakage from
its ECC as a plaintext checking oracle. Section 4 presents a very similar attack on the

1It is common practice for LWE/LWR schemes to include the decoding procedure of ECC within the
decryption operation. But for better understandability of the concepts explained in the paper, we decouple
the decoding procedure of ECC from the decryption operation and treat it as a separate function.

2We denote Round5(E) (Round5(NE)) as those variants of Round5 which utilize (don’t utilize) ECC
after decryption respectively.

https://github.com/PRASANNA-RAVI/Generic-SCA-CCA-Lattice-Schemes
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Figure 1: Pictorial representation of our proposed attacks on the IND-CCA secure decap-
sulation procedure2

IND-CCA secure LAC algorithm. Section 5 demonstrates that EM-leakage from the FO
transform can also be used as an oracle to attack multiple LWE/LWR-based schemes
that do not use ECC. Section 6 discusses potential countermeasures against our proposed
attacks and finally, Section 7 concludes our paper.

2 Lattice Preliminaries
2.1 Notation
We denote the ring of integers modulo a prime q as Zq. The polynomial ring Zq(x)/φ(x) is
denoted as Rq where φ(x) is its reduction polynomial. We denote r ∈ Rk×`q as a module of
dimension k × `. Polynomials in Rq and modules in Rk×`q are denoted in bold lower case
letters. The ith coefficient of a polynomial a ∈ Rq is denoted as a[i] and the ith polynomial
of a given module x as xi. Matrices/vectors in Zk×lq are denoted in bold upper case letters.
Multiplication of two polynomials a and b in the ring Rq is denoted as c = a × b. We
define two operations Rotr(a, p) and Anti_Rotr(a, p) which rotate the polynomial a ∈ Rq
by p positions to the left in a cyclic and anti-cyclic fashion respectively, as described in
Eqn.1-2.

Rotr(a, p)[i] =
{

a[n− p+ i], for 0 ≤ i < p

a[i− p], for p ≤ i ≤ n− 1
(1)

Anti_Rotr(a, p)[i] =
{
−a[n− p+ i], for 0 ≤ i < p

a[i− p], for p ≤ i ≤ n− 1
(2)

A negative value for p denotes corresponding cyclic and anti-cyclic rotations towards the
right. An element x ∈ Rq sampled from the distribution D with standard deviation σ
is denoted as x← D(Rq). Byte arrays of length n are denoted as Bn. The ith bit in an
element x ∈ Zq is denoted as xi. The acquisition of a side-channel trace t corresponding
to a particular operation X using an input p is denoted as t⇐= X (p).

2.2 Learning With Error/Learning With Rounding Problem
The Learning With Errors (LWE) problem, introduced by Regev [Reg09] is one of the most
well known average-case hard problems upon which several lattice-based NIST candidates
have been constructed. Solving the LWE problem on random lattices in the average case
is at least as hard as solving the related Bounded Distance Decoding (BDD) problem
on the same lattices in the worst case. There are two versions of the LWE problem -
Search LWE and Decisional LWE. The search variant of the LWE problem requires the
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attacker to solve for a secret S ∈ Z`×nq given polynomially many LWE instances of the
form (A,T = A × S + E) ∈ (Zk×`q × Zk×nq ), with A ← U(Zk×`q ) and E ← Dσ(Zk×nq )
where U represents uniform distribution and Dσ represents a discrete error distribution
with standard deviation σ. The decisional variant of this problem requires the attacker to
distinguish similarly structured ordered pairs of LWE instances (A,T) ∈ (Zk×`q × Zk×nq )
from uniformly random pairs U(Zk×`q × Zk×nq ). While errors in the LWE problem are
sampled from an error distribution Dσ(Zk×nq ) and explicitly added to the linear system of
equations (A× S) ∈ Zk×nq , Banerjee et al. [BPR12] showed that it is possible to implicitly
add errors to the linear system A × S by scaling down the coefficients from Zq to Zp
with p < q resulting in instances such as (A,T = bp

q
(A × S)e) ∈ (Zk×`q × Zk×np ). Such

ordered pairs are referred to as the Learning With Rounding (LWR) instances which are
also associated with their correspondingly hard search and decisional problems [LPR10].

However, most of the LWE/LWR based NIST candidate PKE/KEMs, except for
Frodo are based on algebraically structured variants of the standard LWE and LWR
problem known as the Ring/Module-LWE (RLWE/MLWE) and Ring/Module-LWR (RL-
WR/MLWR) problems respectively. The ring variant of the LWE/LWR problem (RL-
WE/RLWR) [LPR10] deals with computation over polynomials in polynomial rings Rq with
s, e← Dσ(Rq) such that the corresponding RLWE instance is defined as (a, t = a×s+e) ∈
(Rq × Rq) and the RLWR instance is defined as (a, t = ba × seq→p) ∈ (Rq × Rp). The
module variant deals with computations over vectors/matrices of polynomials in Rk1×k2

q

with (k1, k2) > 1. With a ← U(Rk1×k2
q ) and s ← Dσ(Rk2

q ) and e ← Dσ(Rk1
q ). the

corresponding MLWE instance is defined as (a, t = a × s + e) ∈ (Rk1×k2
q , Rk2

q ) and the
MLWR instance is defined as (a, t = ba × seq→p) ∈ (Rk1×k2

q , Rk2
p ).

Most PKE/KEMs based on the LWE/LWR problem contain in their core an IND-CPA
secure public-key encryption scheme based on a general paradigm/framework proposed by
Lyubashevskey, Peikert and Regev in 2010 [LPR10], now known as the “LPR Encryption
scheme”. All these schemes follow a standard encryption-based approach of generating the
message (key) at one end and hiding it within the ciphertext. However, there also exists
another parallel approach for key exchange called the reconciliation-based approach used in
schemes such as BCNS [BCNS15], NewHope-USENIX [ADPS16] and Frodo-CCS [BCD+16],
which can be seen as a direct analogue of the Diffie-Hellman key exchange scheme. However,
most of the round 2 round 2 NIST PKE/KEMs have adopted the encryption-based approach
due to its simplicity compared to the reconciliation-based approach. We refer the reader to
[DVV18] for a generalized description of the LPR encryption scheme. Schemes following
this framework only differ in the low level details such as structure of the underlying ring
(Rq, Rk×kq , Zn×nq ), choice of LWE/LWR, usage of ECC, secret/error distribution, relative
sizes of the rounding moduli etc.

2.3 Error Correcting Codes in LWE/LWR-based schemes
Almost all semantically secure lattice-based PKE schemes based on the LWE/LWR
problem are associated with a certain decryption failure probability. Thus, the associated
PKE/KEMs schemes may encounter a failure event when the two involved parties fail to
establish a shared secret key. Designers strive to achieve a non-negligible failure probability
if not zero, as it serves as a key-requirement to achieve security against adaptive chosen-
ciphertext attacks [Cac04]. Moreover, it also prevents attacks which mainly work by
triggering decryption failures [DVV18].

But, designing schemes with negligible decryption failures while also guaranteeing high
security could impose a significant penalty over performance. Fritzmann et al. [FPS18]
performed a systematic study of utilizing forward error correcting codes to artificially
reduce decryption failures by correcting errors in the decrypted message. The message m
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to be encrypted is first input to the ECC’s encoding procedure to create a codeword c.
This codeword is subsequently encrypted to generate the ciphertext ct. The decryption
operation decrypts ct to yield c′, which could have some erroneous bits. The ECC’s
decoding procedure subsequently extracts the message m′ from the possibly erroneous
codeword. If the number of bit errors in c′ is less than the ECC’s maximum error correcting
capability, then m′ = m and hence will result in correct decryption. The LAC KEM utilizes
heavy BCH [HP10] error correcting code, while Round5 PKE utilizes a constant-time
linear parity code XEf [BBF+19] ECC.

2.4 CCA Transformation
An LWE/LWR-based PKE/KEM secure in the CPA model can be converted into a
IND-CCA secure PKE/KEM using the well known Fujisaki-Okamoto transform [FO99].
Variants of the same transformation are used by multiple lattice-based NIST candidates
to achieve IND-CCA security. It utilizes a pair of hash functions H and G and operates
over the top of the encryption and decryption schemes and Alg.1 describes a generic FO
transform of a IND-CPA secure PKE to a IND-CCA secure KEM. Upon decapsulation
failures, some schemes simply return a failure symbol ⊥, while certain schemes such as
Kyber [BDK+17] and Saber [DKRV18] use a variant that returns a pseudo random value
as the shared secret key, generated by hashing the ciphertext with the secret key.

In theory, the FO transform helps protect KEMs against chosen-ciphertext attacks
since the validity of ciphertexts are checked through the re-encryption procedure during
decapsulation (Line 8 of KEM.Decaps). Thus, the attacker only sees decapsulation failures
for any handcrafted (invalid) ciphertext. Moreover, the decryption procedure is encapsu-
lated within the decapsulation procedure and hence the attacker cannot directly observe
the output of the decryption module. This provides strong theoretical security guarantees
against chosen-ciphertext attacks which are possible over IND-CPA secure PKE/KEMs.
But in this work, we show that side-channel information from operations within the FO
transform leak enough information about the decrypted message, that can be used to

Algorithm 1: FO transform of a IND-CPA secure PKE into a IND-CCA secure
KEM
1 Procedure KEM.Encaps(pk, Ecc_Used)
2 ρ← U(B32)
3 m = H(ρ)
4 r = G(m, pk)
5 if Ecc_Used = 1 then
6 c = Ecc_Enc(m)
7 end
8 else
9 c = m

10 end
11 ct = PKE.Encrypt(pk, c, r)
12 K = H(r)
13 return ct,K

14
1 Procedure KEM.Decaps(sk, pk, ct, Ecc_Used)
2 c′ = PKE.Decrypt(sk, ct)
3 if Ecc_Used = 1 then
4 m′ = Ecc_Dec(c′)
5 end
6 else
7 m′ = c′

8 end
9 r′ = G(m′, pk)

10 ct′ = PKE.Encrypt(pk,m′, r′)
11 if ct′ = ct then
12 return K = H(r′‖ct′)
13 end
14 else
15 return K = ⊥ or K = H(z‖ct′) /* z ∈ B32 is a random secret */
16 end
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mount chosen-ciphertext attacks over CCA secure PKE/KEMs.

2.5 Chosen Ciphertext Attacks on LWE/LWR based schemes
Key-reuse or Key-caching is a commonly adopted technique in secure protocols such as TLS
and IKE (Internet Key Exchange). Security of IND-CPA secure public key cryptographic
schemes in a key-reuse scenario in the presence of a plaintext chekcing oracle has been
studied for a long time, dating back to the reaction attacks such as Bleichenbacher’s
attack over RSA PKCS#1 in 1998 [Ble98] and attacks over standard instantiations of the
Diffie-Hellman key exchange [HGS99,MU10]. Security of LWE/LWR-based schemes in a
similar scenario was first studied by Fluhrer in [Flu16]. He proposed chosen ciphertext
attacks over IND-CPA secure reconciliation-based key exchange schemes. This attack
assumes reuse of secret key by the initiator of the key exchange procedure and the adversary
(responder) gathers information about key mismatches for specially crafted ciphertexts
leading to full key recovery. Ding et al. [DAS+17] proposed another attack that assumes
the initiator to be the adversary who observes changes in the reconciliation hints for
chosen public key shares to recover the secret key, thus showing that such attacks work in
both directions. Subsequent works proposed different approaches towards key recovery in
reconciliation-based key exchange schemes [DFR18,LZZ18,DXL12,Pei14].

Subsequently, IND-CPA secure LWE/LWR-based PKE/KEMs following the encryption
approach were also shown to be vulnerable to plaintext checking oracle based attacks by a
number of works [DCQ19,BGRR19,BDHD+19,QCD19,DTVV19], albeit using different
techniques compared to attacks over reconciliation-based schemes. Ding et al. [DCQ19]
and Bŭaetu et al. [BDHD+19] proposed generic approaches towards chosen ciphertext
attacks on multiple encryption-based PKE/KEMs. However, the aforementioned attacks
particularly fail to attack or be trivially adaptable to schemes such as NewHope that
utilize (1) redundancy-based message encoding and ciphertext compression functions and
(2) large span of the secret coefficients, which complicates the interaction with the plaintext
checking oracle. However, Bauer et al. [BGRR19] demonstrated the first chosen ciphertext
attack over NewHope which recovers coefficients from a certain smaller range than the
total span while brute-forcing the remaining coefficients and their attack was subsequently
improved by Qin et al. [QCD19] which recovers all coefficients, albeit with a success rate
of about 96.88%.

While the aforementioned attacks primarily targeted IND-CPA secure schemes, Bauer
et al. [BGRR19] also suggested utilizing side-channel information to instantiate plaintext
checking oracles and also performed preliminary experiments using EM side-channel
information to argue their case. More concretely, D’Anvers et al. [DTVV19] demonstrated
use of timing leakage information to perform chosen ciphertext attacks over the IND-CCA
secure LAC KEM and also stated the possibility of using other side-channels to perform
chosen ciphertext attacks. In this work, we extend and generalize the idea of side-channels
being used as efficient plaintext checking oracles by demonstrating practical EM-side
channel assisted key recovery attacks applicable to six IND-CCA secure LWE/LWR based
PKE/KEMs. In fact, our attack approach is also adaptable to NewHope resulting in key
recovery with 100% success rate in the presence of a perfect oracle.

2.6 Test Vector Leakage Assessment (TVLA)
The Test Vector Leakage Assessment (TVLA) [GGJR+11] is a popular conformance-based
methodology in side-channel analysis which has been widely used by both academia and
the industry to perform side-channel evaluation of cryptographic implementations. TVLA
involves computation of the well known univariate Welch’s t-test over two given sets of
side-channel measurements to identify differentiating features in them. By testing for a
null hypothesis such that the mean of two sets is identical, a PASS/FAIL decision is taken.
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The formulation of TVLA over two sets of measurements Tr and Tf is given by:

TV LA = µr − µf√
σ2
r

mr
+ σ2

f

mf

, (3)

where µr, σr and mr (resp. µr, σr and mr) are mean, standard deviation and cardinality
of the trace set Tr (resp. Tf ). The null hypothesis is rejected with a confidence of 99.9999%
only if the absolute value of the t-test score is greater than 4.5 [GGJR+11]. A rejected
null hypothesis implies that the two trace/data sets are different and might leak some
side-channel information and hence is considered a FAIL test. While TVLA is mainly used
as a metric for side-channel evaluation, it has been also been used as a tool for feature
selection in multiple cryptanalytic efforts [RJJ+18]. In this work, we use TVLA as a tool
for feature selection from side-channel measurements [GLRP06].

3 Side-Channel Analysis of Round5
We analyze the power/EM side-channel behaviour of constant-time decoding procedures
of error correcting codes in IND-CCA secure Round5 PKE/KEM. It utilizes the XEf error
correction scheme, which is an f -bit forward error correcting block code which can always
correct at least f errors in any given codeword. In the following discussion, we describe
the functioning of XEf code and highlight its differential behaviour between valid and
invalid codewords observable through the EM-side channel.

3.1 XEf error correction code
Let the k-bit message to be encoded be m = (mk−1,mk−2, . . . ,m0) and its corresponding
binary polynomial be defined as mp = mk−1x

k−1 + . . .+m1x+m0. XEf is a linear parity
code and works with a register set r with 2f registers (ri for i ∈ {0, 2f − 1}) each of size li
such that ri = mpmod (xli−1). The codeword c = Ecc_Enc(m) consists of the message m
appended with the register set r (i.e) c = (m|r), which amounts to a total of µ bits where
µ = k+

∑2f−1
i=0 li. Let us denote the decrypted codeword output from the decryption logic

as c′ = (m′|r′). The decoding computes the register set r′′ for the received message m′ and
compares it with r′ in the codeword. Those bits j in the received message m′ are flipped
that satisfy the following condition that

∑2f
i=1((r′′(i,j mod li)− r

′
(i,j mod li))mod 2 ) ≥ (f + 1).

One of the main advantages of XEf is that its encoding and decoding procedures can be
easily implemented in constant-time and are thus resistant to timing attacks. However,
we show in the following discussion that constant time implementations of XEf still leak
exploitable information about the codeword through the EM-side channel.

3.2 Side-channel vulnerability of XEf
We analyze the decoding of XEf in the optimized implementation of Round5 taken
from the open-source pqm4 library [KRSS]. We ran the optimized implementation of
the IND-CCA secure Round5 KEM (R5ND_1KEM_5d variant in particular) on the
STM32F4DISCOVERY board (DUT) housing the STM32F407, ARM Cortex-M4 microcon-
troller. The implementation (compiled with -O3 -mthumb -mcpu=cortex-m4
-mfloat-abi=hard -mfpu=fpv4-sp-d16) was running at a clock frequency of 24 MHz.
We used the ST-LINK/v2.1 add-on board for UART communication with our DUT. We
used the OpenOCD framework for flash configuration and on-chip hardware debugging
with the aid of the GNU debugger for ARM (arm-none-eabi-gdb).

The XEf decoding involves a decision-making operation to decide upon the position
of bits to be flipped in the recovered message. One of the steps in this decision-making
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operation involves computation of a majority logic operation, denoted asM. It takes as
input, a modified form of the register set r, which we denote as r′. Moreover, this is also
the last operation within the decoding procedure that decides the bits to be corrected. We
observe over multiple trials that r′ = 0 when a codeword is valid, while it is non-zero for
erroneous codewords with one or more erroneous bits (i.e) r 6= 0. Since the inputs toM
differ based on the validity of the codeword, the computations also differ accordingly. In
particular, we consider an all zero valid codeword c = 0 ∈ {0, 1}∗ and an all zero codeword
with a single bit error in its lsb (i.e) c = 1 ∈ {0, 1}∗.Please refer to Fig.5 in the appendix
for the screenshots from debugging using Openocd [Rat05] clearly showing the difference
in the internal register values (at the same point during computation) for the two cases
c = 0 and c = 13. This differential behaviour based on the validity of the codeword can be
easily detected through the EM side-channel. EM measurements were observed from the
same DUT using a near-field probe and processed using a Lecroy 610Zi oscilloscope at a
sampling rate of 500MSam/sec. Please refer to Fig.6 in Appendix B for our experimental
setup used to perform EM trace acquisition. We adopt a Welch’s t-test based reduced
template approach to classify a given power/EM trace to either a valid (c = 0) or invalid
(c = 1) codeword, which will be discussed in the following section.

3.3 Welch’s t-test based template approach for classification
Our classification technique consists of two stages. The first is a pre-processing stage
which involves generating a reduced template for each class and the second stage involves
the template matching operation. For the pre-processing stage, we collect two sets of 50
measurements each, denoted as TO and TX, corresponding to repeated executions of the
decoding for codewords c = 0 and c = 1 respectively. Let T = TO ∪ TX and we construct a
reduced template for each trace set as follows:

• Center (normalize) each trace ti ∈ T by removing the mean of each trace from itself
such that t′i = ti − ti where ti is the mean of trace t′i. This step is optional but can
correct some environmental effects on measurements, such as DC shifts.

• We utilize the Welch’s t-test to identify the points that clearly distinguish between
TO and TX. Refer to Fig.2 for the corresponding t-test plot. The observation of high
peaks in the t-test plot (greater than the pass/fail threshold ±4.5) validates our
hypothesis that the computations are significantly different at these points.

• We select only those points whose absolute t-test value (both ±) is greater than a
certain chosen threshold4 Thsel as our set of Points of Interest (PoI) P and a reduced
trace set T ′O and T ′X is constructed with these points within P. We subsequently
calculate their respective means denoted as mO,P and mX,P respectively, which are
the reduced templates for each class.

Given a single trace t for classification, an attacker normalizes the trace such that
t′ = t − t and obtains a reduced trace t′P . He can then compute the sum-of-squared
difference Γ∗ of the trace with each reduced template as follows:

ΓO = (t′P −mO,P)T · (t′P −mO,P)
ΓX = (t′P −mX,P)T · (t′P −mX,P)

The attacker then chooses that class corresponding to the least sum-of-squared difference.
Thus, a single power/EM trace of the targeted operation is enough to distinguish between

3Codewords/messages are bit vectors in {0, 1}∗, but we deal with codewords/messages whose all but
one bit at the LSB are always zero. Thus for simplicity, we refer to them using integer values.

4The chosen threshold Thsel shall be preferably slightly greater than ±4.5 for better distinguishability.
For the t-test results in Fig.2, we choose a convenient threshold of ±7.
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Figure 2: TVLA results for Round5 (R5ND_1KEM_5d) between decoding of valid (c = 0)
and invalid (c = 1) codeword

the two cases c = 0 and c = 1. This can thus be used to instantiate a practical plaintext
checking oracle to perform our chosen ciphertext attacks.

It is important to know that the pre-processing stage involving construction of reduced
templates can be done directly on the target device in a non-profiled setting since the
attacker does not require to gain information about the device for known secret keys. This
is because an attacker can create chosen ciphertexts that can always decrypt to a specific
codeword c of his choice independent of the secret key, about which we will discuss in
Sec.3.4.3. In the following section, we demonstrate practical chosen-ciphertext attacks over
the IND-CCA secure Round5 PKE/KEM by exploiting the aforementioned side-channel
vulnerability of XEf’s decoding.

3.4 Chosen-Ciphertext Attack on IND-CCA secure Round5
3.4.1 Attacker Model

We consider an attacker who has physical access to a device performing decapsulation/de-
cryption using a long term secret key. He/She can query the device with chosen ciphertexts
arbitrarily many number of times and passively observe its corresponding side-channel
behaviour and has no knowledge about corresponding outputs. He/She does not assume
presence of a clone device and does not need to profile the device with known keys.

3.4.2 Decryption in Round5

Refer to Alg.2 for the decryption operation of the Round5 PKE scheme. We ignore several
technical details in its description for simplicity and only focus on those relevant for our
attack. The reader is however referred to [BBF+19] for more in-depth details. Since our
attack only deals with decryption, we do not describe its corresponding encryption and key
generation procedures. Round5 is based on the RLWR problem and hence both u and v
are polynomials with degree n−1 and µ−1 resp. in the polynomial ring Zq(x)/γ(x) where
γ(x) = xn + xn−1 + . . .+ x+ 1, with n > µ. Furthermore, s is a ternary polynomial with
degree n− 1 with coefficients in {−1, 0, 1}. The decryption firstly computes the product
u × s (Line 4 in Alg.2) modulo the cyclotomic polynomial φ(x) = (xn+1 − 1). Further,
the product is truncated to the lowermost µ coefficients and subtracted from a rounded
version of v (Line 5 in Round5.Decrypt). The result of this operation in Zµp is converted
into the codeword c′′ ∈ Zµ2 using Roundp→2 and then it is decoded to the final message
m′′ using the Ecc_Dec decoding of XEf.
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Algorithm 2: Round5 CPA.PKE scheme
1 Procedure Round5.Decrypt(ct, sk)
2 u,v = DecodeCT(ct)
3 s = DecodeSK(sk)
4 w = Truncateµ(u× s mod (xn+1 − 1))
5 c′′ = Roundp→2((p/t) · v−w, 1/2)

3.4.3 Attack Methodology

Overview: Our attack recovers the secret polynomial one coefficient at a time and let us
assume X number of candidates for each coefficient (i.e) (s0, s1, . . . , sX−1). Firstly, the
attacker chooses a specific structure for the ciphertexts such that the value of decryption
output (1) is solely dependent upon a single secret coefficient and (2) can only take two
possible values (e.g) c = 0 or c = 1. Subsequently, he/she devises some constraints over the
value of these specially structured ciphertexts such that their corresponding decryption
outputs (oracle’s responses) uniquely identify every possible candidate si for the target
coefficient. More concretely, for every candidate si, the oracle’s responses for M such
chosen ciphertexts yield a binary sequence Si = [b0, b1, b2, . . . , bM−1]. If these ciphertexts
yield a unique sequence Si ∀ si, then the correct candidate can be identified based on the
oracle’s responses. The decapsulation device is triggered with these chosen ciphertexts
and their corresponding EM side-channel observations are captured. Since information
derived from these EM observations can serve as oracle’s responses, the attacker can
uniquely identify the targeted secret coefficient. This procedure can be repeated for other
coefficients for full key recovery. In fact, we utilize the same approach albeit with minor
modifications to target multiple LWE/LWR based schemes in this paper.

We first discuss our technique to recover a single coefficient of s and further extend
it to the general case for recovery of any coefficient. Let us consider chosen ciphertexts
where both u and v are constants with values ku and kv respectively (i.e) u = ku · x0 and
v = kv · x0. Thus, the product w = (u× s) mod φ(x) is Rotr(ku · s,−1). Please note that
the left rotation by one position is because degree(φ(x)) 6= degree(γ(x)) and they differ by
one. The first µ coefficients of w are used to compute the corresponding bits c′′i of the
codeword c′′ and they can be represented as in Eqn.4.

c′′i =
{

Roundp→2((p/t) · kv − ku · s[1], 1/2), if i = 0
Roundp→2(−1 · ku · s[i+ 1], 1/2), for 1 ≤ i ≤ µ− 1

(4)

We can see that every bit c′′i only depends on a single coefficient of the secret s and
while the first bit depends upon both ku and kv, all other bits of c′′ only depend on ku.
We now choose the value for ordered pairs (ku, kv) based on the constraints given in Eqn.5.
Given an ordered pair (ku, kv),

c′′i =
{
D(s[1]), if i = 0
0, for 1 ≤ i ≤ µ− 1

(5)

where D is used to denote the function used to compute the codeword c′′. First, we can
search for values of ku based on Eqn.4 such that, c′′i = 0 ∀ i 6= 0 , irrespective of the value
of the corresponding secret coefficient s[i+ 1]. Thus for a chosen (ku, kv), the codeword
c′′ now only depends upon a single coefficient (i.e) s[1] and is only limited to two values 0
or 1. Subsequently, the attacker can search for several ordered pairs of (ku, kv) based on
Eqn.4 such that the codeword c′′ (0 or 1) uniquely identifies every candidate for s[1]. Thus,
given several values of c′′ for such chosen ciphertexts, an attacker can easily identify s[1].
As for the pre-processing phase, the attacker needs to collect traces of decoding procedures
for codewords c′′ = 0 and c′′ = 1, without the knowledge of the secret key. The decrypted
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Table 1: Unique distinguishability of every key candidate based on the validity of the
codeword for the chosen values of (ku, kv) for our attack on the R5ND_1KEM_5d variant
of IND-CCA secure Round5 KEM. O and X refer to valid (c′′ = 0) and invalid codewords
(c′′ = 1) respectively.

Secret Coeff.
c′′ = 0 (O) /c′′ = 1 (X)

(ku, kv)

(21,3) (12,1)

-1 X X

0 X O

1 O O

codeword can be made independent of the secret key s by simply choosing ku = 0 (i.e)
u = 0 and hence u · s = 0. An appropriate value for kv is chosen based on the value of
the desired codeword. In fact, by choosing u = 0, an attacker can decrypt to any chosen
codeword by choosing an appropriate values for v.

Tab.1, which we denote as the decision table D, contains chosen values of (ku, kv) for
our attack along with the corresponding unique sequence S for every secret candidate for
the R5ND_1KEM_5d variant of the Round5 IND-CCA secure KEM. We can see that just
two chosen ciphertexts are enough to identify the value of the secret coefficient. Since the
validity of a given codeword can be determined from a single EM side-channel trace as
shown in Sec.3.3, the attacker can retrieve the secret coefficient s[1] with just 2 traces. In
order to retrieve the other coefficients, we leverage upon the property of multiplication
modulo the cyclotomic polynomial φ(x) = xn+1 − 1. We know that multiplication of a
polynomial s by xi modulo φ(x) in the ring Zq(x)/(γ(x)) results in5 Rotr(s, i− 1). Thus if
u = ku · xp, the first bit of the codeword c′′0 is now function of a different secret coefficient
as shown in Eqn.6

c′′0 =
{

Roundp→2(−1 · ku · s[1− p], 1/2), if 0 ≤ p ≤ 1
Roundp→2(−1 · ku · s[n− p+ 2], 1/2), if 2 ≤ p ≤ n− 1

(6)

Thus, the attacker can change the position of the non-zero coefficient of u from 0 to
n− 1 and retrieve the coefficients (s[1], s[0], s[n] = 0, s[n− 1], . . . , s[3]) in the same order.
A close observation of Eqn.6 reveals that the secret polynomial cannot be rotated enough
to bring s[2] to the first position, thus it is not possible to retrieve s[2] using the same
methodology, with the reason again being degree(γ(x)) - degree(φ(x)) = 1. However, as
we show later, such complications do not arise in the other schemes we cover in this paper.
Nevertheless, the attacker only requires 2× (n− 1) side-channel traces (recovery of (n− 1)
coefficients) and a brute-force over s[2] for full key-recovery. This attack is applicable to
all parameters of IND-CCA secure Round5 PKE and KEM that use ECC after decryption.
Since our attack targets the output of the decryption, our attack applies to both IND-CCA
secure PKE and KEM and this also applies to all schemes covered in this paper.

We summarize our attack methodology in form of an algorithm in Alg.3, while ab-
stracting all the low-level information of the scheme under attack. The algorithm takes as
inputs, the chosen ciphertext set CTattack with r chosen ciphertexts (r = 2 for Round5)
and the information gathered from the pre-processing stage I = (P,mO,P ,mX,P) The
function Classify classifies a given trace t into either class c = 0 or c = 1 using I. The
function RowCompare compares the results of the assignment (B) with the decision table
D to retrieve the corresponding secret coefficient.

5The rotation caused by xi is typically i when degree(γ(x)) = degree(φ(x)), but the factor of i− 1 is
due to the fact that degree(γ(x))-degree(φ(x)) = 1
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Algorithm 3: SCA-Assisted Chosen Ciphertext Attack
Input : Ciphertext Set: CTattack = {ct0, ct1, . . . , ctr−1}, Pre-processing information:

I = (P,mO,P ,mX,P), Decision Table: D
Output : Retrieved Secret: s′ = {s′[0], s′[1], . . . , s′[n− 1]}

1 B = Zeros(r) /* Initialize B */
2 for i = 0 to n− 1 do
3 for j = 0 to r − 1 do
4 ti,j ⇐= Decaps(ctj) /* Trace Acquisition */
5 B[j] = Classify(ti,j , I) /* Classify c = 0 or c = 1 */
6 end
7 s′[i] = RowCompare(B,D) /* Compare with Decision Table */
8 end

3.5 Experimental Results
We implemented our attack on the optimized implementation of the R5ND_1KEM_5d
variant of the IND-CCA secure Round5 KEM taken from the pqm4 library [KRSS]. The
attack requires about 2 · 489 = 978 traces (no. of coefficients n = 490) and brute-force
of 3 for the coefficient s[2]. Our attack works with an average success rate of about 99%.
However, we were able to perform complete key recovery with high confidence by repeating
the attack multiple times (a minimum of 3 times) and performing a simple majority
voting of the retrieved coefficients. It actually only took about 95 seconds (including 10
seconds for pre-processing) to perform one complete iteration of the attack and 270 seconds
(3 iterations) (i.e) 4.5 minutes for complete key recovery. This thus demonstrates the
simplicity and effectiveness of our attack, which can be performed in a similar manner
over the other parameter sets of Round5 PKE/KEM that utilize ECC.

4 Side-Channel Analysis of LAC
In this section, we adapt our chosen ciphertext attack to the IND-CCA secure LAC KEM
which utilizes the heavy BCH error correcting code. While D’Anvers et al. [DTVV19]
exploited the timing-side channel vulnerabilities in the non-constant time BCH decoding
procedure, we exploit EM-side channel vulnerabilities over its constant-time variant. LAC
is an RLWE based scheme operating in the polynomial ring Zq[x]/(xn + 1), with a byte
level modulus q and ternary secrets and errors with fixed hamming weight. We will first
discuss the side-channel vulnerability of the BCH error correcting code followed by the
practical demonstration of our chosen-ciphertext attack for full key-recovery.

4.1 Side-Channel Vulnerability of BCH
For brevity, we do not cover details of the BCH error correcting code, but refer the reader
to [WR19] for in-depth details. We only focus on its decoding procedure, which contains
the target operation for our attack. The decoding of BCH mainly works by computing a
syndrome S of the received codeword and utilizing S to find error locations within the
codeword. It is well known that the syndrome is zero for a valid codeword while it is
non-zero even for erroneous codewords with single bit errors. We thus hypothesize that
EM/power side-channel information from the syndrome computation might enable to
distinguish between valid and invalid codewords. Similar to the XEf error-correcting code,
an all zero codeword (i.e) c = 0 is a valid BCH codeword while c = 1 is an erroneous
codeword with a single bit error. We attempt to utilize EM side-channel information from
the syndrome computation of BCH ECC to distinguish between c = 0 and c = 1.

We implemented the constant-time reference implementation of the IND-CCA secure
LAC128 on the same DUT and utilized the same setup for EM trace acquisition as described
in Sec.3.2. We utilize the Welch’s t-test based reduced template approach to classify a
given trace either into class c = 0 or c = 1. Please refer to Fig.3 for the Welch’s t-test
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Figure 3: TVLA results for LAC (LAC128) between decoding of valid (c = 0) and invalid
(c = 1) codeword

results between two trace sets TO and TX (with 50 traces each) corresponding to the
syndrome computation for the codewords c = 0 and c = 1 respectively. A number of high
peaks (well above ±4.5) indicate a clear difference between the two measurements and we
choose a threshold of ±12 to construct reduced templates for each class using the PoI set
P . In the following section, we will demonstrate a chosen-ciphertext attack over IND-CCA
secure LAC instantiating the identified leakage as an efficient plaintext checking oracle.

4.2 Chosen-Ciphertext Attack on IND-CCA secure LAC
Refer to Alg.4 for the decryption of LAC PKE. The ciphertext of LAC consists of two
polynomials c1, c2 ∈ Zq(x)/(xn + 1) with degree n− 1 (same as the secret polynomial s)
and `v − 1 respectively, with n > `v for all parameter sets of LAC. Firstly, the product
of c1 and s in the ring Zq[x]/(xn + 1) is truncated to its lowermost `v coefficients. The
truncated product is then subtracted from c2 resulting in x. In case of the LAC128/LAC192
variant, each bit c′′i of the codeword is only dependent on the corresponding coefficient
x[i] for i ∈ {0, `v − 1}. But in case of LAC256, redundancy is introduced to lower error
rates by utilizing two coefficients of x to compute one bit of the codeword (i.e) x[i]
and x[i + `v/2] are together used to compute the bit c′′i . This is referred to as the D2
encoding/decoding [LLZ+18], which is a light error correcting procedure implemented on
top of the BCH error correcting code for the LAC256 variant. The codeword c′′ is decoded
to the message m′′ by Ecc_Dec, the decoding of BCH.

Algorithm 4: LAC CPA.PKE scheme
1 Procedure LAC.Decrypt(ct = (c1, c2), sk = s)
2 w = Truncate`v (c1 · s);
3 x = c2 −w;
4 c′′ = 0;
5 if LAC256 then
6 for i = 0 to `v/2− 1 do
7 t = 2Q− (x[i] + x[i+ `v/2]);
8 if t < (Q/2) then
9 c′′i = 1;

10 end
11 end
12 end
13 else
14 for i = 0 to `v − 1 do
15 if x[i] ≥ (Q/4) and x[i] < (3Q/4) then
16 c′′i = 1;
17 end
18 end
19 end
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4.2.1 Attack Methodology

Our attack methodology for LAC is very similar to that used for Round5. Due to the use
of the additional D2 encoding/decoding in LAC256, our attack approach towards LAC256
is slightly different from that over the LAC128/LAC192 variant.

Attack on LAC128 and LAC192

We choose c1 = kc1 and c2 = kc2 respectively. Thus, any given bit c′′i of the decrypted
codeword c′′ can be represented as in Eqn.7.

c′′i =
{
D(kc2 − kc1 · s[0]), if i = 0
D(−1 · kc1 · s[i]), for 1 ≤ i ≤ `v − 1

(7)

where D is used to denote the function used to compute the codeword c′′. Similar to our
attack on Round5, the attacker should subsequently choose enough number of ordered
pairs (kc1 , kc2) such that the corresponding ciphertexts result in (1) c′′i = 0 ∀ i 6= 0 and
(2) uniquely identification of every possible candidate for s[0] based on the corresponding
values obtained for c′′0 or c′′. Thus, as shown in Tab.2 in Appendix C, an attacker only
needs 2 chosen ciphertext queries to identify the correct candidate for s[0] based on c′′.
Since he/she can easily distinguish between c′′ = 0 and c′′ = 1 with just a single EM/power
trace as shown in Sec.4.1, just 2 traces are required to recover s[0].

In order to retrieve the other coefficients, we leverage upon the property of polynomial
multiplication modulo the anti-cyclic cyclotomic polynomial φ(x) = xn + 1. We know that
multiplication of a polynomial s by xi modulo φ(x) results in AntiRotr(s, i). Thus, if we
choose c1 = kc1 · xp, then the first bit c′′i of the codeword c′′ as a function of p is

c′′0 =
{
kc2 − kc1 · s[0], if p = 0
kc2 − kc1 · (−s[n− p]), for 1 ≤ p ≤ n− 1

(8)

Thus, the attacker can simply change the position of the non-zero coefficient of c1 from
0 to n − 1 and use the same values for (kc1 , kc2) to recover the coefficients s[0],−s[n −
1],−s[n − 2], . . . ,−s[2],−s[1] in the same order and polarity. We acknowledge that the
chosen ciphertexts used by D’Anvers et al. [DTVV19] in their attack over IND-CCA secure
LAC can also be used to mount a very similar attack in the EM side-channel setting.

Attack on LAC256

Attacking LAC256 is a bit more challenging due to the utilization of the additional D2
encoding/decoding before application of the BCH error correcting code. As can be seen
from Line 7 in Alg.4, the D2 encoding ensures that each bit c′′i of the codeword depends
on two coefficients x[i] and x[i+ `v/2]. Thus, if c1 = kc1 , then c′′i depends on two secret
coefficients s[i] and s[i+ `v/2]. Thus, we propose to utilize a modified c2 which has two
non-zero coefficients at positions 0 and `v/2 (i.e) c2 = k′c2

+ k′′c2
· x`v/2. Thus, any given

bit c′′i of the resulting codeword can be represented as follows:

c′′i =
{
V(k′c2

− kc1 · s[0], k′′c2
− kc1 · s[`v/2]), if i = 0

V(−1 · kc1 · s[i],−1 · kc1 · s[i+ `v/2]), for 1 ≤ i ≤ `v − 1
(9)

Now, the attacker should choose values for the tuple (kc1 , k
′
c2
, k′′c2

) that satisfy the
constraints in Eqn.10 such that for any such chosen tuple (kc1 , k

′
c2
, k′′c2

),

c′′i =
{
V ′(s[0], s[`v/2]), if i = 0
0, for 1 ≤ i ≤ `v − 1

(10)
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Here again, the possible values for the codeword is restricted to c′′ = 0 and c′′ = 1, but
the value of the codeword now depends on two secret coefficients s[0] and s[`v/2]. Thus,
as shown in Tab.3 in Appendix D, an attacker only needs five chosen ciphertexts and thus
five EM traces to uniquely identify the value of the secret coefficient pair (s[0], s[`v/2]).

For the retrieval of the other coefficient pairs, we again use the same technique used in
the case of LAC128/LAC192 and choose c1 = kc1 · xp. Thus, the first bit of the codeword
c′′ as function of the position p of the non-zero coefficient of c1 is given by Eqn.11. For
the parameters of LAC256, we calculate that the attacker simply repeats the attack for
about (n− `v/2) times to recover the complete secret polynomial s.

c′′0 =


V(k′c2

− kc1 · s[0], k′′c2
− kc1 · s[`v/2]), if p = 0

V(k′c2
− kc1 · (−s[n− p]), k′′c2

− kc1 · s[`v/2− p]), for 1 ≤ p ≤ `v/2
V(k′c2

− kc1 · (−s[n− p]), k′′c2
− kc1 · (−s[n− p+ `v/2])), for `v/2 + 1 ≤ p < n

(11)

4.3 Experimental Results
We implemented our attack on the constant-time implementation of the LAC128 variant
of the IND-CCA secure LAC KEM, taken from the pqm4 library [KRSS]. The attack
requires about 2 · 512 = 1024 traces (no. of coefficients n = 512) and works with an
average success rate of ≈97%. A minimum of 3 repetitions of the attack and a subsequent
majority voting resulted in complete key-recovery. Implementation of our complete attack
(including trace-acquisition) for one iteration took about 525 seconds (8.75 minutes) and
the complete key was recovered in 1490 seconds (3 repetitions in ≈ 25 minutes).

5 Side-Channel Analysis of the FO transform
We have shown that an attacker can efficiently utilize EM-side channel information from
execution of error correcting procedures to instantiate an efficient plaintext checking oracle,
leading to chosen ciphertext attacks over IND-CCA secure Round5 and LAC KEM. We
also identify a similar vulnerability in the Fujisaki-Okamoto (FO) transform in schemes
that do not utilize ECC, that enables an attacker to gain information about decrypted
messages leading to similar chosen ciphertext attacks to perform full key recovery.

5.1 Side-Channel vulnerability in the FO transform
We refer to the KEM.Decaps procedure of Alg.1 for the generic framework of the IND-CCA
secure decapsulation. When Ecc_Used = 0, the operations after PKE.Decrypt depend upon
the decrypted message m′. If any of these operations exhibit any differential behaviour
based on the value of the decrypted message m′, we hypothesize that this behaviour can
also be observed over the EM side-channel. Similar to our attacks on Round5 and LAC,
we would like to distinguish between the two cases (1) m′ = 0 (Z) and (2) m′ = 1 (O)
through the EM side-channel. We target the hash operation G operating over m′ (Line 7
of KEM.Decaps in Alg.1). In particular, we observe side-channel traces from operations
(somewhere) towards the end of the hash computation so that the diffusion of the modified
bit induces enough differential behaviour for easy distinguishability.

We ran the optimized implementation of Kyber (KYBER512 variant) over the same
DUT and used the same experimental setup described in Sec.3.2. We collect two sets of
50 replicated measurements denoted as TZ and TO, corresponding to decrypted messages
m = 0 and m = 1 respectively. As stated earlier in Sec.3.4.3, it is possible to create
ciphertexts that decrypt to a chosen message without the knowledge of the secret key.
Referring to the t-test plot between TZ and TO in Fig.4(a), we can clearly see many peaks
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Figure 4: TVLA results for Kyber (KYBER512) between G(m) = 0 and G(m) = 1

(greater than the ±4.5), thus indicating a significant difference between the two sets of
measurements at these peaks and we choose a threshold of ±7 for PoI selection and
construct reduced templates for each class. Thus, an attacker can classify a single EM
trace from the FO transform into class m = 0 and m = 1 to realize an efficient plaintext
checking oracle. This leakage comes directly from the FO transform and hence applies to
multiple lattice-based KEMs that utilize the same to achieve IND-CCA security.

5.2 Attack methodology
We demonstrate our attack on Kyber, an IND-CCA secure module lattice-based KEMs.
The reason for the choice of module lattice-based schemes is that a module lattice can
be transformed into a standard or an ideal lattice. Thus, our attack also be adapted to
schemes based on problems on standard (Frodo) and ideal (NewHope) lattice problems.

Refer to Alg. 5 for the description of the decryption procedure in Kyber, an MLWE-
based KEM. The ciphertext consists of u ∈ Rkq and v ∈ Rq and the secret module s ∈ Rkq
with Rq = Zq(x)/(xn+1). We will demonstrate our attack to retrieve one coefficient (s0[0])
and then extend it for complete recovery of the secret module. We choose u0[0] = ku and
v[0] = kv while all the other coefficients of u and v are set to zero. Thus, each bit of the
decrypted message can be represented as in Eqn.12.

m′j =
{

Poly_to_Msg(kv − ku · s0[0]), if j = 0
Poly_to_Msg(−1 · ku · s0[j]), for 1 ≤ j ≤ n− 1

(12)

We can see that the value of the decrypted message m′ only depends on one polynomial
s0. Now, we further reduce the dependence of m′ to a single secret coefficient by choosing
those values for (ku, kv) based on the constraints in Eqn.13.

m′i =
{
D(s0[0]), if i = 0
0, for 1 ≤ i ≤ n− 1

(13)

We thus ensure that for the selected ordered pairs (ku, kv), the value of the decrypted
message (m′ = 0 or m′ = 1) solely depends on s0[0]. Thus, an attacker can collect enough
number of such ciphertexts to uniquely identify the value of s0[0] based on the value of the
decrypted message m′. Refer to Tab.1 for the chosen values for (ku, kv) for our attack on
the Kyber512 variant of the Kyber IND-CCA secure KEM. Since an attacker can classify
a given trace as belonging to either m′ = 0 or m′ = 1, the secret coefficient s0[0] can be
retrieved with just 5 side-channel traces.

Similar to our attack on LAC, the attacker can sweep the position of the non-zero
coefficient of u0 from 0 to n − 1 (i.e) u0[0], . . . ,u0[n − 1], to recover the coefficients
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Algorithm 5: Decryption in module lattice-based KEM
1 Procedure KEM.Decrypt(ct, sk)
2 (u,v) ∈ (Rkq × Rq) = DecodeCT(ct);
3 s ∈ Rkq = DecodeSK(sk);
4 w ∈ Rq = u× s;
5 m′ = Poly_to_Msg(v−w);

s0[0],−s0[n− 1],−s0[n− 2], . . . ,−s0[2],−s0[1] in the same order and polarity. Once the
attacker recovers polynomial s0, he/she can also recover the remaining k − 1 polynomials
of s by correspondingly changing the non-zero polynomial of u from u1 to uk−1. More
concretely, if u[p] = ku · xq, then the first bit of the message m′0 is given as

m′0 =
{

Poly_to_Msg(kv − ku · (sp[0])), if q = 0
Poly_to_Msg(kv − ku · (−sp[n− q])), for 1 ≤ q ≤ n− 1

(14)

Thus, we can see that the attacker can retrieve all the n · k coefficients of the secret
module s (using 5 · n · k traces) by simply repeating the attack for different values of the
ordered pair (p, q) with p ∈ {0, k − 1} and q ∈ {0, n− 1}.

5.3 Experimental Results
We implemented our attack on the optimized implementation of the KYBER512 variant
of the IND-CCA secure Kyber KEM from the pqm4 library (Refer to Sec.3.2 for details
on DUT and experimental setup). We were able to retrieve the complete secret in
5 · 256 · 2 = 2560 traces (n = 256, k = 2) with an average success rate of about 99% and
about 3 repetitions of the attack for full key-recovery. One complete iteration of the attack
(including trace acquisition) required about 230 seconds. Thus, complete recovery of the
secret key could be performed in about 650 seconds (3 iterations in 10.83 minutes), thus
demonstrating the ease and effectiveness of our attack. The same attack can be adapted
easily to the other parameter sets of the IND-CCA secure Kyber KEM.

5.4 Adapting our Attack Methodology to Other Schemes
In this section, we will briefly discuss about the adaptation of our attack methodology to
other lattice-based schemes. Since Saber also deals with problems in module-lattices, it
is structurally similar to Kyber and hence our attack methodology over Kyber directly
applies to Saber as well. Moreover, our attack methodology for variants of Round5 that
use ECC (described in Sec.3.4.3) also directly applies to the variants that do not use ECC.
The only key difference is that side-channel information is retrieved from the computation
of the hash function over the decrypted message in the latter case. Thus we do not discuss
about the adaptability of our attacks on Saber and Round5, but focus on other structurally
different schemes such as NewHope (RLWE) and Frodo (Standard-LWE).

5.4.1 Attacking NewHope

NewHope is based on the RLWE problem and operates in a very similar polynomial ring
Zq(x)/(xn + 1) as LAC albeit with a different n and q. Thus, we choose to adapt our
attack methodology over LAC to work for NewHope. An important point to note is
that both variants of NewHope utilize redundancy in the message encoding procedure to
gain robustness against errors. While the NewHope512 variant encodes a single bit of the
message in 2 coefficients similar to LAC256 (redundancy factor Rf = 2), the NewHope1024
variant encodes a single bit in four coefficients (Rf = 4). Thus, recovery of coefficients in
case of NewHope512 is done in pairs (similar to LAC256), while it is done in quadruples
for NewHope1024. Moreover, secrets are binomially distributed in [−8, 8] for both variants
and thus for NewHope512 with Rf = 2, the total key candidates for each pair is 172 = 289.
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In case of NewHope1024, the total key candidates for each quadruple is 174 = 83521. Thus,
the number of key candidates are significantly larger compared to that for Kyber (5),
Round5 (3) and LAC (3). Both the span of the secret coefficients and the redundancy
in encoding together have a significant impact on the attack complexity, tremendously
increasing the number of ciphertexts required for unique identification. Thus, we adopt
a two stage approach towards generating the chosen ciphertexts for our attack on both
NewHope512 and NewHope1024.

In the first stage, we generate a set of G chosen ciphertexts based on the same
approach for earlier schemes and the aim is to obtain unique bit sequences S for as
many secret candidate tuples as possible. Upon repeated experiments, we found that
for a reasonably small G, there are still many disjoint clusters of candidates say L (i.e)
(K0,K1, . . . ,KL−1), each with varying number of candidates (n1, n2, . . . , nN−1) that are
not uniquely distinguishable. In the second stage, we consider a pairwise classification
approach to uniquely identify the correct candidate within every cluster. For example,
within the cluster K0, we consider every possible pair of candidates and generate a
ciphertext for each of them that distinguishes the candidates within a pair. It is well
known that unique identification of a particular candidate within a group is possible if
there exists a pairwise distinguisher for every possible pair of candidates [KU02]. This
yields a total of

(
n0
2
)
ciphertexts for equally many number of pairs within the cluster K0

and the same can be repeated for all clusters yielding a total of
∑L−1
i=0

(
ni
2
)
additionally

precomputed ciphertexts.
Let us assume a perfectly correct plaintext checking oracle. In the attack phase, the

attacker also follows a two stage approach. Firstly, he/she queries the device with the G
initially chosen ciphertexts. It is possible that the secret candidate be retrieved directly
from the first stage if the obtained binary sequence S from the oracle corresponds to a
uniquely identifiable candidate. Otherwise, the sequence corresponds to a smaller set of
candidates belonging to one of these clusters (lets assume K0). Subsequently, unique
identification of the correct candidate within the cluster K0 can be done in a binary fashion
in dlog2(n0)e stages using just (n0 − 1) ciphertexts (similar to a knock-out tournament
involving 2n0 players). The same process can be repeated to retrieve all the tuples of the
secret key. There is a fine trade-off observed between the number of queries (G) used
for the first stage and the number of queries required in the second stage denoted as G′,
required to uniquely retrieve the coefficients of the secret key.

We performed concrete attack simulations over the reference implementations of
NewHope512 and NewHope1024 submitted to round 2 of the NIST process. Our at-
tacks yield a success rate of 100% success rate on both the variants in the presence
of a perfectly correct plaintext checking oracle. Our chosen ciphertexts are generated
randomly and hence the results might vary. However, we provide empirical numbers for
the minimum query complexity obtained from several simulation runs. For NewHope512,
we chose G = 20 and assuming a central binomial distribution for the coefficients, we
estimated an average of G′ = 7.13 extra queries for every secret coefficient, which amounts
to a total of 27.13 × 256 = 6945.28 queries on average to recover the complete secret
key. Our repeated attack simulations also confirmed the estimated query complexity for
NewHope512. For NewHope1024, we chose G = 100 and obtained an estimated average of
G′ = 4.1 extra queries for every secret coefficient. This amounts to a total of 26624 queries
for NewHope1024, which was also confirmed by our repeated attack simulations. However
in the EM side-channel setting, one can observe multiple traces (minimum of 3 or 5) for
replications of each query and decide each oracle response based on a majority vote.

Compared to prior works to attack NewHope [QCD19,BGRR19], we freely choose
values for both ciphertext components u and v (with reference to Alg.5), while both the
prior works [QCD19,BGRR19] fix the value of u and only analyze the oracle’s responses
for different chosen values for v, thus naturally suffering from lesser degrees of freedom.
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For comparison, Bauer et al. [BGRR19] report a success rate of 95% for full key recovery
on NewHope1024 using 16,700 queries on average while brute forcing among ≈ 6 × 107

possibilities for the remaining coefficients in each secret key. Qin et al. [QCD19] however
report a success rate of 96.9% for full key recovery using ≈ 870k queries on average.

5.4.2 Attacking Frodo

Frodo is based on the standard LWE problem and involves computation over elements in
matrix/vector rings, unlike RLWE/MLWE-based schemes which mainly involve polynomial
arithmetic. However, Frodo is also based on the same framework of the LPR encryption
scheme and thus our attack can also be adapted to attack Frodo PKE/KEM. Please refer
to Appendix F for a detailed explanation of our attack methodology on Frodo. We show
that our attack can be performed in a similar manner albeit requiring to perform multiple
pre-processing steps for full key-recovery. This is mainly due to the fact that multiplication
in matrix and vector rings do not exhibit any property similar to cyclic or anti-cyclic
rotations which we exploited for our attacks on RLWE/MLWE-based lattice schemes.

6 Countermeasures
Developing countermeasures for different side-channel attacks is a continuous research.
We briefly talk about the countermeasures separately for both our attacks. Firstly, our
attack targeting the constant-time ECC can be protected through incorporation of side-
channel protected implementations of ECC procedures. One can consider masking the
ECC procedures. However, efficient masking schemes for the ECC used in lattice-based
cryptography are yet to be invented. It will be an interesting but a challenging research
topic to design masking schemes for complicated strong ECC such as BCH.

Secondly, our attack exploiting the vulnerability of the FO transform in schemes that
do not use ECC requires a generic countermeasure provided the generic nature of the
attack. Here again, masking the decryption/decapsulation operation can definitely protect
against our attack. There have been several works on lattice-based PKE/KEMs [RRVV15,
RdCR+16] and in particular, Oder et al. [OSPG18] describe masking techniques for
protecting the FO transform operations in the CCA setting. However, masking complete
decryption/decapsulation has been shown to be costly in terms of performance and thus
efficient masking strategies for CCA-secure LWE/LWR schemes is an interesting research
direction that warrants immediate attention by the cryptographic research community.

7 Conclusion
We have demonstrated generic EM side-channel assisted chosen ciphertext attacks appli-
cable to over six IND-CCA secure LWE/LWR-based PKE/KEMs currently competing
in the second round of the NIST standardization process. We identified EM-side channel
vulnerabilities within error correcting procedures used in some of these schemes and also
in operations within the FO transformation, that leak information about the output of the
decryption algorithm, which subsequently lead to full key-recovery. We perform experi-
mental validation of our attack on implementations from the open-source pqm4 library,
implemented on the ARM Cortex-M4F microcontroller. All the demonstrated attacks are
directly performed on the target device and could perform key-recovery in minutes. We
thus stress the need for attention from the cryptographic community towards side-channel
resistant implementations of error correcting codes along with efficient masking strategies
to protect CCA-secure LWE/LWR-based PKE and KEMs. We intend to investigate
susceptibility of NTRU-based schemes to similar side-channel attacks as future work.
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A Visualization of Activity in Registers
Please refer to Fig.5 for the screenshots from the Openocd Open On-Chip debugger
tool [Rat05] showing values of the internal general purpose registers during operation of
the targeted majority logic within the decoding procedure of XEf error correcting code
of the Round5 PKE scheme. It is important to note that the values of the registers for
the different cases are captured at the same point of time in the program (Refer to the
program counter in the register set (highlighted in brown) in each figure). While Fig.5(a)
corresponds to the decoding of a valid codeword (i.e) c = 0 and Fig.5(b) corresponds to
the decoding of a invalid codeword c = 1. We can see that all the operating registers are
zeros in case of the valid codeword (a), but is not the case with the invalid codewords (b).
Since there is a significant difference between the data being operated on, based on the
validity of the codeword, we are able to easily distinguish the same using the power/EM
side-channel information.

(a)

(b)

Figure 5: Visualization of internal registers during the targeted majority logic (a) Decoding
of valid codeword c = 0 (b) Decoding of invalid codeword c = 1
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B Experimental Setup

(a) (b)

Figure 6: (a) Experimental Setup (b) Zoomed-in view of EM-probe over the DUT

C Chosen Ciphertexts for Attack on LAC128

Table 2: Validity of the codeword as a function of the chosen values for the ordered pair
(kc1 , kc2) and the targeted secret coefficient, used for our attack on the LAC128 variant of
LAC CCA-secure KEM. O and X refer to valid (c′′ = 0) and invalid codewords (c′′ = 1)
respectively.

Secret Coeff.
c′′ = 0 (O) /c′′ = 1 (X)

(kc1 , kc2)

(5,192) (14,48)

-1 O X

0 O X

1 X O



P. Ravi, S. S. Roy, A. Chattopadhyay, S. Bhasin 27

D Chosen Ciphertexts for Attack on LAC256

Table 3: Validity of the codeword as a function of the chosen values for the ordered tuple
(kc1 , k

′
c2
, k′′c2

) and the targeted secret coefficients, used for our attack on the LAC256 variant
of LAC CCA-secure KEM. O and X refer to valid (c′′ = 0) and invalid codewords (c′′ = 1)
respectively.

Secret Coeff. Pair
c′′ = 0 (O)/c′′ = 1 (X)

(kc1 , k
′
c2
, k′′c2

)

(207,64,240) (207,64,32) (207,64,64) (207,64,112) (207,64,208)

(-1,-1) O O O O O

(-1,0) O O O X O

(-1,1) O O X O O

(0,-1) O O O X X

(0,0) O O X X O

(0,1) O X X X O

(1,-1) X O X X X

(1,0) O X X X X

(1,1) X X X X O

E Chosen Ciphertexts for Attack on Kyber512

Table 4: Value of the decrypted messagem′ as a function of the chosen values for the ordered
pair (ku, kv) and the targeted secret coefficient, used for our attack on the KYBER512
variant of Kyber CCA-secure KEM. While O refers to the case of m′ = 0, X refers to
m′ = 1.

Secret Coeff.
m′) = 0 (O)/m′ = 1 (X)

(ku, kv)

(211, 416) (211, 2913) (101, 832) (101, 2497) (416, 1248)

-2 X O X O X

-1 O O X O X

0 O O O O X

1 O O O X O

2 O X O X O

F Attacking FO transform in Frodo KEM
Refer to Alg.6 for the decryption procedure of the Frodo PKE scheme. Since Frodo is based
on the standard LWE problem, all computations within the scheme are performed over
matrices/vectors with elements in the ring Zq, with the ciphertext matrices U ∈ Zm̄×n̄q ,
V ∈ Zn×n̄q and the secret matrix S ∈ Zn×n̄q . We will demonstrate our attack to retrieve
one particular element (S[0][0]) and then extend it to recover all the elements in the same
column (S[0]) and further extend it to the whole secret matrix S. We assume that the
attacker can successfully classify any given EM side-channel trace into either m′ = 0 or
m′ = 1 (Refer to Sec.5.1).
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Algorithm 6: Decryption operation in Frodo KEM
1 Procedure KEM.Decrypt(ct = (U,V) ∈ (Zm̄×nq ,Zm̄×n̄q ), sk = S ∈ Zn×n̄q )
2 M = V−U× S;
3 m′ = Frodo.Decode(M);

We choose U[0][0] = kU while all the other elements of U are set to 0. Similarly we
also choose V[0][0] = kV while all of its other elements are set to 0. Please note that
the Frodo.Decode procedure (Line 2 of Alg.6) encodes every element of M to B bits of
the message m′. Thus, we utilize the notation m′i,j to denote B bits of m′ starting from
positions (i · n̄+ j) ·B to (i · n̄+ (j + 1)) ·B − 1. Thus, the resulting decrypted message
m′ can be represented as in Eqn.15.

m′i,j =


Frodo.Decode(kV − kU · S[0][0]), if i = 0, j = 0
Frodo.Decode(−1 · kU · S[0][j]), if i = 0, j 6= 0
0, otherwise

(15)

Now, the attacker chooses those values for the ordered pair (kU, kV) based on the
constraints in Eqn.16, such that given (kU, kV),

m′i,j =
{
D(S[0][0]), if i = 0, j = 0
0, otherwise

(16)

We can thus see that the value of the decrypted message is solely dependent on the
value of the secret coefficient S[0][0]. Moreover, the ciphertexts can also be chosen to
ensure that the decrypted message only takes two values m′ = 0 or m′ = 1. The attacker
can collect enough number of such ciphertexts to uniquely identify the value of S[0][0]
based on the value of the correspondingly decrypted messages. We also know that an
attacker can easily classify a given trace into either m′ = 0 or m′ = 1. Thus, if the attacker
requires r ciphertexts to uniquely identify the value of S[0][0], then he/she would require r
traces to retrieve S[0][0].

The other elements of the first column of S (i.e) S[1][0], . . . ,S[n− 1][0] can be retrieved
by simply changing the position of the non-zero element of U from U[0][1], . . . ,U[0][n− 1].
More concretely, in order to recover S[p][0], we choose U[0][p] = kU with all other elements
of U set to 0, while the value of V is unchanged (i.e) V[0][0] = kV and all its other
elements set to zero. Thus, the resulting decrypted message can be represented as

m′i,j =


Frodo.Decode(kV − kU · S[p][0]), if i = 0, j = 0
Frodo.Decode(−1 · kU · S[p][j]), if i = 0, j 6= 0
0, otherwise

(17)

For the same previously chosen ordered pairs (kU, kV), the value of the resulting
decrypted message will solely dependent on S[p][0]. Thus, the attacker can similarly repeat
the attack n times to recover all the elements in the first column of S (i.e) S[0]. However,
there is a small caveat in repeating the attack to recover the other columns of S. Let us
consider our attack to retrieve the first coefficient of the f th column (S[0][f ]). We choose
U[0][0] = kU and V[0][f ] = kV while all the other elements of both U and V are set to
zero. Now, the decrypted message is represented as in Eqn.18.

m′i,j =


Frodo.Decode(kV − kU · S[0][f ]), if i = 0, j = f

Frodo.Decode(−1 · kU · S[0][j]), if i = 0, j 6= f

0, otherwise
(18)
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For the same chosen ordered pairs (kU, kV), the decrypted message solely depends
upon S[0][f ] and can only take two possible values, m′ = 0 and m′ = 1 � (Bf). We
can thus see that we can no-longer restrict the location of the non-zero bit to the least
significant position of m′. While we were able to restrict the location of the non-zero bit
to the least significant position by leveraging the property of polynomial multiplication
modulo cyclic (Round5) and anti-cyclic (LAC, Kyber, NewHope and Saber) cyclotomic
polynomials, the same cannot done for Frodo as it operates over matrices and vectors.
This means that the attacker should now distinguish between m′ = 0 and m′ = 1� (Bf).
using side-channel information.

Thus, the attacker has to perform the pre-processing step to find new differentiating
features (feature set P) and a corresponding decision threshold u that will enable to
differentiate between m′ = 0 and m′ = 1 � (Bf). The same has to be repeated for all
n̄ columns of S (n̄ = 8 for all parameter sets of Frodo). Thus, the attacker will require
n̄ feature sets (Pi for i ∈ {0, n̄− 1}) and the corresponding n̄ decision thresholds (ui for
i ∈ {0, n̄ − 1}) to recover all n̄ columns of the secret matrix S. Thus, the attacker can
thus use the feature set Pf and decision threshold uf to recover all the elements of the f th

column of S and repeat the same for all n̄ columns of S for full key-recovery.
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