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Abstract

A sub-Gaussian distribution is any probability distribution that has tails bounded
by a Gaussian and has a mean of zero. It is well known that the sum of independent
sub-Gaussians is again sub-Gaussian. This note generalizes this result to sums of sub-
Gaussians that may not be independent, under the assumption a certain conditional
distribution is also sub-Gaussian. This general result is useful in the study of noise
growth in (fully) homomorphic encryption schemes [CGHX19, CGGI17], and hopefully
useful for other applications.
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1 Introduction

In building fully homomorphic encryption schemes, a key component is managing the growth
of the error in LWE or RLWE ciphers. This often involves analyzing a sum of sub-Gaussian
random variables in a form such as

XY+ XY+ + XY, (1)

where the coefficient vector of X1, ..., X;, may be dependent on the random variables Y7, ..., Y,,.
Even if the Y; random variables are all iid, classical results do not allow us to conclude that
the resulting sum is sub-Gaussian of a tight parameter. To get around this, several major
FHE schemes rely on an Independence Heuristic as in the Chillotti et. al. TFHE schemes
(2016, [CGGI16]; 2017, [CGGIL7]; 2018, [CGGI18]). In a concurrent work on a new FHE
scheme [CGHX19], we also deal with a similar sum of sub-Gaussians (in the proof of Lemma
5.2). Through a more rigorous study of the properties of sums of sub-Gaussians presented
bellow, we are able to remove the need for this Independence Heuristic in our scheme. We
hope that in presenting these in a general form here, that they can be used to bring more
rigor to the proofs of other FHE schemes as well.

2 Main Result

A random variable X on R is called Gaussian with parameter a > 0 if its density function
is {
pa(r) = —exp(—7(z/a)?), z€R.
a
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A Gaussian random variable with parameter o has mean 0 and standard deviation a/v/27.
A random variable X over R is called sub-Gaussian with parameter a, and we write X ~
subG(a?), if E(X) = 0 and its moment generating function satisfies

Elexp(tX)] < exp(a?t?/2), VteR.

A nice reference on sub-Gaussian random variables is [Rigl5], which shows they have many
useful properties similar to Gaussian distributions, and we recall a few that will interest
us bellow. For any real number 7 > 0, a 7-bounded random variable is one that only has
support in the interval [—7, 7].

Property 1 (sub-Gaussian Properties).

1. X is sub-Gaussian with parameter o if and only if its tails are dominated by a Gaussian
of parameter a, i.e.,

Prob(|X| > t) < 2exp(—(t/2a)?), for allt > 0.

2. A sum of independent sub-Gaussian random variables on R is still sub-Gaussian; in
particular, [Rigl5, Corl.7] if X1, ..., X,, are n independent sub-Gaussians of parameter

a, X; ~ subG(a?), then for any a € R™
—¢2
<t] <2exp () ,
2a2||al|3

Prob (
ZaiXi ~ subG(a?||al|3).

=1

n

Z a; X; > t)

i=1

or equivalently

8. A 1-bounded random variable with mean 0 is always sub-Gaussian with parameter T
[Hoe63)].

In this work we are interested in studying a sum of the form
XY+ XoYo + -+ X, Y, (2)

where Y; are iid 7-bounded variables with mean 0 and where X; are a-bounded variables
with mean 0 but are dependent, in that X; depends on X7,Y7,..., X;_1,Y;_1. Our goal is
to show that this whole sum is sub-Gaussian of the smallest parameter possible. Note that
this is trivially a bounded distribution of bound n7a with mean zero, which makes it a
subG((nTa)?) random variable, but we are interested in proving it is sub-Gaussian with a
smaller parameter. We will in the end show that it is sub-Gaussian of parameter /nra.

First, note that this result does not immediately follow from Property 1.2; this is because
although the Y7, ..., Y,, are all iid subG(72), their coefficient vector is not fixed. Even though
Property 1.2 holds for any fixed a € R™, this is not the same as having coefficients that
change based on the values that the Y;’s themselves take on.

We now turn our attention to proving a lemma.

Lemma 2.1. If X is subG(t3) and Y|X is subG(t3) with t3 free of (X = ) and E[Y] =0,
then X +Y is subG(t3 + t3).



Proof. By assumption of X being sub-Gaussian of parameter ¢;, its moment generating
function (MGF) satisfies,

1752

MGF(X) = E[e*X] <e77.
Similarly, the MGF of Y| X satisfies

352

MGF(Y|X) = E[e*Y1¥)] < 72,

The MGF of X +Y is by definition of expectation equal to the following

ElesX+Y)) :/ / s £y v (z,y) d dy,

where fx y (z,y) is the joint density function of X and Y. By the definition of the conditional
density function we have

Frix(y|X =o) = fo)Y(((z)y)

or equivalently
FyixWX =2)- fx(x) = fxy(z,y).

Putting these together we see that,

ElesX+Y)] :/ / etV fy v (x,y) dy da

:/_ /_ e e fy | x (Y| X =) - fx(z) dy dz

[ ([ e mmtix =oay)

_ /oo ¢ fx (2) - MGF(Y|X) da

— 00

o0 t%SQ
< / e fx(x) e’z da.

— 00

Now since t2 is assumed to be free of X we can bring it out of the integral.

1242 OO
—e 7 / " fx(z) dx
— 00
t3s2
= e~ MGF(X)
352 1752

§e2.€2

(3 +t3)s2
=e 2

Moreover, since E[X + Y| = E[X]| + E[Y] and X as sub-Gaussian has mean zero and the
mean of Y was assumed to be zero, we have that E[X + Y] = 0. Thus, these prove X +Y
is subG(t? + t3). O

We note that this result may not hold if we do not assume that ¢3 is free of (X = x);
see the following example.



Example 2.2. Let X and Y be independent N(0,1), normal random variables with mean
zero and standard deviation 1. They are subG(2m). The distribution (¥|X = z) ~ N(0, %)
and this implies (%\X = x) is subG. But X + % is not subG; rather it is Cauchy which has
heavier tails than a Gaussian. Thus although X and (§|X = x) are each subG their sum

s not.

The more general result follows easily by induction, that a sum of sub-Gaussians is still
sub-Gaussian even if they are not independent, so long as the ith element in the sum has
mean 0 and when conditioned on all the previous variables is sub-Gaussian with a free
parameter.

Theorem 2.3. If Z; is subG(t3) and for 2 <i <mn, (Z;i|Z1, ..., Zi—1) is subG(t?) and t? is
free of Z1, ..., Z; 1 and E[Z;] =0, then Zy + -+ + Z, is subG(t3 +t3 +--- +12).

Now we apply this result to the sum in (2).
Corollary 2.4. For the sum

X1Y1 +X25/2++Xnyn

where Y; are iid T-bounded variables with mean 0 and and where X; are a-bounded variables
with mean 0 but X; depends on X1,Y1,...,X;_1,Y;_1, the total sum is sub-Gaussian of
parameter \/nTa.

Proof. We let Z; .= X,;Y;. Z is subG(72a2) since it is Ta-bounded with mean zero. Like-
wise, (Z;|Z1,...,Z;_1) is subG(72a?) since x;Y; is Ta-bounded with mean zero for any x;
sampled from X;. Finally F[Z;] = 0, so applying Theorem 2.3 gives that the final sum is
subG(nt2a?). In other words sub-Gaussian of parameter \/nra. O
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