
Impossibility of Strong KDM Security

with Auxiliary Input

Cody Freitag∗ Ilan Komargodski† Rafael Pass‡

March 13, 2019

Abstract

In this note, we show that a strong notion of KDM security cannot be obtained by any
encryption scheme in the auxiliary input setting, assuming Learning With Errors (LWE) and
one-way permutations. The notion of security we deal with guarantees that for any (possibly
inefficient) function f , it is computationally hard to distinguish between an encryption of ~0 and
an encryption of f(pk, z), where pk is the public key and z is the auxiliary input. Furthermore,
we show that this holds even when restricted to bounded-length auxiliary input where z is
much shorter than pk under the additional assumption that (non-leveled) fully homomorphic
encryption exists.

1 Introduction

An encryption scheme is said to be key-dependent message (KDM) secure if it is secure even against
adversaries who have access to encryptions of messages that depend on the secret key. This notion
captures settings where there might be correlations between the secret key and the encrypted
messages. Since its introduction by Black et al. [BRS02], this notion has been extensively studied
and many different definitions have been proposed and used.

In this note, we address a strong notion of KDM security with auxiliary input and show that
no encryption scheme can satisfy it under widely believed cryptographic assumptions (Learning
With Errors and one-way permutations). At a high level, our notion of security, called strong KDM
security with auxiliary input, requires that, for a distribution D used to (maliciously) sample public
keys together with some auxiliary input, if

{(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(0))}λ∈N ≈c {(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(1))}λ∈N,

then for every (not necessarily efficient) function f such that f(pk∗, z) ∈ {0, 1}s for s ∈ poly(λ),

{(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(0
s))}λ∈N ≈c {(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(f(pk∗, z)))}λ∈N.

Our main result is that the above notion of security cannot exist under Learning with Errors
(LWE) and one-way permutations. More generally, our result can be instantiated with any imple-
mentation of a compute-and-compare obfuscation (introduced and constructed by Goyal, Koppula,
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and Waters [GKW17] and by Wichs and Zirdelis [WZ17]) for a specific high pseudo-entropy dis-
tribution. We use the construction of [GKW17, WZ17] of such an obfuscator from LWE and use
one-way permutations to create the aforementioned distribution.

Theorem 1. Assuming LWE and one-way permutations, no semantically secure encryption scheme
satisfies strong KDM security with auxiliary input.

Furthermore, we show that even if the auxiliary input z might be short, even sublinear in the
size of pk, we can use succinct compute-and-compare obfuscation to break the assumption. Such
an obfuscator is constructed in [WZ17] from (non-leveled) fully homomorphic encryption, which
exists under LWE plus an additional circular security assumption.

Remark 1. In a recent work, Deshpande and Kalai [DK18a] use this notion of strong KDM
security with auxiliary input to construct a 2-message witness hiding protocol. In a preliminary
version [DK18a], they define the notion without auxiliary input, but their proof of witness hiding
implicitly relies on strong KDM security with respect to auxiliary input. We have communicated a
preliminary version of this note to the authors of [DK18a], and they have acknowledged the issue
with their definition. In a follow-up [DK18b], they show that considering short auxiliary input
suffices for their result. However, as we show in this note, even strong KDM security with short
auxiliary input is impossible, assuming standard cryptographic assumptions.

1.1 Related Work

Brzuska and Mittelbach [BM14] show the impossibility of multi-bit point obfuscation with auxil-
iary input, assuming indistinguishability obfuscation. Canetti, Kalai, Varia, and Wichs [CKVW10]
show that symmetric encryption schemes with strong KDM security plus an additional “wrong-key
detection” property imply multi-bit point obfuscation. This strong additional property requires
that if a ciphertext is encrypted under one key, then with high probability, it is an invalid cipher-
text under any other key. Together, these results rule out strong KDM security with auxiliary
input for semantically secure encryption schemes that also satisfy wrong-key detection assuming
indistinguishability obfuscation. Our result rules out the possibility of strong KDM security with
auxiliary input for all semantically secure encryption schemes instead assuming LWE and one-way
permutations.

Following [BM14], Bellare, Stepanovs, and Tessaro [BST16] show the impossibility of key-
message leakage-resilient (KM-LR) symmetric encryption assuming indistinguishability obfusca-
tion. KM-LR requires semantic security to hold as long as the key is computationally unpredictable
given the auxiliary input, which may depend on both the key and the encrypted message. While
the settings are different, our impossibility rules out KM-LR security as well.

Canetti, Chen, Reyzin, and Rothblum [CCRR18] define and give candidate encryption schemes
for a similar notion of strong KDM security for symmetric key encryption schemes, but their notion
does not consider auxiliary input. As such, it is not ruled out by our impossibility.

2 Preliminaries

A function µ is negligible if for every polynomial p and all sufficiently large λ ∈ N, µ(λ) ≤ 1/p(λ).
A probabilistic, polynomial time (PPT) algorithm A is a Turing machine with access to an infinite
random tape that on input x halts in time p(|x|) for some polynomial p. A non-uniform PPT
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algorithm A = {Aλ}λ∈N also receives polynomial-size non-uniform advice z = z(λ) ∈ {0, 1}poly(λ).
We can equivalently consider each Aλ as a circuit of polynomial size. For a probabilistic algorithm
A, we write A(x; r) to denote running A on input x with a fixed random tape r, and when r is not
provided, we assume that it is generated from a uniform distribution. Without loss of generality,
we assume that for a non-uniform PPT algorithm Aλ receives 1λ as its first input for all λ ∈ N.

2.1 Computational Indistinguishability and Pseudo-Entropy

An ensemble is a sequence X = {Xλ}λ∈N where for each λ ∈ N, Xλ is a probability distribution
over {0, 1}∗. Let X be a probability distribution and A be an algorithm, then we write A(X) to
denote the probability distribution formed by first drawing x← X and outputting A(x). We define
the computational indistinguishability of two ensembles as follows.

Definition 1 (Computational Indistinguishability). Let X = {Xλ}λ∈N and Y = {Yλ}λ∈N be
ensembles. We say that X and Y are computationally indistinguishable, written X ≈c Y , if for
every non-uniform PPT algorithm A = {Aλ}λ∈N there exists a negligible function µ such that for
every λ ∈ N,

|Pr[Aλ(1λ, Xλ) = 1]− Pr[Aλ(1λ, Yλ) = 1]| ≤ µ(λ).

We also define what it means for an ensemble X to have “pseudo-entropy” conditioned on Y .
Informally, we say that X has high pseudo-entropy conditioned on Y if there exists an ensemble X ′

that is computationally indistinguishable from X such that X ′ has high min-entropy conditioned
on Y . The conditional min-entropy of two random variables X and Y , denoted H∞(X | Y ), is
defined as follows,

H∞(X | Y ) = − log
(

Ey←Y

[
max
x

Pr[X = x | Y = y]
])
.

Definition 2 (Conditional (HILL) Pseudo-Entropy [HILL99, HLR07]). Let X = {Xλ}λ∈N and Y =
{Yλ}λ∈N be (possibly dependent) ensembles. We say that X has `(λ)-pseudo-entropy conditioned
on Y , denoted by HHILL(X | Y ) ≥ `(λ), if there exists some X ′ = {X ′λ}λ∈N jointly distributed with
Y such that (X,Y ) ≈c (X ′, Y ) and for all λ ∈ N, H∞(X ′λ | Yλ) ≥ `(λ).

Furthermore, when it is clear from context, we may say that a random variable Xλ has `(λ)-
pseudo-entropy condition on Yλ (which holds only for sufficiently large λ ∈ N) when the associated
ensembles X and Y satisfy HHILL(X | Y ) ≥ `(λ).

2.2 One-way Functions and Pseudo-Random Generators

A one-way function is a function that can be computed easily but is hard to invert for a random
input, defined formally as follows.

Definition 3. A polynomial-time computable function f : {0, 1}∗ → {0, 1}∗ is a one-way function
if for every non-uniform PPT algorithm A = {Aλ}λ∈N, there exists a negligible function µ such
that for every λ ∈ N,

Pr[x← {0, 1}λ; y ← f(x) : f(Aλ(1λ, y)) = y] ≤ µ(λ).

Given a one-way function f , a hard-core predicate h for f is a function that outputs a single
bit h(x) that is hard to predict given only f(x).
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Definition 4. A predicate h : {0, 1}λ → {0, 1} is a hard-core predicate for f if h is polynomial-time
computable, and for every non-uniform PPT algorithm A = {Aλ}λ∈N, there exists a negligible
function µ such that for every λ ∈ N,

Pr[x← {0, 1}λ : Aλ(1λ, f(x)) = h(x)] ≤ 1/2 + µ(λ).

Goldreich and Levin [GL89] construct a hard-core predicate for every one-way function.
A pseudo-random generator (PRG) is an efficiently computable function that is expanding and

whose output is computationally indistinguishable from uniform random bits. It is well known that
the existence of one-way functions imply the existence of pseudo-random generators [HILL99].

Definition 5 (Pseudo-Random Generator (PRG)). Let m : N→ N be a function such that m(λ) >
λ for all λ ∈ N. An efficiently computable function G : {0, 1}∗ → {0, 1}∗ is a pseudo-random
generator for length m if

{x← Uλ : G(x)}λ∈N ≈c {Um(λ)}λ∈N.

2.3 Semantically Secure Encryption

A public-key encryption scheme consists of key generation, encryption, and decryption algorithms.
At a high level, semantic security guarantees that anything that can be learned (by a non-uniform
PPT algorithm) about a plaintext given an encryption of the plaintext can be learned without the
encryption. Goldwasser and Micali [GM84] first introduced this security notion and showed that
it is equivalent to an indistinguishability-based notion, which guarantees that the encryptions of
any pair of messages are computationally indistinguishable. We use the indistinguishability-based
notion, defined formally as follows.

Definition 6. A semantically secure public-key encryption scheme E = (Gen,Enc,Dec) satisfies
the following:

• Correctness: For every message m ∈ {0, 1}∗ and λ ∈ N,

Pr[(sk, pk)← Gen(1λ) : Decsk(Encpk(m)) = m] = 1.

• Semantic security: For ever pair of messages m,m′ ∈ {0, 1}∗ such that |m| = |m′|,

{(sk, pk)← Gen(1λ) : (pk,Encpk(m))}λ∈N ≈c {(sk, pk)← Gen(1λ) : (pk,Encpk(m
′))}λ∈N.

2.4 Compute-and-Compare Obfuscation

Compute-and-compare obfuscation (also known as lockable obfuscation) was first defined and con-
structed concurrently by [WZ17, GKW17]. A compute-and-compare program CC[f, u] has hard
coded a function f and a target value u. CC[f, u](x) outputs 1 if f(x) = u and 0 otherwise.
A compute-and-compare obfuscator O is an efficient algorithm that takes as input a compute-
and-compare program CC[f, u] and outputs an obfuscated circuit C̃C that satisfies distributional
indistinguishability for specified class of distributions D. We define this formally as follows.

Definition 7 (Compute-and-compare Obfuscation). A compute-and-compare obfuscator O for a
class of distributions D is a PPT algorithm that satisfies:
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1. Correctness: for any circuit f : {0, 1}n → {0, 1}m and u ∈ {0, 1}m, there exists a negligible
function ν such that

Pr[C̃C← O(1λ,CC[f, u]) : C̃C(x) = CC[f, u](x)] ≥ 1− ν(x);

2. Simulation: there exists a simulator Sim such that for every distribution D ∈ D where
(z, f, u)← D(1λ), it holds that

{(z, f, u)← D(1λ) : (z,O(1λ,CC[f, u]))}λ∈N ≈c {(z, f, u)← D(1λ) : (z,Sim(1λ, 1`))}λ∈N,

where f is an `-size circuit for ` ∈ poly(λ).

Wichs and Zirdelis [WZ17] construct compute-and-compare obfuscation for polynomial-time
samplable distributions D where (z, f, u) ← D(1λ) such that D is in the class of α(·)-psuedo-
entropy distributions Dα-pe, where HHILL(u | z, f) ≥ α(λ), They show how to construct compute-
and-compare obfuscation for Dλε-pe for any ε > 0 under LWE.

Let f be a circuit of size t with depth d. We say that a compute-and-compare obfuscator O
is succinct if |O(1λ,CC[f, u])| ∈ poly(λ, |f |, |u|, log t) and is weakly succinct if |O(1λ,CC[f, u])| ∈
poly(λ, |f |, |u|, log t, d). We may also consider compute-and-compare obfuscation for Turing ma-
chines where t(n) is the bound on the running time for inputs of length n. In [WZ17], they show
how to use (non-leveled) FHE for Turing machines (which exists under LWE plus additional circu-
lar security assumptions [GSW13]) to achieve succinct compute-and-compare obfuscation. Relying
on only leveled FHE (known from LWE), they also give a weakly succinct obfuscator.

Finally, we note that compute-and-compare obfuscation implies one-way functions [BGI+12,
KMN+14] and hence pseudo-random generators [HILL99].

3 KDM Security

We consider a definition of KDM security where a distribution D (maliciously) samples auxiliary
input in addition to a public key for any semantically secure encryption scheme. This definition
with auxiliary input captures how KDM security is often used when composed in applications.

Definition 8 (Strong KDM Security with Auxiliary Input). A semantically secure public-key
encryption scheme (Gen,Enc,Dec) is said to be strong KDM secure with auxiliary input if for every
efficiently computable (by a non-uniform PPT algorithm) distribution D used to (maliciously)
sample public keys and auxiliary input it holds that if

{(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(0))}λ∈N ≈c {(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(1))}λ∈N,

then for every (not necessarily efficient) function f such that f(pk∗, z) ∈ {0, 1}s for s ∈ poly(λ),

{(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(0
s))}λ∈N ≈c {(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(f(pk∗, z)))}λ∈N.

We lastly consider a more general definition where the auxiliary input z is restricted to be
bounded by some arbitrary function α of the relevant parameters. Specifically, we say that a
semantically secure public-key encryption scheme (Gen,Enc,Dec) is said to be strong KDM secure
with α(·)-bounded auxiliary input if the above definition holds when D is restricted to outputting
auxiliary input z such that |z| ≤ α(λ). We recover the case of no auxiliary input when α = 0
and Definition 8 when α =∞, i.e., unbounded auxiliary input.
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4 Breaking KDM Security with Auxiliary Input

We show that strong KDM security with auxiliary input can be generically broken for any seman-
tically secure encryption scheme assuming the existence of compute-and-compare obfuscation for
class of λ-pseudo-entropy distributions Dλ-pe. Specifically, for any semantically secure encryption
scheme, we construct a distribution D outputting a public key pk∗ and auxiliary input z such that
for some function f , z makes it possible to distinguish encryptions of 0s and f(pk∗, z) but not
encryptions of 0 and 1.

Theorem 2 (Restatement of Theorem 1). Assuming LWE and one-way permutations, no seman-
tically secure encryption scheme satisfies strong KDM security with auxiliary input.

Proof. Let E = (Gen,Enc,Dec) be any semantically secure encryption scheme and O be a compute-
and-compare obfuscator for λ-pseudo-entropy distributions of [WZ17] (which exists based on LWE).
Let G : {0, 1}λ → {0, 1}λ × {0, 1}λ be a PRG that satisfies the following two properties:

1. Uniqueness: There exists a (possibly inefficient) function g such that

Pr[s← {0, 1}λ; (y1, y2) = G(s) : g(y2) = y1] = 1.

2. Indistinguishability: The following two ensembles are computationally indistinguishable:

{(y1, y2)}λ∈N ≈c {r ← {0, 1}λ : (r, y2)}λ∈N,

where (y1, y2)← G(s) for s← {0, 1}λ.

Given such a PRG G, it immediately follows that y1 has λ-pseudo-entropy conditioned on y2
where (y1, y2) = G(s) for s ← {0, 1}λ. Specifically, HHILL(y1 | y2) ≥ λ since by assumption y1 is
indistinguishable from Uλ given y2 and H∞(Uλ | y2) = λ.

We note that the standard construction of a PRG from any one-way permutation and hardcore
predicate satisfies this notion. Specifically, let P be a one-way permutation with hard-core bit h,
and let P (i) be the composition of P i times. We define

G(x) = (h(x) ||h(P (x)) || . . . ||h(P (λ−1)(x)), P (λ)(x)) = (y1, y2).

Uniqueness follows since P is a permutation and hence P (λ) has a unique preimage that can be
used to compute y1. Using a standard hybrid argument, indistinguishability follows by the security
of the hard-core predicate h and since P (i) is a one-way permutation for all i ∈ N.

Using the above ingredients, we consider the following distribution D.

D(1λ):

1. Sample s← {0, 1}λ, (y1, y2) = G(s), and (pk, sk)← Gen(1λ).

2. Compute C̃C← O(1λ,CC[Decsk, y1]).

3. Let z = (y2, C̃C).

4. Output (z, pk).
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We show that the definition of strong KDM security with auxiliary input is broken for E with
respect to the distribution D for function f(pk, z) = g(y2) = y1, where g is the (possibly inefficient)
function that exists by the uniqueness property of G. Namely, for (z, pk∗)← D(1λ), we show

{(z, pk∗,Encpk∗(0s))}λ∈N 6≈c {(z, pk∗,Encpk∗(f(pk∗, z)))}λ∈N, (A)

but
{(z, pk∗,Encpk∗(0))}λ∈N ≈c {(z, pk∗,Encpk∗(1))}λ∈N. (B)

It remains to prove that (A) and (B) hold.

Proof of (A). We construct a non-uniform PPT algorithm A = {Aλ}λ∈N such that there exists a
negligible function µ that for all λ ∈ N

|Pr[Aλ(z, pk∗,Encpk∗(0
s)) = 1]− Pr[Aλ(z, pk∗,Encpk∗(f(pk∗, z)))]| ≥ 1− µ(λ), (1)

for (z, pk∗)← D(1λ). Each Aλ is defined as follows.

Aλ(1λ, z, pk∗, ct):

1. Parse z as (y2, C̃C).

2. Output C̃C(ct).

We first bound Pr[Aλ(1λ, z, pk∗, ct) = 1] for ct = Encpk∗(f(pk∗, z)). By definition, CC[Decsk, y1](ct)
outputs 1 if and only if Decsk(ct) = y1. By the correctness guarantee of compute-and-compare ob-

fuscation, there is a negligible function ν1 such that C̃C(ct) = 1 when Decsk(ct) = y1 with probability
at least 1− ν1(λ). Thus,

Pr[Aλ(z, pk∗,Encpk∗(f(pk∗, z))) = 1] ≥ 1− ν1(λ).

Next we bound Pr[Aλ(1λ, z, pk∗, ct) = 1] for ct = Encpk∗(0
λ). Let BAD be the event that

y1 = 0λ. By the security of the PRG G, it must be the case that Pr[BAD] ≤ ν2(λ) for some
negligible function ν2. Suppose otherwise that Pr[BAD] > 1/q(λ) for some polynomial q. Then
we can construct a non-uniform PPT algorithm that distinguishes G(Uλ) from U2λ with noticeable
probability by checking if the first λ bits are all 0, which would happen with 2−λ probability for
U2λ and at least 1/q(λ) probability for G(Uλ) by assumption.

Given BAD doesn’t occur, Decsk(ct) 6= u by correctness of the underlying encryption scheme E .
Then by the correctness guarantee of compute-and-compare obfuscation, Pr[Aλ(1λ, z, pk∗, ct) = 1 |
¬BAD] ≤ ν1(λ). It follows then that for infinitely many λ ∈ N,

Pr[Aλ(1λ, z, pk∗,Encpk∗(0
λ)) = 1] ≤ Pr[Aλ(1λ, z, pk∗,Encpk∗(0

λ)) = 1 | ¬BAD] + Pr[BAD]

≤ ν1(λ) + ν2(λ).

Finally, we note that Equation (1) holds for negligible µ = 2ν1 + ν2, which completes the proof
of (A).

Before proving (B), we define a hybrid distribution DSim that replaces C̃C with the simulated
circuit Sim, which is now independent of y1.

DSim(1λ):
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1. Sample s← {0, 1}λ, (y1, y2) = G(s), and (pk, sk)← Gen(1λ).

2. Compute C̃C← Sim(1λ, 1`) where ` is the size of the circuit computing Decsk.

3. Let z = (y2, C̃C).

4. Output (z, pk).

Fix any message m and then consider sampling z = ((y2,O(1λ,CC[Decsk, y1])), pk) ← D(1λ).
Since m, sk, and pk are independent of y1 and y1 has λ-pseudo-entropy given y2, it follows that
y1 still has λ-pseudo-entropy given (y2,Decsk, pk,Encpk(m)). This allows us to indistinguishably
replace D with DSim as long as ct is an encryption of a message m that is independent of y1.
Specifically, by the simulation guarantee of compute-and-compare obfuscation, the following equa-
tion holds for m independent of y1,

{(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(m))}λ∈N ≈c {(z, pk∗)← DSim(1λ) : (z, pk∗,Encpk∗(m))}λ∈N (2)

We are now ready to prove (B).

Proof of (B). We construct a sequence of computationally indistinguishable hybrid ensembles H0,
H1, H2, H3.

• H0: This ensemble is the left-hand side of (B).

H0 = {(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(0))}λ∈N

• H1: This ensemble is H0 except D is replaced with DSim.

H1 = {(z, pk∗)← DSim(1λ) : (z, pk∗,Encpk∗(0))}λ∈N

• H2: This ensemble is H1 except Encpk∗(0) is replaced with Encpk∗(1).

H2 = {(z, pk∗)← DSim(1λ) : (z, pk∗,Encpk∗(1))}λ∈N

• H3: This ensemble is the right-hand side of (B).

H3 = {(z, pk∗)← D(1λ) : (z, pk∗,Encpk∗(1))}λ∈N

H0 ≈c H1 and H2 ≈c H3: These follow from Equation (2).

H1 ≈c H2: Suppose by way of contradiction that H1 and H2 are not computationally indistin-
guishable. Namely, there exists a non-uniform PPT algorithm A = {Aλ}λ∈N and a polynomial p
such that for infinitely many λ ∈ N,

|Pr[Aλ(1λ, z, pk∗,Encpk∗(0)) = 1]− Pr[Aλ(1λ, z, pk∗,Encpk∗(1)) = 1] > 1/p(λ),

for (z, pk∗) ← DSim(1λ). We use A to construct a non-uniform PPT algorithm B = {Bλ}λ∈N that
breaks the semantic security of E . For λ ∈ N, Bλ has g, Sim, and `(λ) hard coded where ` ∈ poly(λ)
is the size of the circuit computing Decsk. We define Bλ as follows.

Bλ(1λ, pk, ct):
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1. Sample s← {0, 1}λ and compute (y1, y2) = G(s).

2. Compute C̃C← Sim(1λ, 1`).

3. Output Aλ(1λ, (y2, C̃C), pk, ct).

Because Bλ computes (y2, C̃C) identically to DSim, Bλ outputs 1 with the same probability as
Aλ. Thus, for infinitely many λ ∈ N,

|Pr[Bλ(1λ, pk,Encpk(0)) = 1]− Pr[Bλ(1λ, pk,Encpk(1)) = 1] > 1/p(λ),

contradicting the semantic security of E .

This completes the proof of (B) and hence Theorem 2.

4.1 Dealing with Bounded Auxiliary Input

We show how to deal with auxiliary input sublinear in the size of pk, which we assume to be equal
to λ. We rely on the following two new ideas to deal with bounded auxiliary input:

1. We replace the compute-and-compare obfuscation with a succinct one (which requires the
stronger assumption of (non-leveled) FHE).

2. We use a PRG to generate the randomness needed for key generation, which allows us to use
a compressed version of the secret key sk in the obfuscation.

We note that for encryption schemes E where decryption can be computed by a low depth circuit,
weakly succinct compute-and-compare obfuscation suffices, which is known from leveled FHE and
can be based on LWE alone.

Theorem 3. Assuming LWE, (non-leveled) FHE, and one-way permutations, no semantically
secure encryption scheme satisfies strong KDM security with λδ-bounded auxiliary input for any
δ > 0.

Proof. For a constant ε ∈ (0, 1) (to be chosen later), we instantiate the attack of Theorem 2 with
the following modifications:

1. We use a standard PRG G with seed r to maliciously choose the keys for the encryption
scheme, which allows us to compute Decsk with a function Dec∗r such that |Dec∗r | ≤ λε.

2. We use a PRG G′ : {0, 1}λε → {0, 1}λε × {0, 1}λε , i.e., the seed s is sampled from {0, 1}λε ,
satisfying uniqueness and indistinguishability as in Theorem 2. Since ε is constant, G′ satisfies
polynomial security in λ.

3. We use λε as the security parameter for a succinct compute-and-compare obfuscation for
λε-pseudo-entropy distributions, i.e., C̃C = O(1λ

ε
,CC[Dec∗r , y1]). Such a succinct obfuscator

exists using (non-leveled) FHE by [WZ17]. Also, since ε is constant, O satisfies polynomial
security in λ.
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Let E = (Gen,Enc,Dec) be any semantically secure encryption scheme such that Gen uses k(λ)
bits of randomness, and let G be a secure PRG for length k1/ε(λ) ∈ poly(λ). Consider the following
distribution D.

D(1λ):

1. Sample s← {0, 1}λε , (y1, y2) = G′(s), r ← {0, 1}λε , and (pk∗, sk∗)← Gen(1λ;G(r)).

2. Construct Dec∗r to be the function that, on input ct, first computes (pk∗, sk∗)← Gen(1λ;G(r))
and outputs Decsk∗(ct).

3. Compute C̃C← O(1λ
ε
,CC[Dec∗r , y1]).

4. Let z = (y2, C̃C).

5. Output (z, pk∗).

We note that we can represent Dec∗r with O(1) +λε bits as a constant size Turing machine that
runs in polynomial-time with r hard-coded. Since the compute-and-compare obfuscator is succinct,
this implies that |z| ≤ (λε)c for some constant c. We choose ε ≤ δ/c such that |z| ≤ λδ.

To finish the proof of the theorem, it remains to argue that correctness and semantic security
of the encryption scheme still hold when maliciously using a PRG to generate the keys as in
D. Correctness holds since E satisfies perfect correctness, i.e., correctness holds no matter what
randomness is used by Gen. Semantic security holds by the PRG security of G and semantic
security of the underlying encryption scheme. Specifically, if we could distinguish encryptions of
m and m′ when the randomness for Gen is generated by G, we could either distinguish G(Uλε)
from Uk(λ) or distinguish encryptions of m and m′ for E . The rest of the proof is identical to that
of Theorem 2.
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