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Abstract. We propose security models for everlasting privacy, a prop-
erty that protects the content of the votes cast in electronic elections
against future and powerful adversaries. Initially everlasting privacy was
treated synonymously with information theoretic privacy and did not
take advantage of the information available to the adversary and his
behavior during or after the election. More recent works provided varia-
tions of the concept, limiting the view of the future adversary to publicly
available data. We consider an adversary that potentially has insider ac-
cess to private election data as well. We formally express our adversarial
model in game based definitions build on top of a generic voting scheme.
This allows us to define a stronger version of everlasting privacy and
contrast the two main proposals to achieve it, namely perfectly hiding
commitment schemes and anonymous channels.
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1 Introduction

Electronic voting is not simply a digital analogue for traditional elections. It
aims to improve the voting process by formally defining, analyzing and seeking
to satisfy difficult and conflicting security properties.

Verifiability aims to assure candidates and voters that all votes have been
considered and incorporated into the result. Its close relation with the integrity
of the election process and the acceptance of its output, makes verifiability a very
important property, extensively studied [8] and implemented in many protocols
under computational assumptions or unconditionally [1,16].

Privacy hides the choice of a voter from the talliers, other voters or external
agents in order to free her from external pressure and enable her to express her
true will. Verifiability without privacy makes no sense. If one assumes that the
contents of all votes are publicly known and linked to individuals, then they
can in effect be dictated by external agents applying emotional, personal, social
and economic pressures. As a result, one cannot be sure that a vote represents
the true will of a voter, as the voter could have yielded to these external forces.
⋆ A previous version of this work appeared in the 4th International Joint Conference

on Electronic Voting (E-Vote-ID 2019), 1-4 October 2019, Lochau Bregenz, Austria
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Thus, the vote cast would not be the one that was intended. In that sense, it
would not differ that much from a vote altered by a malicious entity, as is the
case with the verifiability threat model.

Privacy has been studied in many variations, in relation to the capabilities of
an adversary and its duration. A first level of privacy protections aims to guard
against passive adversaries that want to learn the behavior of a particular voter
(subset). This has been implemented in two ways: by hiding the contents of the
vote or by disassociating the voter identity from the ballot. The former is usually
achieved using a threshold cryptosystem with homomorphic properties, while
for the latter an anonymity primitive such as mixnets [6] or blind signatures [7]
is applied. The actual level of privacy offered depends on the implementation.
Homomorphic cryptosystems and mixnets usually provide computational and
trust guarantees, as it is generally assumed that there will be an honest subset
of participants that will follow the protocol. This means that they will refrain
from opening individual votes but will decrypt only the result of the final stage.
Blind signatures, on the other hand, can offer information-theoretic protection.

Other stronger types of privacy include receipt freeness [3], which protects
the voters against ‘themselves’ and discourages vote selling. Coercion resistance
[14] concerns active adversaries that aim to dictate voter behavior with methods
ranging from abstention, to random voting and impersonation. Perfect ballot
secrecy [15] proposed in the context of boardroom voting schemes, guarantees
that knowledge about the partial tally of a subset of the voters can be computed
only by a coalition of all the remaining voters. However, in all of these cases the
adversary is computationally restricted.

Everlasting privacy. A less researched variation of privacy is everlasting privacy.
Its study, formally initiated by Moran and Naor in [19], focuses on preventing
vote leaks from attacks by powerful future adversaries. It is motivated by the
observation that in most cases, vote privacy is only protected by a cryptosys-
tem the security of which is based on computational assumptions such as the
intractability of the Diffie-Hellman problem [4]. These assumptions, however,
may be broken or rendered obsolete in the (not too) distant future, as both the
theory and the practice of cryptographic attacks always gets better. This means
that votes encrypted with small keys are in danger of being revealed, even with-
out the computational assumption being broken. As famously conjectured by
Shamir, at the 2006 RSA Conference cryptographers’ panel, all cryptographic
keys used at that time would remain secure for less than thirty years (cf. [19]).

The situation is made worse, because verifiability requires utilizing public
evidence generated by the election system. These pieces of data are meant to
be widely available and thus it is easy for an adversary to obtain them, even in
part. However, one must bear in mind that the adversaries against voting sys-
tems are potentially powerful state agencies with enormous budgets and without
time constraints. As a result, they have the capability to collect and store large
amounts of election related data. Furthermore, as large-scale elections are or-
ganized by the government, these agencies can be considered ‘insiders’, having
access to even private parts of the election transcript. Finally, these agencies
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can obtain information exchanged through computer and communication net-
works, both through mass surveillance as well as with the cooperation of the
telecommunication companies.

The problem of privacy is exacerbated, as the information concealed in vot-
ing does not lose its value, contrary to protected messages in other common
cryptographic scenarios. Indeed, one can easily imagine a future authoritarian
regime that tries to gather evidence about its subjects based on past democratic
elections in cooperation with the state intelligence agency. This evidence might
prompt actions ranging from surveillance to questioning and even more severe
repercussions. As noted in [19], such dangers constitute an indirect coercion
attempt. In fact, since there are many potential coercers the only rational reac-
tion from a voter fearing all possible adverse scenarios is to abstain. Everlasting
privacy seeks to protect the secrecy of individual votes in such scenarios.

Our contribution. In this paper, we propose the first game-based definitions
for everlasting privacy. Our definitions are generic, which means that they do
not consider the cryptographic primitives that will be used in order to achieve
this property. This has not been the case so far (cf. Section 2).

More specifically we consider the adversarial capabilities in terms of both data
collection and computational power. To model this, we assume two adversaries:
The first is contemporary to the election, where he can participate actively (using
corrupted voters) and passively (by monitoring communications between the
voters and the authorities). He is computationally bounded, though. The second
adversary is computationally unbounded but operates (long) after the election is
over. The two adversaries can communicate and as a result the future adversary
can obtain election transcripts and auxiliary information collected during the
present through means of surveillance by the bounded adversary.

The motivation for this capability stems from the reasonable assumption that
there exist powerful entities (e.g. governmental agencies) that might passively
hoard election data (among other things as demonstrated by revelations such as
Snowden’s). It is realistic to assume that a future totalitarian regime will also
take control of these agencies (among other things) and have access to their data
collection.

By elaborating on the communication options between the present and the
future adversary we define two types of everlasting privacy: strong and weak ev-
erlasting privacy, the latter corresponding to the notion of practical everlasting
privacy of [2]. Our approach has the added side effect that it associates everlast-
ing privacy with contemporary privacy, which is a relation that, to the best of
our knowledge, has not been explored in the literature.

We then apply these threat models of everlasting privacy, against a generic
voting scheme. Our analysis focuses particularly on the information gathering
capabilities of both adversaries, in relation to the communication channels used.
We reason that perfectly hiding commitment schemes do not offer the same
levels of protection as anonymous channels, since they cannot hide auxiliary
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communication information, that can be utilized by a powerful future adversary
with insider information.

2 Related work

The term everlasting privacy was coined in [19]. However, there have been pre-
vious works that tackle the same problem, even if they do not use the particular
name. For instance, in [9] the voter uses the information theoretically hiding
Pedersen commitment scheme to commit to the vote. The openings are then
secret shared to the authorities using private channels and homomorphically
combined. In order to be verifiable, all exchanged data are stored in a Bulletin
Board, modelled as a public broadcast channel with memory. Unfortunately,
an adversary that hoards its contents can later use his advanced capabilities to
break the privacy of the encrypted shares and reconstruct the votes. Interest-
ingly, in this respect, it can be noted that the blind signature-based protocol of
[12], achieves this goal as well, if one assumes a perfectly anonymous channel (as
Theorem 3 of [12] points). The use of this primitive resembles the shuffling of the
ballot box contents, which in traditional elections provides a sense of everlasting
privacy to the average voter, who as a human is computationally restricted.

The protocols of Moran and Naor [19,20] further elaborate on providing ev-
erlasting privacy through perfectly hiding commitment schemes. They propose a
concrete voting system that provides universal verifiability, receipt freeness and
everlasting privacy. Additionally, they do not require the voter to perform com-
plex calculations which makes their scheme easily usable by humans. In more
details, their proposal consists of two authorities that communicate through a
private channel and cooperate in order to produce the commitments that the
voter selects. To tally the votes, the authorities work together (privately again)
to shuffle the commitments and their openings. The latter are encrypted sepa-
rately using a homomorphic cryptosystem providing computational secrecy and
as a result there are two ‘parallel’ shuffles. In then end, the perfectly hiding
commitments can be safely opened to produce the result. Everlasting privacy
is achieved under the assumption that the two authorities do not collude, and
the commitment openings are not made public and thus available to the future
adversary. If only a single authority is honest, then the scheme of Moran and
Naor only provides computational privacy, while if both authorities are cor-
rupted then the system provides only correctness. Despite proving the security
of their protocol in the UC framework, the threat model for everlasting privacy
isn’t formally captured. It merely rests on the perfect secrecy of the commitment
scheme and an informal description of the adversary’s capabilities. Note that in
the future an attacker, that functions as an insider, can have an equivalent effect
as if at least one of the authorities was corrupted, which means that the system
of [20] does not provide everlasting privacy under this stronger threat model.

Subsequent works further elaborate and generalize this technique of splitting
voting data into public and private parts, where the private data are never given
to the adversary thus achieving a special version of everlasting privacy - towards



Security models for everlasting privacy 5

the public. For instance, in [11] the authors apply this procedure to the Helios [1]
voting system, by replacing the exponential ElGamal encryptions with Pedersen
commitments that are published to the Bulletin Board. Their opening values
are sent to the tallier encrypted through private channels. In [10], a relevant
primitive - commitment consistent encryption (CCE) is introduced. It allows the
voters to derive commitments from their encrypted votes. These commitments
are then posted to a public Bulletin Board for verifiability purposes. If they are
perfectly hiding, then the voting scheme has everlasting privacy. Tallying takes
place in parallel using a private Bulletin Board, where the decryption of the result
of the homomorphic combination of the votes takes place. They also provide
security definitions for the privacy properties of their particular scheme but not
for everlasting privacy in general. Furthermore, in [5] this splitting technique
is applied to create two synchronized mixnets that operate in parallel, mixing
public commitments and private decommitment values respectively.

The central idea in all the works presented so far is that a future adversary
might be more powerful in terms of computing power, but he will lack access to
data contemporary to the election or private data available to the authorities.
This was noted and formalized in [2] with the notion of practical everlasting
privacy. However, the formalization used the applied pi-calculus and not the
more usual indistinguishability cryptographic games. Using automated tools the
authors of [2] proved that the protocols of [20] and [11] possess practical ever-
lasting privacy. However, they did not apply their definition to schemes based
on blind signatures and anonymous channels. Moreover, the reliance on private
channels assumes an external adversary, an adversary, that is, who has a view
of the system similar to the view of the voter. This excludes adversaries that
cooperate with the election authorities, who in our opinion are more powerful
and more likely to be the perpetrators of a future attack.

More recent works revisit the idea of an anonymous channel as a way to add
everlasting privacy to voting schemes. In [17], the voter casts an unencrypted
choice to the Bulletin Board along with commitments to their voting credential.
The use of an anonymous channel and the fact that the voting credential consists
of two parts, prevents a future adversary from associating the choice of a voter
with her identity. A variation of this protocol was presented in [18] to offer
coercion resistance using deniable vote updating. Along the same lines, in [13],
the authors add coercion resistance to the classic protocol of [12]. They also solve
the ballot stuffing problem of blind signature based systems using a primitive
called Publicly Auditable Blind Signatures, an extension of [21], which forces
the election authority to verifiably accept or reject ballots for counting. The
advantage of their scheme is that it requires no private channels between voters
and authorities as all the election data are found in the Bulletin Board. The
blindness of the signatures along with the use of an anonymous channel facilitates
everlasting privacy.
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3 Voting system syntax

We build our definitions on an abstract election scheme that incorporates ideas
from many proposals in the literature in order to be as generic as possible. It is
associated with three parameters, the security parameter λ, the number of voters
n and the number of possible choices m. The election scheme is controlled by an
Election Authority EA, which is stateful and its state is updated in every step
of the protocol. In the description that follows we omit this update functionality
for simplicity.

We assume the existence of a publicly accessible Bulletin Board where all
the election related data is stored. We refer to the current transcript of the
Bulletin Board as BB and we assume that whenever it is used, it contains all
the data already written to it. We note that publicly available information such
as parameters and public keys are always appended to the public transcript and
thus, the BB would suffice as the public input in the definitions of the scheme.
However, we explicitly include such parameters in order to make the algorithms’
and protocols’ definitions clearer. When we would like to refer to the Bulletin
Board as a functionality and not as a data store we use a method invocation-like
syntax and we write BB(). Notationally, we use := for assignment, = for equality,
and ⇐ for an append operation.

Definition 1. An election scheme

ES = (Setup,Register,SetupElection,Authorize,Vote,Tally,Verify)

is a tuple of algorithms and protocols executed by the election authority EA,
the Bulletin Board BB and the set of voters V = {V1, . . . ,Vn} parametrized by
λ, n,m ∈ N such that:

– (paramsEA, skEA, pkEA) := Setup(1λ)
Setup is an algorithm executed by the EA which on input 1λ outputs public
parameters of the ES and a key pair of the EA (skEA, pkEA). The Bulletin
Board transcript BB is appended with (params, pkEA).

– (pki, (ski, pki)) := Register⟨EA(skEA),Vi(), i⟩
Register is a protocol executed between a voter Vi and the EA. The common
input is the voter id, i ∈ {1, . . . , n} and the output is a voter public key
pki (available to both parties) and a secret key ski as private output of the
voter. The values (i, pki) are appended to the BB. We must stress here, that
is not obligatory for voters to have a key pair. However, its existence will
enable our generic voting scheme to model protocols like [14], that utilize
voter credentials for remote voting and coercion resistance.

– (I,C) := SetupElection(skEA, n,m, params,Election-information)
The EA with input its secret key skEA, the number of voters n, the number
of choices m and additional election information (e.g. duration) outputs the
set of the eligible voters for the election I ⊆ {1, . . . , n} and the candidate
slate C which contains encodings of the choices. The tuple of lists (I,C) is
posted to the BB.



Security models for everlasting privacy 7

– (⊥, (bi, πbi)) := Authorize⟨EA(skEA),Vi(ci, ski), params, pkEA, pki, I,C,BB⟩
Authorize is a protocol executed between the EA and a voter Vi. The private
input of the EA is its secret key skEA and the private input of the voter Vi is
her choice of candidate ci ∈ C and her secret key ski. The public input con-
sists of the system parameters, the corresponding public keys pkEA, pki, the
set of eligible voters I, the candidate slate C and the contents of the BB. The
protocol outputs the ballot bi, which is a transformation (i.e. encryption) of
ci and a proof πbi

of the correctness of this transformation, usually a Non
Interactive Zero Knowledge Proof Of Knowledge. The election authority re-
ceives no output from this functionality. We again assume that the protocol
transcript is appended to the BB.

– BB ⇐ Vote⟨BB(),Vi(bi, πbi
)⟩

Vote is a protocol executed between the voter Vi and the Bulletin Board
BB. The voter Vi essentially appends the authorized ballot bi to the election
transcript.

– (T, πT) := Tally(skEA, params,C,BB)
Tally is an algorithm executed by the election authority with input the secret
key of the EA, the parameters of the scheme params, the candidate slate C
and the transcript BB of the Bulletin Board and outputs the election tally
T and a proof πT. The output is appended to the Bulletin Board BB.

– {0, 1} = Verify(T, params, pkEA,BB,C, I,bi, πbi
, πT)

Verify is an algorithm executed by any interested party (voters or public in-
terest organizations) with input the election tally T, the parameters of the
scheme params, the public key of the EA pkEA, the contents of the Bulletin
Board BB, the candidate slate C, the set of eligible voters for the election
I, the authorized ballot b and the two proofs πT, πbi

. The output is a bit
representing the result of the election verification. Verify can indeed be exe-
cuted by any interested party using all the ballots, for universal verifiability
purposes, since all inputs can be found in the BB.

4 Everlasting privacy formalization

We now formally define a voting’s system properties regarding privacy. For this
reason we consider an adversary, who can corrupt voters and use them with
the aim to learn what the honest voters voted. We examine privacy from two
aspects: The first concerns ‘normal’ privacy, which models the protection that
voters require during or shortly after the elections. The second applies to the
‘everlasting’ variation of privacy and models how the voters will be protected
(long) after voting has finished. Previously these two definitions were examined
independently in the voting literature. However, we note that these properties are
intertwined, as an adversary might be motivated to participate in an election,
gather evidence by exploiting the voting system and the corrupt voters and
possibly use these pieces of information later in time when various constraints
might not hold.

More specifically, our adversary is assumed to have the following capabilities:
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– He can actively participate in the elections, corrupt voters and collect all data
generated by the voting system. During these interventions he is assumed to
have computational constraints, as his first goal is to break the privacy of
the honest voters during the original election timeframe.

– In the future, he can passively (as there will be no voting taking place) exam-
ine the election transcript and extract information about the voters’ choices.
This adversary is modelled as having unbounded computational capabili-
ties, reflecting the fact that in the future the computational assumptions
that protect the votes might not apply due to technological improvements.
This future adversary might or might not utilize only the publicly available
election information, thus performing either an insider or an outsider attack
as discussed in Section 2.

We consider all these cases in our definitions, by assuming a pair of algorithms
(A,A′) where A is a PPT algorithm and A′ is computationally unbounded. The
former participates actively in the election by corrupting voters and the latter
looks at the election transcript and (possibly) the information gathered by A
denoted by viewA.

Privacy. The privacy game is a variation of the one presented in [16]. We as-
sume that A is stateful and its state is updated whenever he performs some
action in the game. We complete the notation introduced in Section 3 with the
use of the symbol ← to denote the output of an algorithm, and ⇔ for infor-
mation interchange using a communication channel. Every such communication
leaks miscellaneous data that are not essential to the protocol but can be used by
the adversary to break the system. Such data include network addresses, times-
tamping information and more. We denote by Aux such miscellaneous data and
stress that they will be included in the view of the adversary viewA. To denote
the execution of one of the functionalities f defined in Section 3 by an entity E
with parameters params we use the following notation: E(params, f).

The privacy game is presented in Algorithm 1. It is parameterized with t,
the maximum number of voters allowed to be corrupted by the adversary. The
challenger C takes the role of the EA, the BB and the honest voters. It flips a coin
and executes the Setup functionality. After appending its output to the BB it
interacts with each voter in order to complete the Register protocol. Subsequently
A executes the SetupElection functionality by providing the challenger with the
selection of the eligible voters and the candidates.

The core of the game is the ballot casting phase, which consists of the exe-
cution of the Authorize and Vote functionalities. Before it begins the adversary
dynamically decides which voters to corrupt. If voter i is corrupted, then the
challenger presents to A the private key ski and gives full control to him. The
challenger retains control of the honest voters. The adversary schedules concur-
rent executions of the Authorize and Vote functionalities for all voters, in the
most favorable manner to him. If a voter is corrupted, A executes these func-
tionalities in her place using a choice ci,A of his own. If a voter is honest, then
C plays her role, receives 2 selections c0, c1 ∈ C picked by A and provides in
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Algorithm 1: Privacy Game PrivA,Π,t(1
λ, n,m)

Input : 1λ, n,m
Output: result ∈ {0, 1}
/* Challenger selects random bit and executes setup */

1 b← C({0, 1})
2 (paramsEA, skEA, pkEA)← C(1λ,Setup)
/* Challenger registers voters */

3 for i ∈ [n] do
4 (ski, pki,Aux) ⇔ C(EA(skEA),Vi,Register)
5 end
/* Adversary setups election */

6 (I,C)← A(paramsEA, n,m, pkEA, {pki}i∈[n],SetupElection)
/* Voters perform authorization in the order selected by the

adversary */
7 for i ∈ I do

/* Adversary chooses voters to corrupt */
8 if A(i, corrupt) = 1 then
9 Vc ⇐ {i}

/* Adversary performs Authorize for corrupted voters */
10 (bi, πbi ,Aux) ⇔

A(EA(skEA),A(ci,A, ski), params, pkEA, pki, I,C,BB,Authorize)
11 else

/* The adversary presents two choices and challenger
performs Authorize */

12 (c0, c1)← A()
13 (bi, πbi ,Aux) ⇔

C(EA(skEA),Vi(cb, ski), params, pkEA, pki, I,C,BB,Authorize)
14 end
15 end
16 Vh := I\Vc

/* Challenger votes for the set of honest voters in an arbitrary
order */

17 for i ∈ Vh do
18 (BB,Aux) ⇔ C(BB(),Vi(bi),Vote)
19 end

/* Adversary votes for the set of corrupted voters. */
20 for i ∈ Vc do
21 (BB,Aux) ⇔ A(BB(),A(bi),Vote)
22 end

/* Tally is executed by the challenger */
23 (T, πT)← C(skEA, params,C,BB,Tally)

/* Define partial tallies for honest voters against c0, c1 */
24 T0 := T c0

BBVh

25 T1 := T c1
BBVh

26 b′ ← A(T0, T1, params,BB,Aux,guess)
27 if T0 = T1 and b = b′ and |Vc| ≤ t then
28 return 1
29 else
30 return 0
31 end
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return the results of Authorize,Vote as well as the auxiliary information (such
as network traffic, timestamps etc.). The actual choice between c0, c1 cast by C
on behalf of the honest voters is defined by a coin flip b. When all voters have
finished executions of their protocols, C executes the Tally functionality and an-
nounces the result. A then receives the full contents of the BB and auxiliary
information Aux and tries to guess the bit b. Note that the adversary has full
access to the BB during the game and as a result he can retrieve its contents at
will and not only when he is challenged to guess.

Definition 2. A voting scheme Π is private if for every PPT algorithm A there
exists a negligible function µ such that for every n,m ∈ Z it holds that

Pr[PrivA,Π,t(1
λ, n,m) = 1] ≤ 1

2
+ µ(λ)

Everlasting Privacy. For the everlasting privacy property, we define two
games in order to capture the differences in the strategy and knowledge of the
future adversary. In both games the adversary A′ is unbounded and invokes the
election system that is controlled by the challenger. The difference is that in
the StrongEverPriv game, A′ collaborates with the computationally constrained
adversary A, receiving his full state, and utilizes his view including all the aux-
iliary data he has collected. On the other hand, in the weak everlasting privacy
game A′ operates only on the publicly available election data, assumed to be
contained in the BB. In both cases A′ tries to guess the result of the coin flip
b. Note that the maximum number of possible corruptions t is only required in
the StrongEverPriv game, because of the cooperation of A′ with A. In the weak
everlasting privacy game A′ receives only the data of the BB and has no cooper-
ation with the contemporary adversary. It follows that a voting system cannot
have strong everlasting privacy if it has no privacy in the contemporary sense.

Definition 3. A voting scheme Π has the strong everlasting privacy property
if for every pair of algorithms A,A′, where A is PPT, there exists a negligible
function µ such that for every n,m ∈ Z it holds that

Pr[StrongEverPrivA,A′,Π,t(1
λ, n,m) = 1] ≤ 1

2
+ µ(λ)

Definition 4. A voting scheme Π has the weak everlasting privacy property if
for every algorithm A′ there exists a negligible function µ such that for every
n,m ∈ Z it holds that

Pr[WeakEverPrivA′,Π(1λ, n,m) = 1] ≤ 1

2
+ µ(λ)

5 Analysis

Having formalized the desired security notions, we now discuss the necessary
conditions to satisfy them. In particular, we focus on the data interchanged
during the execution of various functionalities.
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Algorithm 2: Strong Everlasting Privacy Game
StrongEverPrivA,A′,Π,t(1

λ, n,m)

Input : 1λ, n,m
Output: result ∈ {0, 1}
/* Challenger selects random bit */

1 b←R {0, 1}
/* A′ initialises A with honest voter choices and corruption

strategy */
2 A ← A′(c0, c1, Vc)
/* Challenger executes the election system against A */

3 (BB,Aux) ⇔ C(1λ, n,m, cb, Π,A)
/* tallies for honest voters against c0, c1 */

4 T0 := T c0
BBVh

5 T1 := T c1
BBVh

6 b′ ← A′(T0, T1, params,BB, viewA,guess)
7 if T0 = T1 and b = b′ and |Vc| ≤ t then
8 return 1
9 else

10 return 0
11 end

In Algorithm 1 (line 4) the Register functionality generates the voter creden-
tials. We assume that these have private and public parts. All voting systems in-
clude a similar functionality, mostly using traditional (i.e. not electronic means).
In most cases it does not produce specialized credentials for the voters, except
in the case of voting systems based on the JCJ coercion resistance framework
[14]. Such systems impose the strictest of requirements for this initial commu-
nication between the voter and the authorities, i.e. an untappable channel. The
reason for this is that the private data ought to be out of reach for the adversary
in case - the coercer - so that the voter can deny a purported private key and
successfully apply a coercion resistance strategy. The inconvenience imposed by
the untappable channel, is mitigated by the fact that it takes place only once
and is later applied to many elections. However, such a channel is not necessary
for everlasting privacy.

The more interesting parts of the election system are the execution of the
Authorize and Vote functionalities in Algorithm 1 (lines 13 and 20 respectively).
Note that in many systems these functionalities are integrated, as the authoriza-
tion is assumed to take place ‘outside’ of the election system, in a manner similar
to the registration. In any case, the voter will interact with the election system
and post her ballot to the BB using (a variation of) these functionalities. The
output of this process will be the election ballot in encrypted form and auxiliary
information (such as network information, timestamps etc.), both of which may
be of interest to the future adversary. Its unlimited computational power will
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Algorithm 3: Weak Everlasting Privacy Game
WeakEverPrivA′,Π(1λ, n,m)

Input : 1λ, n,m
Output: result ∈ {0, 1}
/* Challenger selects random bit */

1 b←R {0, 1}
/* Selection of honest voter choices */

2 (c0, c1)← A′(1λ, n,m)
/* Challenger executes the election system using cb */

3 (BB,Aux) ⇔ C(1λ, n,m, cb, Π)
/* tallies for honest voters against c0, c1 */

4 T0 := T c0
BBVh

5 T1 := T c1
BBVh

6 b′ ← A′(T0, T1, params,BB,guess)
7 if T0 = T1 and b = b′ then
8 return 1
9 else

10 return 0
11 end

enable the decryption of the ballot and in turn the linking of the contents of the
ballot to the voter.

A system providing everlasting privacy must act on this transfer of informa-
tion and prevent the data leak. Two options have been proposed on this matter.
The first one is to hide the choice of the voter, inside the ballot bi, using an
information theoretically hiding commitment scheme. This means that the de-
commitment values must be somehow exchanged in order to tally the result.
Usually this takes place using private channels with the EA. In our model, this
approach does not provide any advantage and is doomed not to possess strong
everlasting privacy. This occurs because the strong adversary in Algorithm 2 has
access to the private channels and the auxiliary information. More specifically,
this approach essentially repeats the posting of the ballot, since an encrypted
ballot is essentially the same as a commitment opening, exchanged through a
private channel. In both cases the auxiliary information Aux provided to A′ will
enable linking the voter to the vote. More specifically in the strong everlasting
privacy game (Algorithm 2) the view of A contains both network identifying
information valid during the elections as well as the decommitment values. As
a result, A′ can win the game by recovering the votes of the honest voters and
guessing the bit. This is not the case with the weak everlasting privacy game
(Algorithm 3) as A′ views only the publicly available information in the BB. As
a result, he might have access to the vote, but he lacks information about the
voter identity.

Another alternative is the use of an anonymous channel during casting. This
has the immediate effect that the auxiliary information Aux is in effect nullified,
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as the network addresses are hidden. Note that the anonymous channel must not
only hide identity information, but the casting order as well. If this is not the case
than an adversary that schedules casting to his advantage can break the secrecy
of the vote. All he needs to do is have the corrupt voters cast first as shown in
Algorithm 1. Subsequently as each honest voter posts her ballot, he can decrypt
the last vote cast (using his unlimited computational power) and learn how she
voted. There are two ways to thwart this attack: Firstly, there can be an explicit
separation of the Authorize and Vote functionalities. In the beginning, all voters
authorize their ballot. After this phase has finished, they cast their votes. This
in effect uses the authorization phase to build an anonymity set that hides the
order of the votes cast in the voting phase. Alternatively, the same effect can be
achieved using an anonymous channel that hides the order of its input messages
apart from their source and origin. We consider such an assumption within the
range of functionalities provided by such a primitive. Finally, one must note that
an anonymous channel can be combined with commitment-based schemes, to
nullify the data that leaks during the use of the various communication channels.

One might argue that an unconditionally anonymous channel is required,
in order to thwart the information-theoretically powerful future adversary from
reversing the anonymity. In our view, however, this is not the case. An anony-
mous channel might not be in (full) control of the future adversary. It might be
distributed, operated (in part) by a non-governmental organization and it might
even transcend nation boundaries. As a result, the future totalitarian regime
represented by the unbounded adversary, will not have access to the anonymous
network in its entirety and subsequently there is no need for it to be based on
information theoretically secure primitives. Such a system can successfully suc-
ceed in thwarting the adversary from guessing the honest voters’ choices as it
will not be able to associate them with the real identities and thus achieve both
strong and weak everlasting privacy.

6 Conclusion
In this paper we introduced security models for everlasting privacy. Our ad-
versary has the strongest capabilities ever defined in the literature as he is both
active during the election by collecting data, as well as in the future where he can
break the cryptographic schemes used. Based on this we defined two models of
everlasting privacy. Our novel contribution was the modelling of the adversarial
capabilities both in terms of computational power and in terms of information
context. Using this model, we reasoned that a system based on commitments
opened using through channels cannot provide the strongest sense of everlast-
ing privacy, as an adversary with internal knowledge (such as a governmental
agency) will have access to both the decommitments and network information.
The use of an independent anonymous channel, however, will be able to thwart
such an attempt. While such a channel is not currently practical, especially at
a large scale, our model indicates that research for everlasting privacy will be
assisted by its existence, as long as the other properties required by voting sys-
tems (e.g. verifiability and election verifiability). Anonymous channels have the
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added benefit that they resemble the way traditional elections work and as a
result such a system will be more accessible to the voter. Therefore, our pa-
per gives one more reason to continue the research in this direction. In future
work, we plan to refine our model and to provide more formal evidence based
on concrete instantiations of voting systems and anonymous channels.
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