Faster PCA and Linear Regression through Hypercubes in HElib *

Deevashwer Rathee!, Pradeep Kumar Mishra?, and Masaya Yasuda?

! Department of Computer Science and Engineering,
Indian Institute of Techonology (BHU) Varanasi 221005, India.
deevashwer.student.cselb@iitbhu.ac.in
2 Graduate School of Mathematics, Kyushu University,
744 Motooka Nishi-ku, Fukuoka 819-0395, Japan.
p-mishra@math.kyushu-u.ac. jp
3 Institute of Mathematics for Industry, Kyushu University,
744 Motooka Nishi-ku, Fukuoka 819-0395, Japan.
yasuda@imi.kyushu-u.ac. jp

Abstract. The significant advancements in the field of homomorphic encryption have led to a grown interest in
securely outsourcing data and computation for privacy critical applications. In this paper, we focus on the prob-
lem of performing secure predictive analysis, such as principal component analysis (PCA) and linear regression,
through ezact arithmetic over encrypted data. We improve the plaintext structure of Lu et al.’s protocols (from
NDSS 2017), by switching over from linear array arrangement to a two-dimensional hypercube. This enables us to
utilize the SIMD (Single Instruction Multiple Data) operations to a larger extent, which results in improving the
space and time complexity by a factor of matrix dimension. We implement both Lu et al.’s method and ours for
PCA and linear regression over HE1ib, a software library that implements the Brakerski-Gentry-Vaikuntanathan
(BGV) homomorphic encryption scheme. In particular, we show how to choose optimal parameters of the BGV
scheme for both methods. For example, our experiments show that our method takes 45 seconds to train a linear
regression model over a dataset with 32k records and 6 numerical attributes, while Lu et al.’s method takes 206
seconds.

Keywords: Leveled homomorphic encryption - PCA - Linear regression - Hypercube arrangement.

1 Introduction

In the recent years, the cloud computing paradigm has grown in popularity as an economical solution for outsourcing
data and computation. It enables ubiquitous access to shared storage and computational resources over the internet,
and hence it is being adopted by many organizations. However, storing data on the cloud raises security and privacy
concerns, since the cloud service provider can not only access the data but also share it with other parties. This makes
it difficult to keep control of the data for applications that have privacy as a principal concern. A great solution to
address these concerns is homomorphic encryption that enables computation on encrypted data. Using homomorphic
encryption, a client can upload its sensitive data on the cloud in encrypted format, and the cloud can operate on that
data without ever decrypting the data.

The concept of homomorphic encryption was first proposed by Rivest et al. in 1978 [I9]. But the first construction
of a fully homomorphic encryption (FHE) scheme, that allows arbitrary computation on ciphertexts, came around 30
years later through the ground-breaking work of Gentry [10]. Gentry’s work showed that it is theoretically plausible to
do any number of operations on ciphertexts, but the scheme was too inefficient to be practical yet for any application.
Since then, a lot of work (e.g., [20/4UT7I321]) has been done that saw major improvements in both theory and practice.
However, the currently known FHE schemes are still regarded as impractical for real applications. On the other hand,
there are some partially homomorphic schemes ([I8/1]) available that are practical, but they offer limited functionality.
At present, somewhat homomorphic encryption (SWHE) and its leveled improvement (called leveled-FHE), that allow a
limited number of operations, have attracted a lot of attention from various communities. Despite this limitation, they
are applicable in various scenarios and provide reasonable performance (e.g., see [ITUTTI2324/5]). Since the complexity
of algorithms grows linearly with circuit depth in leveled-FHE, as opposed to exponential growth in SWHE, it is more
suitable for applications requiring larger circuit depth.

In this paper, we use leveled-FHE for performing predictive statistics such as PCA and linear regression, through
exact arithmetic over encrypted data (cf., approximate arithmetic). We choose a variant [I1] of the leveled BGV
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scheme [3] as our cryptosystem, and leverage the software library HElib [14] for its implementation. Many works have
been proposed to address the problem of performing statistical analysis over encrypted data (see [12122I2/16]). The
solution of [2] only addresses model evaluation, while the methods of [I2I22] can only perform statistics on data with
very low dimension. Recently, Lu et al. [I6] proposed a solution to perform PCA and linear regression on data with
up to 20 numerical attributes. Their solution achieves much better results than any previous work by utilizing the
linear array structure of the plaintext slots. Our main aim is to improve Lu et al.’s method for further efficiency. Our
contribution in this paper is two-fold:

1. Firstly, we improve upon the plaintext structure used in Lu et al.’s method [I6] by utilizing a two-dimensional
hypercube structure. This gives us benefits in terms of both space and time complexity. As a result, we reduce the
complexity of their methods by a factor of data dimension. In the process, we also develop some general-purpose
procedures for matrix operations that are significantly faster than the previously known solutions in HElib.

2. Secondly, we address the problem of optimal parameter selection in HElib, which is non-trivial for our application
and was not discussed in [I6] carefully. In this paper, we describe how to choose optimal parameters for our method
as well as Lu et al.’s. We also compare the performance of our method with Lu et al.’s method for performing
PCA and linear regression over HElib.

Notation We use the notation ordg(g) to denote the order of an element g in the group G. We switch to ord(g) for
concise representation whenever there’s no confusion. We also use [-],; to denote reduction modulo ¢ in the interval
(—q/2,q/2]. We denote by x a discrete Gaussian distribution with zero mean and variance o2. We use [n] to denote
the set {0,...,n — 1}. The row vectors of a matrix X are represented by x!. The matrix entries are represented by
non-bold lowercase roman letter with subscripts e.g. x; ;. We denote the set of primes by P.

2 Preliminaries

2.1 The BGV Cryptosystem

In this work, we use the Ring-LWE variant of the BGV scheme [I1], which is defined over the polynomial ring
A =7[X]/P(X), where &,,(X) is the m-th cyclotomic polynomial.

Plaintext Space The plaintext space is defined by the ring A; = A/tA, where t is a prime. Under modulo ¢, the
polynomial &,,(X) factors into ¢ irreducible polynomials, each of degree s = ¢(m)/¢ such that &,,(X) = F1(X) -
Fy(X) -+ Fo(X) (mod t). Each factor F;(X) corresponds to a plaintext slot (each slot is isomorphic to the finite field
F:s) and the following isomorphism holds:

Ay 2 Z X/ Fi(X) x - XZ[X])Fy(X) 2 Fpe x -+ X Fys

Therefore, a polynomial a(X) € A; can be represented as the vector (a mod F;)_,. HELib provides high level interfaces
that allow conversion between a vector of plaintext values (a(?)¢_, € (Fy)¢ and a polynomial a(X) € A; (native
plaintext space of the BGV scheme) through encoding and decoding routines. Hence, given two polynomial encodings
a(X) = Encode((a;){_;) and b(X) = Encode((b;){_, ), we have:

Decode(a + b mod (t,®,,)) = (a; + b; mod (¢, F}))¢_,
Decode(a - b mod (¢, ®,,)) = (a; - b; mod (¢, F};))¢_,

Each slot in the vector representation corresponds to a unique conjugacy class of Z% /(t). An isomorphism exists
between the polynomial ring and the vector of plaintext slots, and the plaintext slots are isomorphic to one another.
This imparts automorphic mappings of the form & : a(X) — a(X*), where k € Z /(t), that allow data movement
among the slots.
The structure of Z, /(t) can be represented by a set of generators { f1, ..., fn}, where the order of f; in Z% /(t, f1,..., fi—1)

is m;. Each slot has a unique representative in the slot-index representative set T = {H?:l fi,0 <e <m; — 1}
which can be indexed by the vector of exponents (eq,...,e,). Therefore, the plaintext slots can be mapped to an
n-dimensional hypercube, whose i-th dimension is of size m;. The i-th dimension is labelled as a good dimension if

m; = ordzs: (fi), otherwise it is labelled as a bad dimension. Good dimensions lead to more efficient data movement

(see [14, Section 4] for more details).
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Data Movement The basic data movement operation is rotation and all other operations that move data depend
on it (See [15] Section 4] for more details). Rotation comes in two flavours depending on the arrangement of plaintext
slots. There are two ways to arrange the plaintext slots:

— Huypercube arrangement: As described before, the plaintext slots natively assume the structure of an n-dimensional
hypercube V and each slot is indexed by some e = (ey,...,e,), where e; ranges over [m;]. The dimensions of this
hypercube can be rotated independently through the rotatelD procedure. A call to “rotate1D(V,i,k)” will move
the content of slot (eq,...,€;,...,e,) to the slot (e1,...,e; +k,...,e,) of V, where addition is done modulo m;.

— Linear Array arrangement: In this arrangement, the plaintext slots are presented to the application in the form
of a linear array. The number of elements in the array is ¢ = |Z%,/(t)|. It is made possible by ordering the
slots lexicographically over the vector of indices of hypercube. The position k of this linear array is identified by
elh) = (egk), ceey egf)), where k € [f]. A call to “rotate(v, k)” will move the content of slot j (resp., e)) to the
slot j + k (resp., eU+%) of v, where addition is done modulo ¢, thereby rotating the array by k positions. The
addition over the respective index vectors can be seen as addition with carry over n-digit numbers, where i-th
digit has base m; and n-th digit is least significant.

We have other high level data movement operations such as total-sum and replicate. As mentioned before, these
operations depend on rotation. Hence, they have different impact depending on the type of slot arrangement. They
are defined as follows:

— For hypercube arrangement: Given an n-dimensional hypercube V = (Vley,...,e,]), where e; ranges over [m;],
the function “TS1D(V,j)” outputs:

-1
Wrsler,....ej,...,ep) = Zzo Vier, ..., k,... en].

Let €@ be a vector of indices excluding the index for j-th dimension i.e. e = (egi)7 . ,eﬁl,eﬂl, . ,esf)),

where 7 ranges over [¢/m;]. Given a set {k:l}f’:gl with ¢; = ¢/m; indices, the function “replicatelD(V, j, {k;i}figl)”
outputs:
Wrep“cate[egl), ey €y ,esf)] = V[e(lz), coskiy ey egf)],
where e; ranges over [m;]. Both “TS1D” and “replicatelD” have a running time of O(logm;) rotations and
additions.
— For linear array arrangement: Given a vector v = (v[i]){Zg, the functions “TS(v)” and “replicate(v, k)” respectively
output:

WTS []] = Zi;%) V[k] and Wreplicate [J] = V[k]
These functions have a running time of O(log ¢) rotations and additions.

For details on underlying algorithms, see [15], Section 4].

Ciphertext Space The ciphertext space is defined by vectors over the ring A, = A/gA, where ¢ is an odd modulus
that changes over homomorphic evaluation. The scheme with level parameter L is parametrized by a chain of moduli
go < q1 < --- < qr—1 and freshly encrypted ciphertexts are defined over A,, _,. Ciphertexts defined over A, are called
level-l ciphertexts.

The modulus ¢; (also called level-l modulus) is defined as the product of [ + 1 small primes p; of same size chosen
such that m = 1 mod p; (HELib provides an additional half-prime optimization. See [II), Section 3] for details). This
is done so that for all i, @,,(X) factors linearly under modulo p;.

For efficient arithmetic over ciphertexts, a polynomial a(X) € Ay, (in coefficient representation) is represented as a
(I+1) X ¢(m) matrix DoubleCRT!(a) (in evaluation representation), whose (i, j)-th entry is the evaluation of a(X) at
J-th root of @,,(X) modulo p;. Addition and multiplication in A, is done entry-wise modulo the appropriate primes
p;i- For ease of representation, in the rest of description we ignore the double CRT representation of polynomials lying
in ciphertext space and describe the scheme as if we were operating on polynomials directly.

Key Generation Given a parameter w, a random low norm polynomial s € A,, , having coefficients in {—1,0, 1} is
chosen such that its Hamming weight is exactly w. Secret key is set as sk = (1, —s). To generate public key, a uniformly
random polynomial a € A,, , is chosen and a low-norm error polynomial e € A,, , is sampled from . The public
key is set as pk = (a,b), where b=[a-s+t-€]q, ,.

In addition to this, the public key also has key switching matrices of the form W[s’ — s] that transform a
ciphertext decryptable by s’ into a ciphertext decryptable by s. Specifically, we have W[s? — 5] and W[s(X*) — s],
where k € Z*, /(t), which are used in multiplication and data movement respectively to get “canonical” ciphertexts of
the form ¢ = (co,c1) € (Ay,)?, that are decryptable by a secret key of the form sk = (1, —s).
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Encryption To encrypt a polynomial m € A, a random low norm polynomial r € Ay, , having coefficients in
{—1,0,1} is chosen and two low-norm error polynomials e, e; € A,, , are sampled from x. The ciphertext is computed
as: ¢ = (cp,c1) = Enc(m,pk) = (b-r+t-eg+mya-r+t-e) € (Ay )%

Decryption To decrypt a level-l ciphertext, we first compute the noise polynomial m’ = [(c,sk)],, = [co — ¢1 - 8]q,-
Then, the message m € A, is recovered by computing m’ mod ¢t = Dec(c, sk). For the decryption procedure to work,
the norm of noise polynomial m’ should be sufficiently smaller than g;.

Homomorphic Operations and Noise Control The noise associated with a ciphertext should be considerably
small compared to the ciphertext modulus to successfully recover the message. But, homomorphically operating on
ciphertexts leads to an increase in the noise term. The freshly encrypted ciphertext is valid w.r.t. the largest modulus
qr.—1- When the noise term grows too much, we modulus-switch to a ciphertext that is valid w.r.t. smaller moduli to
decrease the noise magnitude. As we operate on a ciphertext, we need to switch to smaller moduli until the ciphertext
is defined over Ag,. Beyond this point, we can not modulus-switch any further, and if the noise grows too much now,
the ciphertext will be rendered useless.

In HELlib, every I-th level ciphertext is represented as the tuple ¢ = ((co,¢1),l,v), where v is an estimate of noise
magnitude of the ciphertext. This estimate helps the library in automatically switching to lower levels when needed
(for details on noise estimate, see [I4], Section 3.1.4]). The homomorphic operations are defined as follows:

— Addition: Before adding ciphertexts ¢ = ((co,c1),1,v), ¢’ = ((c, ¢}),l’, ') encrypting messages m, m’ € A, respec-
tively, we bring them to the same level I” (if [ # I’) by reducing the larger one modulo the smaller of the two
moduli if the noise doesn’t overflow, otherwise we modulus-switch the larger one to the smaller level. Then, we
add the ciphertexts to get:

Cadd = (([co + plgps [e1 +cllq ) U v +07).

— Multiplication: Given two ciphertexts ¢ = ((cg,c1),l,v), ¢ = ((c4,c}),l',v') encrypting m,m’ € A;, we first
0> €1 g

perform modulus switching on them to bring their noise magnitude below a preset constant (refer [11, Appendix
C.2] for details). Then, we reduce the larger one modulo the smaller of the two moduli to bring them to the same
level I”. Having brought the ciphertexts to the same level, we perform their tensor product to get:

Chue = ((coch; coch + chers ercy), 1, ).
c/ . is a ciphertext decryptable by sk’ = (1, —s,s?). We perform key-switching on ¢/ . using W[s? — s| to get a

canonical ciphertext cmur = ((cf, cf), ", ") with noise magnitude v”.
We can also multiply the ciphertext with a scalar. So, given a scalar o € A; and a ciphertext ¢ = ((co,¢1),1,v)
encrypting m € A;, we can multiply them to get the ciphertext cscalar—mur = ((@ - ¢, - ¢1),1,v) encrypting
a-m € A;. The noise estimate v/ is computed as v/ = v -v,, where v, is the maximum norm possible for the scalar
Q.

— Automorphism: As mentioned in Section data movement is made possible by automorphic mappings of the
form  : a(X) — a(X*), where k € Z%,/(t). Given a ciphertext ¢ = ((co,c1),l,v) encrypting m € A, by applying
automorphism (note that the noise doesn’t change), we get:

C;uto = ((H(CO)v 0, H’(Cl))’ L V)'

is a ciphertext decryptable by sk’ = (1, —s, —x(s)). We perform key-switching on c, ., using W[s(X*) — s

/
Cauto auto

to get a canonical ciphertext cauo = ((cf, 1), [, v') with noise magnitude v/’
The BGV scheme has a ring homomorphism between the plaintext and ciphertext space. Therefore, we have:

Dec(cadd, sk) = m + m/
Dec(Cmult;sk) =m-m/ 3 € Ay.
Dec(cauto, sk) = k(m)

2.2 Principal Component Analysis (PCA)

PCA is a dimensionality-reduction tool, that takes a number of possibly correlated variables and transforms them into
a smaller number of uncorrelated variables, while retaining most of the information. These uncorrelated variables are
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called principal components, and they do not necessarily have a physical interpretation. PCA can be seen as a rotation
of the original axes to a new set of orthogonal axes, that are aligned in the direction of maximum variation.
Let X be a data matrix, with N records and d numerical attributes, which is defined as:

T
_ XO _

X = : N records

T
_XN—l _

d attributes

The problem of finding the principal components of X is the same as finding the eigen vectors of its covariance matrix
X, which is defined as:

1

X
N

N-1
1
XX — pup’, where p’ = N Z X;r.
i=0

To find the eigen vectors of X, a technique called the Power Method is used. PowerMethod is an iterative technique
that is used to find the dominant eigen-vector of a matrix, and is described in Algorithm [T} The intuition behind the

Algorithm 1 PowerMethod (X, T')
Input:
— X : covariance matrix of X
— T: number of iterations
Output:
— u1, A1 : dominant eigen-vector of X and its eigen-value

1: Choose a random vector v(? of size d

2: for:=1toT do

3: v® = 3y

4: end for

5 retum s = v /v and i = v /v

Power Method is that by multiplying the initial vector v repeatedly by X', v is stretched in the direction of the X'’s
dominant eigen-vector uj, to the point where the vector lies almost entirely in the direction of u;. Power Method
can also be used to find the k-th dominant eigen-vector of X by using the EigenShift procedure, which is described
in Algorithm [2| For input k, the Eigen Shift procedure outputs a matrix X' whose most dominant eigen-vector is

Algorithm 2 EigenShift(X, {u;, \;}*7 1)
Input:
— X : covariance matrix of X
— {wi, \i}: i-th dominant eigen-vector of X and its eigen-value

Output:
— X% : k-shifted covariance matrix of X
1: 21 = 2
2: fori=1tok—1do
3: 2i+l = 21 - )\iuiu;r
4: end for
5: return Xy

ug, where uy is the k-th most dominant eigen-vector of X' and Ay is its associated eigen-value. Therefore, combining
these two methods, the K dominant eigen-vectors (and their associated eigen-values) of the covariance matrix X' can
be found to get the K principal components of X.

2.3 Linear Regression (LR)

Linear Regression is a statistical procedure that models a relationship between the target (dependent) variable y and
one or more input (independent) variables x using a linear equation. Given a dataset (X,y) = {(x],y:) o' € ZN*4,
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where x] are the input variables and y; is the target variable, the aim is to find a vector of weights w such that

y =~ Xw. We obtain w by minimizing the least-squares error defined by:
N

.1 T
W = arg min — g ly: — x; w
w* N —1
1=

*H2

The most popular solution is an iterative technique called Gradient Descent. Gradient Descent is useful when we are
operating on data with very large dimension d. For smaller dimensions, there is a one-step analytical solution called
Normal Equation method, which computes w as:

w= (XTX)"'XTy.
We leverage an iterative division-free technique from [I3] for matrix inversion, which only involves matrix multipli-

cations and additions. This technique, described in Algorithm [3] allows us to compute inverse of encrypted matrices.
There can be different choices for the input « to the function InvertMatrix, but taking « close to the largest eigen value

Algorithm 3 InvertMatrix(M, o, T')
Input:
— M : given matrix
— a: a constant close to the dominant eigen-value of M
— T: number of iterations

Output:

— M™!: inverse of matrix M
AO =MR® =1 > I is the identity matrix
a® =qa

for i =1to T do
R — 9qi-DRE-1) _ R(i-1) A (i=1)
A@ — 9q =1 A(i=1) _ A (i=1) A (i=1)
o = (=D G-

end for

return M~ = R™ /oD

of matrix M ensures a stable quadratic convergence to M.

3 Matrix Operations

In the previous section, we described statistical procedures that we will compute securely in the cloud. It is evident
that these procedures require matrix operations. In this section, we describe the method used in [16] and propose a
new method for matrix operations over encrypted matrices. We also draw a complexity comparison between the two
methods in terms of homomorphic operations.

3.1 Lu et al.’s Method (Linear Array Arrangement)

Lu et al. proposed a matrix multiplication method in [I6] that assumes a linear array arrangement of plaintext slots,
and works along the lines of column-order matrix-vector multiplication method described in [15, Section 4.3]. Given
the one-dimensional array arrangement, a vector can be packed directly in the plaintext slots (followed by zeros if the
length of vector is less than ¢) and encrypted. Their proposed techniques work on matrices encrypted in row-order i.e.
each row vector is encrypted separately. The encryption of a vector u € Z¢ and a matrix X € ZfXd are represented as
ct(u) and CT(X) = {ct(x])}¢=} respectively.

Outer Product of Vectors Given ciphertexts of vectors u and v, to compute their outer product homomorphically,
the function described in Algorithm [ is used.

Matrix-Vector Multiplication Lu et al. have used the column-order matrix vector multiplication method of [I5]
for matrix-vector multiplication. They took advantage of the fact that their application only requires dealing with
symmetric matrices. Therefore, they could use this method, described in Algorithm [5| even on matrices encrypted in
row-order.
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Algorithm 4 OuterProduct(ct(u), ct(v))
Input:
— ct(u),ct(v) : ciphertexts of vectors u,v € Z¢
Output:
— CT(uv) : ciphertexts for rows of matrix uv € Z$*¢

1: fort=0tod—1do

2: ct(uv]) = replicate(ct(u), ) - ct(v)

3: end for

4: return CT(uv) > CT(uv) = {ct(uv,)}{=4

Algorithm 5 MatVecMul(CT(X), ct(u))

Input:
— CT(X) : ciphertexts for rows of a symmetric matrix X € Z3*¢
— ct(u) : ciphertext of vector u € Z¢
Output:
— ct(Xu) : ciphertext of vector Xu € Z¢
fori=0tod—1do
ct(Xu) += ct(x]) - replicate(ct(u), i)
end for
return ct(Xu)

Matrix Addition & Multiplication Matrix addition and multiplication are computed in such a way that the layout
is preserved i.e. output matrix is also encrypted in row order. Matrix addition is fairly straight-forward, and is done
by adding the corresponding rows of the two matrices. Matrix multiplication is performed by the MatMul function
described in Algorithm [6]

Algorithm 6 MatMul(CT(X),CT(Y))
Input:
— CT(X),CT(Y) : ciphertexts for rows of matrices X,Y € Z*¢
Output:
— CT(XY) : ciphertexts for rows of matrix XY € Z3*¢
:fori=0tod—1do
for j=0tod—1do
ct(xy, ) += replicate(ct(x; ), j) - ct(y;))
end for

end for
return CT(XY) > CT(XY) = {ct(xy])} g

3.2 Our Method (Hypercube Arrangement)

We leverage a two-dimensional (n = 2, ref. Section hypercube arrangement of plaintext slots to optimize matrix
operations over encrypted matrices and vectors. Let the size of the first and the second dimension be m; = ord(f1)
and mo = ord(f2) respectively. The hypercube can be seen as a matrix having m, rows and ms columns. For the rest
of discussion, we treat our hypercube arrangement of plaintext slots as a my X ms matrix V.

A matrix X € Z%*? can be packed in V by putting the (i,j)-th entry of the matrix in (i, j)-th position of the
hypercube i.e. V[i,j] = x;; (all other positions are filled with zeros). There are two ways a vector u € Z{ can be
packed in V:

1. Row-wise packing: If u is supposed to act like a row-vector in the computation, then we pack the vector u (row-wise)

in all the rows of V ie. Vi, j] = u;, where i € [m1] and j € [d]. Given u = {u; ?;é, we have:
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2. Column-wise packing: Similarly, if u is supposed to act like a column-vector in the computation, then we pack the
vector u (column-wise) in all the columns of V i.e. V[i,j] = u;, where i € [d] and j € [ma]. Given u = {u;}%,
we have:

ug ... Up

Ud—1 --- Ud—1

ma

There are two major advantages of using the hypercube arrangement:

— Space-efficient: Using the hypercube arrangement, we can pack the whole matrix in a single plaintext, as opposed

to the linear array arrangement, which requires d plaintexts. Let V; = {V;r f;ol and V}, be the packing of matrix

X e ZfXd in the linear array and hypercube arrangement respectively. Then, we have:

[ o0 --- Tod-1 ] 0,0 .-+ T0,d-1

[a—1,0-- - Tqg—1,d-1]) T4—1,0 - Td—1,d—1
V= {vI}o) Vh
d-ciphertexts 1-ciphertext

— Time-efficient: The hypercube arrangement offers a huge advantage by enabling us to operate on a dimension,
independent of other dimensions. Therefore, given a set of positions {ki};i;ol, we can replicate the k;-th element of
the i-th row through one replication operation with hypercube arrangement as opposed to d replication operations
in case of linear array. Hence, we can utilize the SIMD operations to a greater extent. On performing replication,

we get:
[ To,kg -+  L0,ko ] T0,kg - L0,k
[$d71,kd,1 e Td—1,kg_ ] Td—1,kg_q -+ Ld—1,kg_1
{replicate(v;!,—7 ki) ?:—01 replicatelD (V, 2, {k; 7;01)
d-replications 1-replication

This property holds for all data movement operations such as rotation and total-sum. Similarly, we can also
replicate the k;-th element of the i-th column through a call to the function replicatelD(Vh, 1, {kl}f;()l)

We use the notation ct; (u) and ctz(u) to denote ciphertexts encrypting the vector u € Z¢ row-wise and column-wise

respectively. The encryption of matrix X € thx‘i is denoted by the notation ct(X).

Outer Product of Vectors The outer product of vectors u € Z¢ and v € Z¢ is computed by the function defined
in Algorithm [7]

Algorithm 7 OuterProduct1D(cte(u), cty(v))

Input:
— ctz(u) : column-wise encryption of u € Z¢
— cty (V) : row-wise encryption of v € Z¢

Output:
— ct(uv) : ciphertext of matrix uv € Z#*¢

1: ct(uv) = cta(u) - cti(v)
2: return ct(uv)
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Matrix-Vector Multiplication To multiply a matrix X &€ thXd with a vector u € Z¢, our technique requires the
matrix and the vector to be encrypted in one of the following ways:

1. X is encrypted and u is encrypted row-wise.
2. XT is encrypted and u is encrypted column-wise.

It turns out that our technique outputs vector Xu encrypted column-wise if the input vector u is encrypted row-wise
and vice-versa. This doesn’t pose a problem since we can easily convert between the two packings by multiplying the
vector with identity matrix I. For our application, we can do successive multiplications (without a need for conversion)
with encryption of X since we only deal with symmetric matrices. Our technique for matrix vector multiplication is

Algorithm 8 MatVecMullD(ct(X), cty/o(u))

Input:
— ct(X) : ciphertext of a symmetric matrix X € Z&*¢
~ cty/2(u) : Tow/column-wise encryption of u € Z{
Output:
— ctyy1(Xu) : column/row-wise encryption of Xu € Z{
1: Ct1/2 (Xu*) = ct(X) . Ctl/g (ll)
2: cty/1(Xu) = TS1D(cty /2(Xu"), 2)
3: return ctg/l(Xu) > Ctl/g(') — Ctg/l(')

defined in Algorithm [§ and the following examples demonstrate its working:

12| Jeyg ole 2g | TS1D(2) e+2g9g e+ 2g
24 eg 2e 4g 2e + 4g 2e + 4g
—— N—— ——

ct(X) cty(u) ct1(Xu*) cto(Xu)
12 ee e 2e| TSiD(1) e+ 2g 2e+4g
[24} [gg} [2g4g] [6+Zg 2e + 4g
—— ——
ct(X) cta(u) cta(Xu™) ct; (Xu)

Note: We can switch between the two encrypted vector packings at the cost of a replication by using the SwitchOrder1D
routine that comes directly from the MatVecMullD function by replacing ct(X) with I, where I is the identity matrix.
Therefore, combining the two functions, we get a general-purpose function to do matrix vector multiplication.

Matrix Addition & Multiplication Matrix Addition is trivial for our packing and can be simply done by adding the
ciphertexts of the two matrices. For matrix multiplication, we use the Fox Matrix multiplication method for hypercubes
described in [9]. This method can be seen as an extension of the diagonal order matrix-vector multiplication described
in [I5, Section 4.3]. Suppose we want to multiply a matrix X € Z¢*? with a matrix Y € Z%*¢. Given the hypercube
structure, we can rotate the column vectors of Y by ¢ positions, denoted by Y <<; 4, with one rotation operation.
Using one replication operation, we can extract the i-th diagonal of X, defined as d;(X) = (0,4, ©1,i+15- - - » Td—1,i-1)5
and replicate it along the rows. Then, we can compute the product XY as Zf;ol d;(X) x (Y <4 7). The MatMullD
function implements our matrix multiplication procedure and is defined in Algorithm [J]
The following example demonstrates the working of MatMullD:

ct(do(X) x (Y <1 0))  ct(di(X) x (Y << 1))

HiRk

=1

ct(X) ct(Y) i =

Remark 1. Our matrix multiplication technique defined for square matrices can be easily extended to general matrices.
Every matrix can be partitioned into square sub-matrices called blocks. We can then multiply the matrices block-wise
using the Block Matrix Multiplication technique.
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Algorithm 9 MatMullD(ct(X), ct(Y))
Input:
— ct(X), ct(Y) : ciphertexts of matrices X,Y e Z¢*4
Output:
— ct(XY) : ciphertext of matrix XY € 7Z¢*¢
1: fori=0tod—1do
2 for j=0tod—1do
3 kj =i+ j (mod d)
4: end for
5 cta(di(X)) = replicatelD(ct(X), 2, {k;}9=;)
6.
7
8:
9:

ct(Y <« 1) = rotatelD(ct(Y), 1, —i)
ct(XY) += cta(di(X)) - ct(Y <1 4)
end for
return ct(XY)

3.3 Comparison

In this subsection, we compare the complexities of the techniques described in Section [3.1] and Section [3.2] in terms
of homomorphic operations. For details on effect of these operations on noise and their running time, we refer the
readers to [I5 Table 1]. In Table |1} we have summarized the complexities for all the matrix operations. It can be easily

Table 1. Complexity of Matrix Operations in terms of Homomorphic Operations. d is the size of matrix dimensions and “—”
denotes that the operation is not used. The rows corresponding to our techniques are shown in bold face.

Addition |Multiplication| Rotation |Scalar-multiply
OuterProduct | O(dlogd) o(d)* O(dlogd) Oo(d)*
OuterProductl1D — o(1)” — —
MatVecMul O(dlogd) o(d)* O(dlogd) Oo(d)*
MatVecMullD | O(log d) o(1)” O(logd) -
SwitchOrderlD | O(log d) — O(log d) o(1)”
MatMul O(d®log d) O(d%)* O(d®log d) o(d®)*
MatMullD |O(dlogd) o(d)” O(dlogd) o(d)*
* : represents that the depth complexity of the operation is O(1)

observed that for all the matrix operations, our method has decreased the complexity by a factor of matrix dimension
ie. d.

4 Secure computation in the cloud

Having defined the matrix primitives in the previous section, we are now ready to proceed to defining protocols for
secure computation in the cloud. We showed in the previous section that our method for matrix operations can result
in significant performance improvement. Therefore, we adapt the PrivatePCA and PrivateLR protocols proposed in [16]
to work with our method for secure matrix operations. The protocols used are basically the same, except we have used
our method for matrix operations. Before we proceed with their description, we first describe the input data that will
be computed upon:

— We perform statistical procedures on datasets with entries in the real domain. Since the BGV scheme only works
on integers, we first need to convert all the real attributes of a dataset into integers with fixed point precision.
Given x € R, we scale it up by the magnifying constant M and then round it to the nearest integer i.e. | Mx]. For
the rest of description, we assume that we are computing statistics on datasets with integer attributes.

— Our setup assumes that the data rows could be coming from different sources that require that their data remains
secure from other sources and the cloud. To keep the data secure, each source can encrypt their data rows separately,
and send them to the cloud. But there is a problem that given the dataset (X,y) = {x],y:}N' € ZV*4, it will
be too inefficient to compute XTX or XTy homomorphically for any practical N. To overcome this problem, we
use the fact that XTX = Zﬁgl x;x; and XTy = Zﬁgl yix, . Therefore, each source can encrypt the matrix
x;x] and the vector y;x] for each data row independent of other sources, which can then be added in the cloud

to reconstruct XX and XTy.
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Remark 2. Since we use the protocols proposed by Lu et al., with the exception of underlying matrix operations, we
defer the security analysis of the protocols to [16, Section VI].

4.1 PrivatePCA

In this subsection, we want to compute the principal components of the data matrix X € Ziv xd securely in the cloud,
which requires to compute the covariance matrix X = %XTX — . Since we can’t perform division while computing
p' and %XTX in the cloud, we rather calculate N2X, multiplying X"X by N and computing Nu" in place of u'.
This works because scaling a matrix doesn’t change the direction of its eigen-vectors, it only scales their associated
eigen-values. To compute N2uu', we first compute Nu' in row-wise packing, use SwitchOrderlD procedure to get
Np in column-wise packing, and then input both the ciphertexts into OuterProductlD to get an encrypted matrix
for N?pp'. Having computed N2X, all that is left is to multiply the vector v with matrix N2X repeatedly. Since
N2X is a symmetric matrix, we can do it directly with MatVecMul1D procedure without the need of SwitchOrder1D
procedure. The description of the protocol is given in Algorithm

Algorithm 10 PrivatePCA({ct; (x] ), ct(x;x] )} X1, T)
Input:
— cty(x]) : row-wise encryption of i-th row of X
— ct(xixg—) : ciphertext of outer-product of x; with itself
— T : number of iterations

Output:
— uy, A1 : first principal component of X and its magnitude
Cloud:
1: cty(Np') = Zf\;ol ct1(x]) > Nu' € 7Z¢
2: cta(Np) = SwitchOrder1D(ct; (Nu™))
3: ct(N?up’) = OuterProduct1D(cta(N ), cti (Nu'))
4: t(N?X) = N - N Pet(xix]) — ct(N?pp") > N2X e z7dxd
5: fori=1to T do
6: if ¢ is odd then
7: cta(v?) = MatVecMul1D(ct(N2X), ct; (vi—Y))
8: else if i is even then
9: ct1(v(?) = MatVecMul1D(ct(N?2 %), ct2 (v~ 1))
10: end if
11: end for
12: if T is odd then
13: return ctz(v(?)) and ct; (v(TY)
14: else if T is even then
15: return ct; (v(?) and cto(vT V)
16: end if
Decryptor:
1: return u; = v(D /v || and Ay = v /(N? - ||[vTD))

In this way, we can securely compute the first principal component of data matrix X. Apart from the PowerMethod
that we have in place in the form of PrivatePCA, we just need the EigenShift procedure to compute other principal
components securely. The EigenShift procedure is easily performed in the cloud through simple operations like matrix
addition and homomorphic multiplication, along with outer product on u;’s which can be done exactly like we did on
Np.

Remark 3. If the input data is known to be normalized beforehand, we can skip the computation of N2u"p since it
will always be zero. Moreover, we don’t need to multiply X"X with N then.

4.2 PrivateLR

To perform Linear Regression on the dataset (X,y) = {x],v; f\;gl € ZN*4 we need to compute w = (XTX) ' XTy.
Since we can construct encrypted matrices X' X and Xy in the cloud by adding the inputs xix;r and yix;r respectively,
all we need is to invert the matrix X'X and multiply it with X"Ty. We use the procedure defined in Algorithm
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for matrix inversion, that involves just matrix multiplications and additions. Hence, we can use our proposed
matrix operations to compute Linear Regression securely. We also need the dominant eigen value A of matrix XX €
ngil)x(d*l) for stable geometric convergence, which we can get through the PCA protocol before performing Linear
Regression. For the scalar A € Z;, we use the notation ct(\) to refer to the ciphertext of a plaintext V with A\ packed

in each plaintext slot i.e. V[i, j] = A. The PrivateLR protocol is described in Algorithm

Algorithm 11 PrivateLR({ct; (y:x] ), ct(x;x] )} X", ct(N), T)
Input:
- cty (yZXlT) : row-wise encryption of i-th row of X multiplied with i-th element of y
— ct(x;x]) : ciphertext of outer-product of x; with itself
— ct()) : ciphertext of dominant eigen-value of X'X
— T : number of iterations
Output:
— w : weight vector w € Z4~!
Cloud:
cti(XTy) = 2N Peta (yix]) > Xy ez Y
ct(A%) = ct(XTX) = SN Fet(xix] ) b XTX g z{d-Dxd=1
ct(R%) = ct(I), ct(a®) = ct())
fori=1to T do
ct(B) = 2-ct(al™V) . T —ct(AlD)
ct(R¥) = MatMul1D(ct(R“™V), ct(B))
ct(A®D) = MatMul1D(ct(A D), ct(B))
ct(a) = ct(a' V) - ct(aliD)
end for > ct()\2T (XTX)™) = ct(RD)
: cta(A2" w) = MatVecMul1D(ct(A2" (XTX) 1), et (XTy))
: return cta ()\2TW) and ct(/\QT) > ct(a®) = ct(/\QT)

—_ =
= o

Decryptor:
1: return w from A2’ w by dividing with A2"

Remark 4. We have described the protocols as if each data row is coming from an independent source. In practice,
we will have multiple data rows coming from a particular source. The sources can send just one ciphertext each for
x],x;x] and y;x] by performing addition corresponding to their data rows in the plaintext.

5 Choosing the right context

The right choice of context parameters can significantly improve the performance of our protocols. Choosing the right
parameters is a non-trivial task in HE1lib and in most works using HE1ib, the authors do not describe how they chose
the optimal parameters for their application. In this section, we describe the theory used to choose optimal parameters
for our setup. Moreover, we found that the parameter choice in [I6] is non-optimal. So, we describe how to choose the
right parameters for their setup as well.

As described in Section2.1] {f1, ..., fn} is the generating set of Z7, /(t). Let the order of f; in Z}, /(t, f1,..., fi—1) be
m;. Therefore, we have the number of plaintext slots ¢ = |Z¥, /()| = []}_, m;. For efficient data movement operations,
we basically have two main requirements:

1. For each i € [n], we should have ordz: (f;) = m;, since it allows true rotations on slots.
2. ¢ should be kept close to the number of plaintext slots required by the application.

For more details on why we have these requirements, refer [14, Section 4]. Before proceeding to the solution that
satisfies the above-mentioned requirements, we derive some results on which our solution will be based.

Theorem 1. Let G be a finite abelian group. Suppose we have an element g € G and a subgroup N such that ord(g) = k
and |[N| = K. Then the following holds:

ged(k, K) =1 = ordg(g) = ordg/n(9)-
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Proof. 1t is clear from the definition of a quotient group that:

ordg(g) = ordg/n(g9) <= (9) "N = {e},

where e is the identity element of G. Therefore, to prove the theorem, it is sufficient to prove that ged(k, K) = 1
implies (g) N N = {e}. Let ¢’ be an arbitrary element € (g) N N. This implies that ord(¢')|k as well as ord(g')| K.
Since ged(k, K) = 1, ¢’ has order 1, implying ¢’ = e. Since we assumed ¢’ to be a general element in (g) N N, we have

{9) NN = {e}.

Corollary 1. Let g € G be an element of a finite abelian group G with ord(g) = k. Suppose we have n elements
J1s- -5 9n € G with ord(g;) = k;. We denote the subgroup generated by the set {g1,...,gn} with N i.e. N = {g1,...,qn)-
Then the following holds:

Vi € [n],ged(ki, k) = 1 = ordg(g) = ordg/n(g)

Proof. Tt is a well-known equality that given subgroups Ny, No <G, we have a subgroup N1No = {h1ha|hy € N1, hy €
N3} such that [Ny Na| = |Ny| - |Na|/|N1 N Na|. Therefore, we have a subgroup N generated by {g¢;}7_; of order K
which divides the product of all k;’s i.e. K|([[;_, k). Since Vi € [n], ged(k;, k) = 1, we have ged(k, K) = 1. Hence, by
Theorem [1} the proof is complete.

5.1 For Lu et al.’s Method

For our application using Lu et al.’s method, we need a one-dimensional array of size my, where m; is greater than and
close to d. Moreover, this dimension should be a good dimension. These two conditions satisfy our above-mentioned
requirements for efficient data movement. We achieve these conditions by choosing m and ¢ such that:

1. m=km +1€P,
2. ged(k,mqp) =1,
3. ord(t) = k.

Since m is chosen to be a prime, Z}, is a cyclic group of order m; - k. This ensures that it has an element f; of
order m;y. If we choose an element of order k (exists because Z7, is cyclic) as ¢, then the number of plaintext slots
¢ = |Z;,/{t)] = my. Given ged(k,m;) = 1, by Corollary (I} we get ordz. (fi1) = ordz: ;uy(f1) = mi. Therefore,
Zr,/(t) = (f1) and we get a one-dimensional array with a good dimension of size m;.

5.2 For Our Method

The optimal parameters for our method lead to a two-dimensional hypercube with good dimensions of size m; and
ms, where my, = d and my is greater than and close to d. These parameters satisfy the requirements for efficiency, and
are achieved by choosing m and t such that:

1. m=k-mq-me+1€P,
2. ged(k,mq) = ged(k, ma) = ged(mq,mz) =1,
3. ord(t) = k.

Since Zy, is a cyclic group of order k - my - ma, we can find f; and f in Z7, with order m; and my respectively. For
a chosen ¢ of order k, we have £ = |Z, /(t)| = mi-mg. Given ged(k,m1) = 1 and ged(k, mg) = ged(mq,me) = 1, by
Corollary (1} we get ordz: (f1) = ordz: /y(f1) = m1 and ordz: (f2) = ordz: /¢ 1,)(f2) = ma respectively. Therefore,
7, /{t) = (f1, f2) and we get a two-dimensional hypercube with good dimensions of size m; and ms.

Remark 5. Tt gets relatively easier to find an optimal m for Lu et al.’s method as the matrix dimension grows. Therefore,
for a considerably large d, we have to settle with relaxed parameters for our method. Despite the relaxed parameters,
our method still vastly outperforms Lu et. al’s because our method improves the complexity of their techniques by a
factor of d (see Table [1).
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5.3 CRT method for plaintext modulus

In HElib, the maximum plaintext precision is 60 bits, which is not sufficient for our applications. To address this
problem, we split the plaintext modulus ¢ into e different primes ¢; each of bitsize | 60 bits such that ¢t = []5_, ¢
for some e € Z. Now, we create e different instances of the cryptosystem, with i-th instance operating on plaintext
modulus t;, and encrypt our inputs in each one of them. Then, the protocol is performed for every instance and the
decryption results are combined using the Chinese Remainder Theorem to get plaintext precision of [];_,;|log,(t:)]
bits. Using the CRT method, we essentially have e ciphertexts as opposed to one. This does not pose a problem since
the CRT method is completely parallelizable. Moreover, increasing e leads to a smaller ¢;, and as a result, lesser number
of levels L. Therefore, we get a more efficient implementation, given we have enough CPU cores.

Remark 6. In practice, we want to choose each t; of p-bits, and to maintain security, m is chosen to be greater than
a lower bound which depends on ¢ and the number of levels L. To choose each t;, we search the equivalence class of
elements with order k for distinct p-bit members. The number m is chosen such that mq and msy are close to d while
keeping m as close to the lower bound as possible.

6 Implementation Details and Results

We implemented the protocols defined in Section[fusing both our method and Lu et al.’s method. The implementations
were written in C++ and compiled with g++ 4.8.5. We used HElib [I4] for the implementation of the BGV scheme.
Our experiments ran on a machine with Intel(R) Xeon(R) E5-4650@2.70GHz processor and 1TB memory running
CentOS 7.5.1804. In all our experiments, we use CRT method with e = 8 (see Section , and have parallelized the
implementations over 8 threads.

6.1 Experimental Setup

Our experimental setup is identical to the one used in [16]. We have conducted our experiments on five datasets
from the UCI Machine Learning Repository [§]. For the analysis of the effect of number of iterations and different
magnification constants on performance, experiments were performed on the adult dataset that has N = 32561 records
with d = 6 numerical attributes each. More specifically, we took iteration numbers T = {3,4, 5} for PrivatePCA protocol
and iteration numbers T' = {1, 2,3} for PrivateLR protocol. Three magnification constants M = {10,100, 1000} were
considered for both the protocols. Experiments on the other datasets serve to show the scalability of our approach
and we have taken T'= 5, M = 1000 and T = 3, M = 1000 for PrivatePCA and PrivateLR protocol, respectively on
these datasets. Following the experimental setup of [16], we have also performed all our experiments on normalized
datasets, with the assumption that the data is coming from a single source. Since our experimental setup is identical
to Lu et al.’s, we defer to [16, Appendix A] for discussion on iteration-error tradeoffs.

6.2 Selection of Parameters

Our parameter selection basically involves choosing m and ¢; that define the plaintext spaces Z[X]/(®,,(X),t;) for 1 <
i < e, and L which defines the number of levels. Given a dataset with each entry bounded by B, we get a lower bound
on the bitsize p of t; from the inequality ¢; > (B2M Nd)”/® for the PrivatePCA protocol and t; > Ml/E;(BQMNd)QT/8
for the PrivateLR protocol. An ephemeral p-bit prime following this inequality is sampled and a dry run is performed
to find the required number of levels L.

According to the analysis of [I1I, Appendix C.3], we get k-bit security from the BGV scheme if the following
inequality holds:

(L(log ¢(m) + 23) — 8.5)(k + 110)

¢(m) > =5 :

Since we only choose a prime m in our setup, we can replace ¢(m) with m — 1 in the above inequality. Given L (from
dry run) and a minimum security requirement , from the above inequality, we get a lower bound on m. Given the
lower bound on m and bitsize of ¢;, we choose m and the ¢;’s according to the method described in Section [p] for both
our method and Lu et al.’s. In the experiments concerning PrivatePCA, we have taken m; = d for Lu et al.’s method
and (my,mg) = (d,d + 1) for our method. For experiments concerning PrivateLR, we have taken m; = d — 1 for Lu et
al.’s method and (my, mg) = (d — 1, d) for our method.
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Remark 7. We have chosen the best possible plaintext dimensions for our experiments. We could easily find such
parameters since the matrix dimension was not too large (< 20). For operations on matrices with large dimensions, we
can relax the upper bound on the size of plaintext dimensions, or we can use the block matrix multiplication method.

For other parameters in HE1ib, we use the default values such as ¢ = 3.2 (standard deviation parameter for error
distribution), H = 64 (Hamming weight of secret key), » = 1 (lifting factor) and ¢ = 3 (number of columns in key
switching matrix). For all the experiments, we have maintained a minimum security of 128 bits.

6.3 Results and Analysis

In Table [2] and Table [3| we have compared the performance of our method with Lu et al.’s method for performing
PrivatePCA and PrivatelLR respectively. For PrivatePCA, we have only considered the time taken to compute the first
principal component, and for PrivateLR, we exclude the time taken to compute the first eigen value A;. From the
results of Table [2| and Table [3] the following observations can be made:

— Encryption Time: The encryption time for our method is d times faster than Lu et al.’s on an average because we
require one ciphertext to encrypt a matrix, as opposed to d ciphertexts for their method.

— Fwaluation Time: The difference in homomorphic evaluation time is in accordance with the complexities of matrix
operations described in Table[Il As expected, the evaluation time of our method is d times faster than Lu et al.’s.

— Decryption Time: Since the output of both the protocols is a vector, our method outputs the same number of
ciphertexts as Lu et al.’s method. Our decryption time is more, owing to the fact that the decoding operation
takes more time for our method, given we are using more plaintext slots.

— Depth Requirement: Our method has comparatively less depth requirement. This is due to the fact that the
MatVecMul procedure requires an additional scalar-multiplication operation, which adds moderate noise (see [15]
Table 1]), compared to the MatVecMullD procedure. This effect is more pronounced in PrivatePCA since it involves
the matrix vector multiplication in each iteration, while PrivateLR involves it only once.

7 Conclusion and Future Work

We made the protocols for PCA and Linear Regression, proposed in [16], more efficient by improving their underlying
matrix operations by a factor of data dimension. This was achieved by utilising the hypercube structure of the
plaintext slots. Our techniques for matrix operations are flexible and can be used for any application involving matrix
operations. In addition to this, we show how to choose optimal parameters for our method as well as for the method
proposed in [16] by Lu et al. With our improved matrix procedures, we reduced the evaluation time of largest case
(d =20,N = 1994, M = 1000,T = {5}) for PCA from 149 seconds to 6.5 seconds, and of largest case (d = 20, N =
1994, M = 1000, T = {3}) for Linear Regression from 4400 seconds to 207 seconds. With this work, we show that the
plaintext space can be utilized to a larger extent, leading to much faster PCA and Linear Regression computation.

A direction for future work is the extension of the hypercube structure from two to three-dimensions. As a result,
we can reduce the complexity of matrix multiplication from O(dlogd) to O(logd), where d is the matrix dimension.
This can be done by constructing a multiplication procedure along the lines of DNS algorithm [7]. A limitation of this
approach is that it will be harder for us to find optimal parameters. A future work can explore the situations where it
is beneficial to use a higher dimension plaintext structure. In this paper, we’ve considered predictive statistics through
exact arithmetic and controlled the high plaintext modulus growth by using the CRT method and leveraging multiple
cores to limit the impact. Switching to a scheme that allows approxzimate arithmetic, like the one described in [6], can
help resolve this problem. Encoding techniques that better utilise the finite field structure of a plaintext slot can also
help in containing the large plaintext modulus.
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Table 2. Performance comparison for the PrivatePCA protocol of our method (Section with Lu et al.’s method ([16] Section
V.C|, with our optimized parameters) to find the first principal component. For all the experiments, we split the plaintext
modulus into 8 primes t¢1,...,ts using our CRT method and use 8 threads to execute them all in parallel. The performance for
our method is shown in bold face.

Dataset details Exp. Settings BGYV settings Performance (seconds)
Dataset ‘ N ‘ d| M ‘ T LlogQ(ti)H m ‘L Encryption | Hom. Eval.‘Decryption‘Total time
3 1 12703 | 11| 0.4788 5.4683 0.1319 6.079
11047| 9 | 0.0912 0.8562 0.2713 1.2187
10 4 19 14503 | 13| 0.5767 8.8194 0.1363 9.5324
13063 |11| 0.1161 1.529 0.2893 1.9344
5 15 18583 | 17| 1.2227 22.8318 0.2323 24.2868
15331|13| 0.1469 2.2915 0.5591 2.9975
3 1 12703 | 11| 0.4788 5.4683 0.1319 6.079
11047| 9 | 0.0912 0.8562 0.2713 1.2187
14 1 .52 .04 .1364 .
adult 39561 6 | 100 4 14 683 | 13| 0.5288 9.0437 0.136 9.7089
14071|11| 0.1199 1.7285 0.296 2.1444
5 17 23011 |21 1.4851 30.8704 0.2728 32.6283
1533113 | 0.1423 2.3695 0.5595 3.0713
3 1 12703 | 11| 0.4788 5.4683 0.1319 6.079
11047| 9 | 0.0912 0.8562 0.2713 1.2187
14 13| oO. 944 2 7841
1000 4 15 683 6396 8.9445 0 9
14071 (11| 0.1328 1.7843 1.1814 3.0985
5 19 25603 |23 | 1.6289 33.835 0.4118 35.8757
19447 (17| 0.2769 5.5374 0.6144 6.4287
19069 | 17| 1.3713 33.1703 0.2885 34.8301
auto-mpg 398 | 7 11000 5 15
15401|13| 0.1583 2.5215 1.3696 4.0494
26293 | 23| 3.4114 84.1018 0.5672 88.0804
winequality | 4898 |12 |1000 5 18
19501 |15| 0.2865 5.3242 2.2644 7.8751
20749 |1 .074 2.901 .4014 .
forestfires | 517 |13|1000 5 16 0749 | 19 307 82.9019 040 863773
15107|13| 0.1651 2.9428 1.4105 4.5184
41 |21 134 148.784 .6661 154.584
communities | 1994 | 20| 1000 5 17 227 2 51348 878 0-666 545849
18061 |15| 0.2803 6.3988 2.09 8.7691
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Table 3. Performance comparison for the PrivateLR protocol of our method (Section with Lu et al.’s method ([16, Section
V.C], with our optimized parameters). We excluded the computational time required to compute the largest eigen-value A;. For
all the experiments, we split the plaintext modulus into 8 primes t¢1,...,ts using our CRT method and use 8 threads to execute
them all in parallel. The performance for our method is shown in bold face.
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