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Abstract. In this work, we construct a short one-out-of-many proof
from (module) lattices, allowing one to prove knowledge of a secret asso-
ciated with one of the public values in a set. The proof system builds on
a combination of ideas from the efficient proposals in the discrete loga-
rithm setting by Groth and Kohlweiss (EUROCRYPT ’15) and Bootle
et al. (ESORICS ’15), can have logarithmic communication complexity
in the set size and does not require a trusted setup.

Our work resolves an open problem mentioned by Libert et al. (EURO-
CRYPT ’16) of how to efficiently extend the above discrete logarithm
proof techniques to the lattice setting. To achieve our result, we intro-
duce new technical tools for design and analysis of algebraic lattice-based
zero-knowledge proofs, which may be of independent interest.

Using our proof system as a building block, we design a short ring sig-
nature scheme, whose security relies on “post-quantum” lattice assump-
tions. Even for a very large ring size such as 1 billion, our ring signature
size is only 3 MB for 128-bit security level compared to 216 MB in the
best existing lattice-based result by Libert et al. (EUROCRYPT ’16).

Keywords: lattice-based cryptography, zero-knowledge proof, one-out-of-many
proof, ring signature

1 Introduction

In the last decade, lattice-based cryptography has seen a great interest with many
new applications developed rapidly. Although it offers solutions even to problems
which long seemed elusive, there is still a gap in some areas where lattice-based
cryptographic proposals are not efficient enough for practical use and even fall far
behind their number theoretic counterparts in terms of efficiency. One important
example for such a case is zero-knowledge proofs (ZKPs). It seems that lattice-
based cryptography does not agree well with ZKPs and extending the existing
number theoretic proposals to the lattice setting is quite challenging.

* This is the full version of the paper accepted to ACNS 2019.



A particular example is one-out-of-many proofs where the prover’s goal is to
prove knowledge of an opening of a commitment within a set of commitments
without revealing which one he has. Groth and Kohlweiss [15] and Bootle et al.
[8] gave very efficient constructions with logarithmic (log) communication com-
plexity in the size of the set of commitments based on decisional Diffie-Hellman
assumption. Their protocols also lead to very efficient ring signatures without
trusted setup®, where a signatory signs a message on behalf of a group of users
(referred as a ring). The idea behind obtaining a ring signature from a one-out-
of-many proof works as follows. Users commit to their secret keys, resulting in
the users’ public keys. Then, the signatory proves (in a non-interactive fashion
using Fiat-Shamir heuristic) that he knows an opening (i.e., the secret key) of
one of the commitments (i.e., the corresponding public keys) used to create the
ring signature. Ring signatures are important tools used in e-voting systems and
cryptocurrencies to provide anonymity. Especially in the case of cryptocurren-
cies, an important aspect is the ring signature size, which makes the schemes in
[15, 8] very attractive on a large scale. However, these proposals in [15, 8] do not
offer post-quantum security as they are in the discrete logarithm (DL) setting.

On the side of lattice-based cryptography, a promising candidate for post-
quantum security, efficient designs targeting the same problems do not currently
exist. There has not been a successful extension of the ideas in [15, 8] to the
lattice setting, and other approaches proposed so far resulted in very inefficient
schemes that are far from offering practical usability. To illustrate, while [8] gives
constructions in the order of a few KB even for very large ring sizes, the current
shortest log-sized ring signature from lattices by Libert et al. [19] results in a
ring signature of size 75MB for around a thousand ring members and a security
level of 128 bits. It is therefore tempting to realise the ideas in [15, 8] using
lattice-based techniques, but, as we discuss next, this is far from trivial. In this
work, we tackle this problem and design short one-out-of-many proofs and ring
signatures from (module) lattices by introducing new tools for the design and
analysis of algebraic lattice-based ZKPs (see Section 3).

For some practical applications, one requires linkability between ring signa-
tures generated using the same secret key. This is often referred to as a link-
able ring signature [21], which is useful in e-voting systems (e.g., see [12]) and
blockchain confidential transactions (e.g., see [27, 31, 32]). Our ring signature
can be extended to provide linkability using the same technique as in [35, 4].

1.1 Technical difficulties

The starting point of our protocol is the works by Groth and Kohlweiss [15] and
Bootle et al. [8], instantiated using Pedersen commitment as a core ingredient.
As also noted in [19] and [4], it is not straightforward to design lattice-based
one-out-of-many proofs and ring signatures from the ideas in [15, 8]. One can
see [35] for an attempt to design a (linkable) lattice-based ring signature based

3 There are some constructions of ring signatures that give a constant size signature
but require a trusted setup.



n [15]. The authors of [35] claim that the anonymity and unforgeability of
their scheme follow from the framework of [15], provided that a perfectly hiding
and computationally binding commitment scheme is used. However, as we show
here, there are many issues to be addressed if one aims to use the ideas from
[15, 8] in the lattice setting, whereas [35] did not go into details of how these
issues are to be solved. To begin with, the wvalid input space of lattice-based
commitment schemes is a proper subset of Z; for some v > 1 (or the underlying
polynomial ring RY = Zg[X]/(X% 4 1) in the case of ring variants) consisting
of vectors of small elements unlike their number-theoretic counterparts such as
Pedersen commitment accepting any element in Zg. This restriction prevents
straightforward adaptation of number-theoretic results, and in fact there is a
crucial difference between the relations of the lattice-based and DDH-based one-
out-of-many proofs (see Remark 1 in Section 4). Furthermore, extending [15]
alone does not yield efficient lattice-based ring signatures even if the security
issues in the lattice setting are addressed properly.

Let us briefly discuss the main technical difficulties our new techniques enable
us to overcome in extending [15, 8] to the lattice setting. We denote the public
set size for one-out-of-many proof (or the ring size for the ring signature) by
N, and C' = Comgi(m ; r) as a commitment to a message m with randomness
r using a commitment key ck. A pair of acceptable values (m’,r’) such that
C = Comei(m' ; r') is called an opening of C. The reader unfamiliar with the
general concepts of X-protocols is referred to Section 2.4.

1. Growth of extracted witness size: As mentioned previously, lattice-based
commitment schemes accept only elements of bounded size as valid openings.
We show that the sizes of extracted witnesses, which will be openings of some
commitments, grow rapidly with the size of challenge difference inverses in
the framework of [15, 8] (see Section 3.2). In particular, we show that if one
works over a ring R, = Z,[X]/(X?+ 1), the growth can be made to be of the
form I' = d'°2 NV (see Section 5). Letting d = 219 with N = 220 users, I (and,
in turn, ¢) reaches 200 bits without any additional considerations.

2. (Small) challenge space size: In connection with the above difficulty, we
need to find a challenge space where the sizes of challenge difference inverses
are guaranteed to be small. Unfortunately, we cannot find such a space with
exponentially many elements, restricting us to a small challenge space. A
simple (commonly used) possible option is to use binary challenges. However,
the scheme presented in [8] requires at least 3 distinct challenges to extract
a witness, making that option ineligible. In fact, the main protocols in [15,
8] even require up to logy N 4+ 1 challenges for witness extraction, which
means that several forkings are required in the unforgeability proof of the
ring signature. This fact combined with a small challenge space causes major
issues in the unforgeability proof (see proof of Theorem 3). For example, one
cannot simply rely on a commonly used Forking Lemma from [10].

3. Proof of commitment to a binary value over R;,: When working over
the ring R, = Z,[X]/(X? + 1), the following statement, which is typically
used to prove that a value is binary, does not necessarily hold: z(x — 1) =0



Table 1: Comparison of ring signature sizes at A = 128-bit security with N ring
members. For [19], we use the same system parameters given in [19] for 80-bit
security, but only increase the number of protocol repetitions to reach 27128
soundness error. See Section 6.1 for detailed parameter setting.

NH 26 28 ‘210 ‘ 212 ‘ 216 ‘ 220 ‘ 230

[19] (sign. size in KB)||47294 61438 75582|89726|118014|146303|217023
Our Work (sign. size in KB)|| 774| 881| 1021| 1178| 1487| 1862| 3006

= x € {0, 1}. This is because there exist zero divisors in R, (unlike the field
Zg used in DL-based schemes). Hence, straightforward proofs of x(z —1) =0
does not guarantee that x is binary (see Section 3.1).

4. Soundness gap: In common with some other lattice-based proofs, our pro-
tocol has the so-called soundness gap unlike DI-based schemes. That is, the
extractor recovers the openings of - Com.,(m ; r) instead of the actual com-
mitments of the form Comcg(m ; 7). This makes things more complicated in
the soundness proofs (see the proofs of Theorems 1 and 2) and requires one
to be careful in protocol’s application to a ring signature as the extractor is
never guaranteed to recover the openings of the actual commitments used in
the protocol (see the proof of Theorem 3).

1.2 Owur contributions

New technical tools for algebraic protocols and design of short lattice-
based one-out-of-many proofs and ring signatures. By now, it is clear that
extending the works [15, 8] to the lattice setting is far from being trivial, which
was indeed stated as an open problem in [19, 4]. Our main contributions in this
work are the introduction of new technical tools for the design and analysis of
algebraic protocols from lattices (Section 3) and the design of short (sublinear-
sized) one-out-of-many proofs and ring signature schemes from (module) lattices
(Sections 5 and 6). It is worth emphasising that our proposal is not a direct
adaptation of either [15] or [8], but rather carefully combines ideas from both
in a way suitable in the lattice scenario, and also that the technical difficulties
mentioned in Section 1.1 do not allow straightforward extension of [15] or [8].

As shown in Table 1, our ring signature achieves a dramatic improvement in
terms of length over the shortest existing log-sized result from lattices by Libert
et al. [19], where the improvement is almost two orders of magnitude.* Moreover,
an important feature of our constructions is that a modulus ¢ of a special form
(such as ¢ = 17 mod 32 as in [13]) is not required, which allows the use of fast
computation algorithms such as Number Theoretic Transform (NTT).

A series of previous proposals of group/ring signatures (e.g., [19, 18, 20]) rely
on combinatorial Stern-like protocols [30]. Even though these protocols offer a

* Our scheme, like [19], is only analyzed in the classical random oracle model (ROM)
(rather than quantum ROM). Also, note that the linear-sized ring signature schemes
are inherently long for large ring sizes.



range of functionalities, all of them have very long signature sizes that seem
too large for practical use. Our new technical tools developed in Section 3 intro-
duce new directions for efficient applications of algebraic lattice-based techniques
to areas where lattice-based proposals fall behind their number-theoretic coun-
terparts. The protocol structure, for whose construction our new tools provide
efficient techniques, is also involved in advanced ZKPs such as arithmetic circuit
arguments [9] and Bulletproofs [11]. Hence, our new tools may be of independent
interest, especially for the extension of other advanced ZKPs in the DL setting
to the lattice setting. In fact, the issues in [35] can be fixed using our techniques,
but the revised scheme is unlikely to be more efficient than our work.
Exploiting module variants of standard lattice assumptions for effi-
ciency purposes. Another contribution of our work is to show that the use
of Module-SIS (M-SIS) problem [17] (over SIS or Ring-SIS) opens the door for
significant efficiency improvements by allowing us to tradeoff extracted witness
size growth (and hence signature length) against computational efficiency. To
the best of our knowledge, this is the first time a lattice-based ZKP has been
instantiated based on M-SIS to gain such an efficiency improvement.®

In the Ring-LWE setting, monomial challenges, X' € R = Z[X]/(X¢ + 1),
was introduced in [6] to enable a challenge space of size 2d with the property that
the doubled inverse of the difference of such challenges have small norm. The
three methods introduced in Section 3 provide an in-depth analysis of the use of
monomial challenges in a more generalized setting of (k+ 1)-special sound proto-
cols. We believe that the combination of using monomial challenges together with
M-SIS to fine-tune the parameters for efficiency purposes holds great potential
to be investigated through further research in lattice-based cryptography.
Paper Organization. Section 2 discusses some preliminaries. Our new tools
for the design and analysis of algebraic protocols from lattices are introduced in
Section 3. Section 4 and Section 5 cover our binary proof and one-out-of-many
proof, respectively. Our compact lattice-based ring signature is then provided
in Section 6. We provide a brief discussion on the issues in [35] in Appendix
A, more detailed related work in Appendix B, and rigorous definitions of ring
signatures in Appendix D. Some of the proofs of our new results are deferred to
Appendix E.

2 Preliminaries

2.1 Notation

Throughout the manuscript, bold-face lower-case letters like « are used to denote
column vectors and bold-face capital letters like A to denote matrices with I,
being the n-dimensional identity matrix. (x,y) denotes appending the vector y
to the vector . Z, = Z/qZ denotes the ring of integers modulo ¢ represented

® M-SIS is used usually (e.g. in [13]) to fix the ring dimension d and to avoid the
need for a change of it to accommodate new security parameters. It does not have a
significant effect on efficiency due to extracted witness norm unlike in our case.



by the range [—%, %1] where ¢ is an odd positive integer. We usually work
with the Euclidean norm denoted by ||-|| unless otherwise stated. For a vector

x = (z0,...,Zn_1) and a polynomial p(X) = a9 + a1 X + -+ + a,_1 X" ! in
variable X, the Euclidean norm is defined as ||| = /> 22 and ||p|| =

\/ S22 a2, respectively. The infinity norm of p is [|p|| . = max; |a;|. For a vector
D = (po,...,Pm—1) of polynomials, [|p|| = /327" [|ps]|*. Also, we denote the

main security parameter by A and adapt A = 128 when instantiating parameters.
a < Z means a is chosen uniformly from a set Z. We use the same notation to
sample a from a distribution Z. In the case that Z is an algorithm, the same
notation is used to denote that the algorithm outputs a. Logarithms are base 2
unless explicitly specified otherwise. S, defines the set of all polynomials in R
with infinity norm at most ¢ € Z*. We write p + S™¢ to indicate that p € R™
is a vector of m polynomials where each coefficient is sampled from a set S (i.e.,
md coeflicients are sampled in total). We say that a function v()) is negligible
(denoted by v = negl())) if ¥(A) < 1/A° for any ¢ > 0 and all sufficiently large
A. [a, b] denotes the set of integers {a,a +1,...,b—1,b}.

2.2 Module-SIS, Module-LWE problems and commitment scheme

In our schemes, we work over a ring R, and rely on the hardness of Module-SIS
(M-SIS)% and Module-LWE (M-LWE) problems [17] defined below.

Definition 1 (M-SIS,, ;.4.0). Let Ry = Zy[X]/(X?+1). Given A = [I,, || A’] €
Ryp*™ where each component of A’ is chosen independently from the uniform
distribution, find z € Ry such that Az = 0 mod q and 0 < |z < 0.

For simplicity, we consider a special case of M-LWE problem where each
error and secret key coefficient is sampled uniformly from {—B, ..., B} for some
B € Z". A more special case of B = 1 is commonly practised in recent lattice-
based proposals [3, 23, 14], and our results can be easily extended to a case with
a discrete Gaussian distribution.

Definition 2 (M-LWE,, ,,, ,5). Let R, = Z,X]/(X? + 1) and s < SB be
a secret key. Define LWE, ;s as the distribution obtained by sampling e < Sg,
a < R} and returning (a,(a,s) +e). Given m samples from either LWEq s or
U(RY, Ry), the problem asks to distinguish which is the case.

We use the following lattice-based commitment scheme that allows commitment
to multiple messages, and is additively homomorphic. Following the standard
notions, hiding property requires that it is hard to distinguish between commit-
ments to two distinct message-randomness pairs, and strong binding property
(which is stronger than the standard binding property) dictates that it is hard
to find two distinct wvalid openings (message-randomness pairs) of a commit-
ment. In common with similar lattice-based commitment schemes (see, e.g., [3]

5 As in [3], we define M-SIS in “Hermite normal form”, which is equivalent to M-SIS
with completely random A.



for more discussion), the opening algorithm of the commitment scheme has an
additional input y € R,, called the relaxation factor, and the opening message-
randomness pair is required to have a bounded norm. The latter is needed to
relate the binding property to the M-SIS problem (as given in Lemma 1). Thus,
we introduce a parameter Teom € RT and say Tpom-binding where T, serves
as an upperbound on the norm of a valid opening message-randomness pair.

e CKeygen(1*): Pick G'. + RZX(’”*"), G, «— Ry}*V and set G, = [I,,| G, ].
Output ck = G =[G, || Gy ] € Ry ™).

e Commitc,(m): Pick r - Sj'. Output Comex(m ; ) =G - (r,m) =G, -r +
G,, -m.

e Openg(C, (y,m/,7')): For y € Ry, if Comex(m’ ; ') = yC and ||(r',m/)|| <
Teom, return 1. Otherwise, return O.

Lemma 1. The commitment scheme defined above is computationally hiding if
M-LWEy,_p.n,q8 5 hard. It is also computationally strong Teom-binding with
respect to the same relaxation factor y if M-SISy m+v.q,2T.,, Problem is hard.

The proof is deferred to Appendix E, and more discussion about the commitment
scheme is given in Appendix C.

2.3 Technical definitions and general lemmas

Singular Values. For a rank-n matrix A € R™*™ there exists orthogonal
matrices U,V and a diagonal matrix A with the non-negative diagonal entries
o1 > - > 0, such that A = UAV T. The values o;(A) and o, (A) are called
the largest and the least singular values of A, respectively.

Fact 1 For square matrices A, Ay,...,As € R"™" s > 1, and ¢ € R, the
following holds

o1(Ar- - Ay) S o1(Ar) - 01(Ay), and 0u(As - Ay) > 0u(AL) - 0n(Ay),
- 01(cA) =|c|-01(A) and 0,(cA) = |c| - o (A),

01(A®I,) = 01(A) and 0,(AQ I,,) = 0,(A) for any m > 1 where ®
denotes the Kronecker product,

— A and AT have the same singular values.

Discrete Gaussian Distribution. In this work, we always consider Gaus-
sian distributions centered at zero, and thus we restrict our definitions to that
case. Let § € R™*™ be a rank-n matrix. Define the ellipsoid Gaussian func-
tion on R™ centered at zero with parameter S (and covariance matrix ST.S) as
ps(x) = e~ (STS) '@ for all & € R". The ellipsoid discrete Gaussian distri-
bution over Z™ centered at zero with parameter S is then defined by the prob-
ability mass function Dg(x) = ps(x)/ps(Z") where ps(Z") = >, cyn ps(z) is
a normalisation factor. If the parameter S = sI,, for s € R, then we obtain
the spherical discrete Gaussian distribution, denoted by D?. We denote by D
the discrete normal distribution with standard deviation o, defined as D} with
s =oV2m.



Fact 2 (A result of [1, Fact 2]) For an invertible n x n matriz X, X -D% =

D¢ xr- That is, the distribution induced by sampling v < Dg and outputting

y = X is the same as Dgy .

As defined in [25], for a lattice L and real € > 0, the smoothing parameter, ne(L),
of L is the smallest s such that p;,,(L*\ {0}) < € where L* is the “dual lattice”.
We skip the details, but for our purposes the following facts are enough.

Fact 3 ([25, Lemma 3.3]) 7.(Z") <6 for e =272 and any 1 < n < 232,
Lemma 2 ([1, Lemma 3]). Let 01(S) and 0,(S) be the largest and the least

singular values of a rank-n matriz S, respectively. If 0,,(S) > n.(Z™),
< 1+e
T 1l—ce€

Pr [|lv]l = o1(S)vn | -2,
v<D%
We also summarise some known results related to the norms in the next
lemma, which is followed by another lemma used for concrete parameter setting.

Lemma 3. For a,b € R, = Z,[X]/(X% + 1), we have the following relations
lall < Vd-llall.. lla-b] < Vd-|all-[bl], and |la-b].. < [la] - [b]|.
Lemma 4 ([22, Lemma 4.4]).

1. Forany a >0, Pr[|z| >a-0 : 2 D, <2- exp(f"‘;),
=

l—a

2. For any a > 1, Pr[||z|| > aov/t : 2+ D!] <afe =

- Prflz| > 120 : 2+ D,] < 27190
~ Pr[||z]| > 20Vt : z <+ D!] <2719 ift > 86, and
- Pr[||z]| > 50Vt : 2+ D!] <2710 jft > 7.

. In particular,

The lemma below recalls the norm bound of monomial challenge differences.

Lemma 5 ([6, Lemma 3.1]). For 0 < i,j < 2d — 1, all the coefficients of
2(X' — X7)~1 € R are in {—1,0,1}. This implies that [|2(X* — X7)~1|| < Vd.

Rejection sampling. Algorithm 1 summarizes the result of the rejection sam-
pling technique from [22] with its result given in Lemma 6.

Lemma 6 ([22]). Let ¢ < h and ¢ > 0 for a probability distribution h over
V C Z° (s > 1) where all the elements have norm less than K. Consider a
procedure F that samples y < D2 and outputs Rej(z,c, ¢, K) (Algorithm 1) for
z =y + c. Then, for u(¢) = 612/¢+1/(2¢2), the probability of F outputting 1 is
within 2710 of 1/u(¢), and conditioned on the output being 1, z is distributed
within the statistical distance at most 2700 of D3.

Representative matrices. For a vector p = (po, . ..,Pm—1) of polynomials in
R with m > 1, we denote the vector of all coefficients in p by Coeff(p) € Z™4.
For any f,g € R, there exists a matrix Rot(f), called the Rot matriz, of f such
that Rot(f) - Coeff(g) = Coeff(f - g). This notion generalizes to the case where
(Rot(f) ® I,p,) - Coeff(p) = Coeff(f - p) for f € R and p € R™ for m > 1 where
® denotes the Kronecker product.



Algorithm 1 Rej(z, ¢, ¢, K)

L o= K; p(g) = e/, yo1)
2
2: if u> (ﬁ) - exp (%) then return 0 > indicates ‘abort protocol’.

3: else return 1

2.4 X-protocols

JX-protocols are a type of zero-knowledge proofs between two parties: the prover
and the verifier. A language £ C {0,1}* is said to have a witness relationship
R C {0,1}* x {0,1}* provided v € L if and only if there exists w € {0,1}* such
that (v,w) € R. The quantity w is referred to as a witness for v. The definition
of X-protocols from [6] generalises the well-known notion of X-protocols. We
further extend it to allow (k + 1)-special soundness as in [15, 8].

Definition 3 (Extension of Definition 2.5 in [6]). Let (P,V) be a two-
party protocol where V is a PPT algorithm, and L, L’ be languages with witness
relations R, R’ with R CR'. Then, (P,V) is called a X-protocol for R, R’ with
completeness error «, a challenge set C, public input v and private input w, if it
satisfies the following conditions:

— Three-move form: The protocol has the following form. On input (v,w),
P computes initial commitment t and sends it to V. On input v, V draws a
challenge © < C and sends it to P. The prover sends a response s to V. The
verifier accepts or rejects depending on the protocol transcript (t,x,s). The
transcript (t,x, s) is called accepting if the verifier accepts the protocol run.

— Completeness: Whenever (v,w) € R, the honest verifier accepts with prob-
ability at least 1 — o when interacting with an honest prover.

— (k + 1)-special soundness: There exists a PPT algorithm & (called the
extractor) which takes (k + 1) accepting transcripts (t,xo,S0), - .-, (t, Tk, Sk)
with pairwise distinct x;’s (0 < i < k) as inputs, and outputs w' satisfying
(v,w") € R'. We call this procedure witness extraction, and say that the pro-
tocol has a soundness error %.7

— Special honest-verifier zero-knowledge (SHVZK): There exists a PPT
algorithm S (called the simulator) that takes v € L and x € C as inputs, and
outputs (t,s) such that (t,x,s) is indistinguishable from an accepting protocol
transcript generated by a real protocol run.

3 New Technical Tools for Lattice-based Proofs

In this section, we present a collection of technical tools we use in our con-
structions. These new tools may be of independent interest for future works on
algebraic lattice-based zero-knowledge proofs and signatures.

T We refer to Section 2.2 of [7] for further discussion on soundness error.



3.1 Proving a value binary in R,

We show a lemma (see Appendix E for the proof) that, in particular, enables us
to guarantee that b € R, is a bit when the equation b- (1 — b) = 0 holds over
R,4. Our lemma does not put any additional assumption on ¢ but its size, which
enables one to use fast computation algorithms such as the number-theoretic
transform (NTT) with ¢ = 1 mod 2d. In particular, we do not need number
theoretic conditions on ¢ that makes NTT less efficient. For example, such a
condition is imposed in [13] to ensure the invertibility of small elements in R,.

Lemma 7. For b € Ry, ifb- (o —b) = 0 over R, for some positive integer «,
and [|b|| + o < \/q, then b € {0, a}.

3.2 Bounding the extracted witness norm for monomial challenges

Consider a X-protocol where the prover’s initial commitments are Ag, A1, ..., Ag
(k > 1), and he responds with (f,,r;) for a given challenge = by the verifier.
Then, the verifier checks whether Ay + A1z + Aoz? + - - - + Apzk = Com(f,;7,)
holds where Com is a homomorphic commitment scheme. Now, suppose Ay, is the
commitment of prover’s witness and that the extractor obtains k + 1 accepting
protocol transcripts for the same initial commitments, represented as follows.

1 o LE(Q) e x'S AO Com(ffco;rzo)
1xy z? - ah | A Com(fz,;72,)

1axy zi - af Ag Com(fay;Tey)

Here, the matrix on the very left is a Vandermonde matrix V', and the extractor
can recover a possible opening of Aj via multiplying both sides by V!, if exists,
due to the homomorphic properties of the commitment scheme. We observe from
[33] that the inverse matrix V=1 has the following form:

(o—z1)(zo—22)(zo—2r) (zo—c1)(@1—22)(T1—2k)  (20—2k)(T1—Tk)(Th—_1—Tk)
(o—z1)(zo—z2)(zo—2k) (zo—c1)(@1—22)(T1—2k)  (To—2k)(T1—Tk)(Th—_1—Tk)
, (1)
! 1 (1*
(zo—z1)(zo—wm2) (w0 —2k) (To—=1)(®1—22) (T1—2K) (o—mp)(z1—m) (Tl—1—Tk)

where * denotes some element in the domain. Our protocol as well as the pro-
tocols in [15, 8] have this structure and, therefore, the Vandermonde matrix
inverse plays a crucial role in the witness extraction. In particular, if we denote
the entries in the last row of V=1 by ayp, ..., ax (from left to right), we have

k k k
A= Z a;Com(f,;;7,,)=Com Z a;fz;; Z a;re; | =:Com(Mext; Text). (2)
3=0 3=0

Jj=0

These arguments tell us that we need to make sure V! exists in the first place,
which follows from the invertibility of pairwise differences of challenges. What is

10



more important in the case of lattice-based proofs is that a;’s (and, in general,
the entries in V' =!) must have small norm so that extracted witness (particularly,
(Mext; Text)) is a valid opening (of Ay). To that end, we can make use of Lemma
5 to bound the entries in V' ~!, which brings us to our first method below. In
the rest, we focus on the last row of V!, which is enough for our purposes, but
our results can be extended to the cases related to the other entries of V1.
Method 1. Taking the first entry ag as an example, we have
k
Py = 2 - 2 . 2 .. 2 .
(xo —x1)(x0 —22) -~ (W0 — TK) To— X1 To— X2 To — Tk

For monomial challenges, using Lemma 3 and Lemma 5, we get

k
k 2
[2*ao] = I
. To — Ty
i=1

Since all the entries in the last row have a similar form and the bound does
not depend on the particular choice of monomials, the same bound holds for all
entries in the last row of V1. Note that V! exists over R, for odd ¢ (though
may not have small entries) since 2 is invertible for such q. We summarise these
results in the following lemma, whose proof follows from the above discussion.

Lemma 8. Fork € ZF, let v; = X* € R=Z[X]/(X%+1) for 0 <w; <2d—1
and 0 < i < k. Define the Vandermonde matriz V of dimension k-+ 1 where i-th
row is the vector (1,z;, 22, ..., x%). Then, V is invertible over R, for odd q, and
for any entry a; (0 < j < k) in the last row of V=1, we have ||2kajH < dk=05,

- (\/E)kilﬁHQ(xo—l‘i)le < (\/g)kﬂ (ﬂ)k:dk70'5~

i=1

Using Lemma 8, we can now summarize the main result of Method 1.

Lemma 9. For the extracted opening (Mext, Text) 0f Ar in (2), we have

2 v < (k1) i e | and [[2me]| < (k1) max [ £

The proof is deferred to Appendix E. This initial attempt succeeds, but the re-
sult may not be optimal. Thus, we deepen our analysis to get a tighter bound.

Method 2. We observe that all entries in V! are constructed by challenge
values, which are public. Therefore, independent of a protocol run, anyone can
take a set of challenges and compute, in particular, ||2k04j|| for any entry o in
the last row of V!, The important part here is that one can indeed iterate
through all the possible challenge sets (to be used in witness extraction) if the
challenge space size and k are not too large. This means anyone can compute a
global bound By, on ||2ko¢j|| for any given k and d independent of the index j
and the challenges used in the witness extraction.

Observing from (1), the total search space will be of size at most (k+1)-|C[F+!
where |C| = 2d denotes the monomial challenge space size. However, note that,
assuming w.l.o.g. i > j,

JOx =207 =[x =X = o= X7 @
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since multiplication by a monomial in R simply performs a nega-cyclic rotation
of the coefficients. Therefore, for any given k, it is enough to iterate through all
subsets of {1,...,2d — 1} of size k, and compute HHwEUk 2(1 — X*)~!| for such

a given subset Uy. As a result, the search space size is reduced to ( ‘Cll;l). In our

parameter setting for practical ring sizes of N < 220, we have k < 3. Therefore,
for example, for d = 64 and k = 3, this requires only (137) < 2184 jterations to
be performed only ever once. Below is the result of Method 2 where the proof

follows by replacing maxg<;<k HQkaj H in (13) in the proof of Lemma 9 by By x.

Lemma 10. For the extracted opening (Mext, Text) of Ag in (2), and any given
d and k, there exists a constant By i < d*=95 and an algorithm to compute By x

with a running time at most (k — 1) - (2d];1) polynomial multiplications in R,

and (2‘1,:1) Euclidean norm computations of degree d polynomials such that

|25 Pexe|| < (k+1) - ﬁ'de’“'o??%{k |7, |, and (4)
|25 meel| < (k+1) - V- Bag - max || £, (5)

Method 3. The above two methods give us ways to bound the extracted witness
length independent of a protocol run. The question now is “How much additional
information can we use from a protocol run?”

Assume that the prover’s response follows a discrete Gaussian distribution,
i.e., 7, «+ D™ for some s € RT,m € Z*. Instead of bounding H2ko¢j , we bound
|28aj74, || for all j’s. The product 2*a;r,, can be represented as (Rot(2*a;) ®
I,,) - Coeff(r,,) = Coeff(2¥a;r,,) where @ denotes the Kronecker product. Let
us denote R; = Rot(2Fa;) @ I,,. Since Coeff(ry,) < DI, by Fact 2, we have
R; - Coeff(r,,) € DZ}%. Hence, by Lemma 2, with high probability, we get

HCoeff(Qkajrwj)H = ||R; - Coeff(r,,)| < Ul(sR;»r)\/@ = 01(R;)svV'md, (6)

if an(stT) > n.(Z™%), which can be easily satisfied as shown in the proof of
Lemma 11. We can now summarize the main result of Method 3 as below, where
the proof is given in Appendix E.

Lemma 11. Let 1oy = Z?:o Ty, be the randomness opening of Ay as in
(2). Assume that s > 6, d € {4,8,...,512} and md < 23%. If r,,, < D™ for all
0 < j <k, then with probability at least 1 — %2_""1 for e =27128,

||2krext|| <(k+1) -Oréljagxk 01(S;) - svVmd, (7

where S; = Rot(2ka;) for j=0,... k.

Similar to the idea in Method 2, one can iterate through all S;’s and compute a
global bound Sg x on possible o1(S;)’s for a given d and k. When r,, «+ pmd,

we have Hrwj H < sv'md (up to a small constant factor) by Lemma 2. As a result,
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Table 2: Comparison of Method 1, Method 2 and Method 3. * indicates that only a
subset of the whole search space has been iterated through.

=2 k=3 k=4
d [|log(d*)[log(BY 4 ) [log(Sa.r) [log(d*) [log (B}, ) [log(Sa.x) [log(d¥) [log (B} 1) [log (Sa.x)
6] 8 721 | 670 | 12 956 | 9.06 | 16 | 11.92 | 1L42
32| 10 921 | 870 | 15 | 1255 | 1205 | 20 | 15.90 | 15.40

64 12 11.21 10.70 18 15.55 15.05 24 19.90 19.40
128 14 13.21 12.70 21 18.55 18.05" 28 23.90* | 23.40"
256 16 15.21 14.70 24 21.55 21.05* 32 - -

we may reduce the comparison of the three methods to the comparison of the
values d* (Method 1), ok = Vd-Bgr (Method 2) and Sg, (Method 3).

However, there is an important detail in Method 3: it only works when the
prover’s response follows a discrete Gaussian distribution and the verifier cannot
simply check if that is the case. To solve this problem, we introduce a new
tool called, Pseudo Witness Extraction in Algorithm 2. If Algorithm 2 is used
in protocol’s verification with an input bound 3, then ||2kreXtH < (k+1)p
must hold. Hence, when the prover’s responses r;,’s are from D{*?, setting 3 =
deksm ensures both that an honest prover’s proof will be accepted and also
that the extracted randomness will satisfy the norm-bound as in Lemma 11.

Algorithm 2 Pseudo-witness-extraction

: Input: a vector r; a challenge zo € C; an integer k > 1; a norm bound 8 € R
: for each k-tuple (z1,...,2k) € C* s.t. zo #x1# - #x do

Ppoext = [Hle 2(zo — ggj)—l] .r

if ||rp-ext| > B then return False

end for
return True

AN > S e

In Table 2, we provide a comparison between the three methods introduced.
As can be seen from the table, as k increases, the advantage of Method 2 and
Method 3 over Method 1 grows larger. There are also obvious patterns that can
be observed from the table such as Sy /B, , ~ /2 for any d and k. We leave the
investigation of these behaviours as an open problem. For larger values of k, for
which it is infeasible to search the whole space, one can use Lemma 3 to upper-
bound By 1 (as Bg i is an upperbound on the norm of a product of polynomials)
and Fact 1 to upper-bound Sy 1 (as S4x is an upperbound on the singular value
of a product of matrices). These still give better results over Method 1.
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4 XY-protocol for Commitment to a Sequence of Bits

In this section, we describe a lattice-based X-protocol showing that a commit-
ment B opens to sequences of binary values where the Hamming weight of each
sequence is exactly one. Let N = 8% > 1 and r,# € Ry, and define the relations
to be proved in Definition 4.

Definition 4. For positive real numbers T and T, we define the following rela-
tions to be used in Protocol 1.

R (7—) _ {((CkaB>7 (60,07 . '7bk—17[3—17r)) : ||’I"|| <T A (b]}i € {Ov 1} Vjvl) }
m AN B = Comck(bO,Oa ey bk—l,ﬂ—l ; ’I') A (Zf}:_()l bj,i =1 Vj) '

RL () = {((ak,B),(bw,...,bk_l_ﬂ_l,f)) SR <T A (b, €{0,1} Vj,i)}
bin A 2B = Comu (2b0.0, -, 26151 ; #) A (0 g bji = 15)

Remark 1. The conditions on the norms of » and 7 in the relations Ry;, and R]’Oin
play a very crucial role, and is one of the main differences of a lattice-based zero-
knowledge proof over its number-theoretic counterpart. Without that control,
one cannot easily tie the security of the protocol to a hard lattice problem.

In the protocol, we first prove that each value in the sequences is binary,
and then that the sum of each sequence equals one. This guarantees that there
is only a single 1 in each sequence. The idea behind proving a value binary
works as follows. Let b be the value we want to prove binary. Given a challenge
x, the value b is multiplied by = and the resulting value is masked by a as
f = z-b+a in the protocol (Step 10 in Protocol 1). Now observe that f-(z— f) =
b(1 —b) - 2% + a(l — 2b) - x — a® and proving that the coefficient of x? is zero
implies that b(1 — b) = 0. Then, using Lemma 7, for a sufficiently large ¢, this
statement over R, implies that b is binary.

Similar to [6], we make use of an auxiliary commitment scheme aCom (which
is assumed to be hiding and binding) in order to be able to simulate aborts in
the proof of zero-knowledge property.® One can treat aCom as a random oracle.
However, if aCom is computationally binding, then the soundness of the protocol
holds under the respective assumption and similarly if it is computationally
hiding [6]. The protocol is described in Protocol 1, which will later be used in
the one-out-of-many proof. The parameters ¢1, ¢o control the acceptance rate
of two-step rejection sampling and can be adjusted as desired. The following
summarizes the result of Protocol 1, and its proof is given in Appendix E.

Theorem 1. For T = (2d + 2) (54¢‘11d3k‘36(6 -1+ 12¢332m2d2)1/2, assume
that the commitment scheme is T-binding and also hiding (i.e., M-LWE,,_,, ».q.B
is hard). Let d > 7, md > 86, and q > (10¢1d~/kd(B — 1) + 2)%2. Then, Protocol
1 is a 3-special sound X-protocol (as in Definition 3) for relations Ry (Bvmd)
and R, (4N 2¢2Bmd?) with soundness error 1/d and a completeness error 1 —

1/ (1) p(92)).

8 In protocol’s application to a ring signature (and for other applications in general),
simulation of aborts is not needed as the protocol is made non-interactive.
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Poin(ck, B, ({bj.i}5 2y ' m) Vbin(ck, B)

4,i=0

d
1:a0,1,...,ak-1,8-1 < D¢1\/E
i1 {—B,...,B}™

:ra,rd<—DZ;dB o
:for 7=0,...,k—1do

B—1
aio = — E Qi
J» =1 75
. A = Comck(aoyo, e Qk—1,8-1 3 T‘a)

: C = Comeg ({aj,: (1 — ij,i)}l?fl’ﬂ_l ;Te)

J,i=0

W N

:D = Comck(—aao7 e _ai—l,ﬁ—l 5 Td)
(Ca,da) = aCom(A, C, D)

z = X" w4 {0,...,2d— 1}

10: fji = - bj; + aj,: Vi,Vi #0
f1:=(for,-sfue_1.8-1),b1:= (o1, bu_16-1)
11: Rej(f1, zb1, é1, VE)

12:zp =T+ 7T,

13: 2c =% -7+ 7q

14: Rej((zv, 2c), (7, 7c), P2, BV 2md)

fosoo, fe—1,8-1,
Return L if aborted. o, A.C.D. 2y, 2
1:for j=0,...,k—1do

0

B—1
fio=2— Zi:l fii
3: (Ca,da) < aCom(A, C, D)

N fiill < 51 Vdk V5,V # 0

4

5: || fj.0ll < 5¢11/dk(B — 1) Vj
?

6: l|zol, [|zc]l < 2v2¢2Bmd

f="(foo,---s fre—1,8-1)
g :={fiile— i)} 25"
7:zB+ A z Comer(f 5 2b)

8:xC + D z Comck(g ; zc)

Protocol 1: Lattice-based X-protocol for Ry, and R{)in.
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Remark 2. The way the rejection sampling is done in Protocol 1 allows us to
sample f;;’s from a narrower distribution, and to make their norm smaller. This
as a result weakens the condition on the size of gq.

5 Lattice-based One-out-of-Many Protocol

We are now ready to describe our main protocol. Let d;; denote the Kronecker’s
delta such that 6;; = 1 if j = 4, and J;; = 0 otherwise. The prover’s goal in
the protocol is to show that he knows the randomness within a commitment to
zero among a list of N commitments. (Note that the commitments other than
the prover’s need not be commitments to zero, i.e., there is no need to assume
that they are well-formed). Similar to the previous works [15, 8], we assume
that the number of commitments satisfy N = ¥, which can be realised by
using the same commitment multiple times until such an N is reached. Let ¢,
be the prover’s commitment for 0 < ¢ < N — 1, and L = {cg,...,cny—1} be
the list of all commitments. The main idea is to prove knowledge of the index
¢ such that Zﬁgl di¢; is a commitment to zero. Note that §,; = Hf;é e, .4,
where ¢ = (fo,...,¢x—1) and i = (ig,...,ix—1) are representations in base f.
The relations for the protocol are given in Definition 5.

Definition 5. For positive real numbers T and T, we define the following rela-
tions to be used in Protocol 2.

_ [ ((ck,(co,-- - en—1)), (7)) = (ci € Ry Vi€ [0, N —1]) A
Rl/N(T)_{ Ee{%,...,]g—l} Arll <T A ce=Come(0; 7 }

)
;s ((ck,(co,-- - en—1)), (6, F)) = (c;i € Ry Vi€ [0,N —1]) A
UN(T)Z{ EG{O(?...,NN— 1} A7 <T A 2%¢; = Comer (0 ; 7) }

For each 0 < j < k—1, the prover commits to a sequence ((54%0, e (54,3,1) and
proves that it is a binary sequence with Hamming weight one using Protocol 1. As
given in Protocol 1, the prover responds with f;; = z-dy, ;+a;; upon receiving a
challenge . Now, let us concentrate on the product Hf;é fji; =: pi(x). Observe
that for all i € {0,..., N — 1},

k—1 k—1 k—1 k—1
p,(x) = H (I(ggjﬂ;j + am) = H :E(;gjﬂ'g + Zpi,jxj = 5[77;£Ek + Zpi,jl’j, (8)
7=0 7=0 7=0 7=0

for some coefficients p; ;’s depending on ¢ and a; ;, which means that p; ;’s can
be computed by the prover before receiving a challenge. Now, since d;; = 1 if
and only if ¢ = £, the only p; of degree k is p;. Then, the idea is to send some
Ej’s in the initial message, which will later be used by the verifier to cancel
out the coefficients of low order terms 1,z,...,2* 1, and the coefficient of z*
will be Zij\!ol d¢,i¢; = c¢, which corresponds to the prover’s commitment. The
full protocol is described in Protocol 2. We summarize the results of Protocol 2
below, and defer its proof to Appendix E.

16



P(ck, (coy- .. en—1), (6,7)) V(ck, (co, ... cn-1))

1ry — {—B,...,B}™
2: 8 = (600,01 06,_,.5-1)
3: B = Comex (6 ; 1)
4: A,C, D, ¢ < Poin(ck, B, (8,73))[1 — 8]
5:for j=0,...,k—1do
6: pj D;n;g\/m
N—-1
7. B = Z pi,;¢i + Comer (05 pj)
i=0

using p;,;’s from (8)
8: (ca,da) = aCom(A, B,C, D,{E;})

w<{0,...,2d — 1}

9: f1,2b, Zc < Pobin(z)[10 — 13]
k—1

1O:z:xkvr72xjvp]-

§=0
11: Rej((z, z», 2¢), (xkr, Try, TTe), P2, BV 3md)

daa.th:Zy{Ej}?;Ol

Return L if aborted. R:= (A,C,D, 2, 2.)

1: Vbin(Ck,B,x7 f17R)[1727677} ; 1

2: (ca,da);aCom(zél,B,C’,D7 {E;})

3: (| fy.ll < 5¢1Vdk V4,Vi# 0

4: || fioll < 5¢1V/dk(B —1) Vj

5: |zl lIzoll, [[zell < 2v3poBmd
N-1 /k—1 k—1 ,

6: Z <H fj’¢j> C; — ZEJ'LL‘J
i=0 \j=0 Jj=0

= Comc (0 ; 2)

for ¢ = (’L‘o7 e ,’ik71).

Protocol 2: Lattice-based X-protocol for R,y and R'I/N.
Poin(ck, B, (§,75))[1 — 8] denotes running the same steps from 1 to 8 done by Ppin in
Protocol 1. Similar notation is used for Vpin. 7o and 74 in Puin(ck, B, (8,7))[1 — 8]
are drawn from DZ;dB /3ma instead of D;";B /ama @ the rejection sampling is now done
on a (3md)-dimensional vector.
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Theorem 2. For T = (2d + 2) (5'¢1d®*k3B(B — 1) + 12¢%B2m2d2)1/2, assume
that the commitment scheme is T-binding and also hiding (i.e., M-LWE,,_,, n 4.8
is hard). Let d > 7, md > 86, and q > (10¢1d+/dk(B — 1) + 2)2. Then, Protocol
2 is a (K’ + 1)-special sound X-protocol (as in Definition 3) for the relatz'ons
Ri/Nn(BVmd) and R, N (2V3¢aBmd - (k+1)-d*) with a soundness error 2d and
a completeness error 1 —1/(pu(1)(d2)) where k' = max{2, k}.

Proof (Theorem 2). Completeness and SHVZK proofs are given in Appendix E.
(k+ 1)-special soundness: Given (k+ 1) distinct challenges o, ..., z, by the
binding property of aCom, we have (k + 1) accepting responses with the same
(A,B,C,D,{E,}). Suppose that ((f;g),z(o)) (f(k) 2(M)) are produced and
k > 1. We first use 3-special soundness of Protocol 1 to extract openings IA)N' and
a;; of 2B and 24, respectively. We can also obtain b;; such that b;; = 2b;,,
and it is guaranteed that b;; € {0,1} and Zf:_ol b;; = 1. From here, we can
obtain the digits ¢; by choosing ¢; = i* for which b;;« = 1. Then, we construct
the index £ as £ = Y 5~ A74;.

Using b;; and a;,;, we can compute p;(z) = 2" Hf;é fig; = HJ 0 2fJ iy =
Hf é(:r 20b;;, + ajq,;). Note that pe(x) is the only such polynomial of degree
k in x by the construction of £. Thus, the last verification step, when both
sides are multiplied by 2¥, can be rewritten as Zi]\;l pi(x)e; — Z?;& 2kEal =
Com,.(0 ; 2F2). Separating the term of degree k with respect to =, we get

zh 2k, 4 Zijj = Com(0; 2%2), 9)

where E s are the coefficients of the monomials 27 of degree strictly less than
k. Now, we know that (9) holds for distinct challenges xo, ..., x, which can
be represented as a system of equations where zg, ...,z form a Vandermonde
matrix V' as in Section 3.2. From the discussion in Section 3.2, V' is invertible
and we can obtain a linear combination «y, ..., ay of copies of (9) with respect
to different challenges that produces the vector (0,...,0,1). This gives

k k-1
2k, = Zae xk 2kc, + Z E 2J | = Come(0; 2k Za z(e) (10)
e=0 7=0 e=0

An opening of 2F¢; to the message 0 with randomness 7y = 2F ZI:ZO .z is

obtained. The bound on the norm of 7.y for R’l /N follows easily by Lemma 9.
Finally, we assumed that & > 1. If &k = 1, then we still need at least 3
challenges to be able to prove special soundness due to the 3-special soundness
of Protocol 1. Thus, Protocol 2 is k’-special sound for ¥’ = max{2, k}, and since
|C| = 2d, the soundness error is k'/2d. O

It is easy to see from the definition of R} /N that the norm of the extracted

randomness, and thus the size of ¢, grows with d* = d'°& V. If one is to rely on
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Ring-SIS and use a base 8 = 2, then this growth would be very rapid, yielding a
very inefficient scheme. This justifies our choice of working with M-SIS problem
and choosing large base values  as given in Section 6.1. As discussed in Section
3.2, the bound on |[rext|| can be tightened using Method 2 or Method 3.

6 Lattice-based Ring Signature

Let N = 8% for 2 < 8 < N, and n, m be fixed positive integers. As a single run
of Protocol 2 does not provide a small enough soundness error, suppose that r
non-aborting executions of Protocol 2 gives negligible soundness error of 27,
Recall that a single run of Protocol 2 produces an accepting transcript with
probability 1/(u(¢1)u(p2)). Therefore, when it is repeated r times, the overall
acceptance rate reduces to 1/(u(¢1)u(d2))”, which is too small. Therefore, we
introduce the tweaks below to Protocol 2 in order to get an overall completeness
error of 1 — 1/(u(é1)p(¢2)) for the r-repeated protocol.
Tweaks for r-repeated protocol. First, we apply the rejection sampling to r-
concatenated vectors at once. That is, it is applied on (f1, ..., f7) and (2!, 2{, 2%,
..., 2", 2}, 27). Thus, we need to sample f;; < szm (i #0) and z, zp, 2. <

D;’;‘é\/m, and hence require ¢ > (10¢1d+/dkr(3 — 1) + 2)? as in Assumption
1. Furthermore, since the extracted randomness norm will be larger, the relation
R} /N becomes R} /N(24\/378md (k4 1) - d*) and the commitment scheme is
required to be binding in a larger domain. Therefore, the commitment scheme is
set to be Tj-binding for Ty = (2d +2) (5*¢3d>k>B(8 — 1)r? + 12¢2B2m2d?r)"/*.
Note that these tweaks do not affect the soundness error of individual pro-
tocol runs as the extraction still works with k + 1 accepting transcripts. Only
the extracted witness norm is increased since the bound on ||z|| changes from
24v/3Bmd to 24v/3rBmd in Protocol 2.
Construction. We now describe our lattice-based ring signature, which simi-
larly builds on the one-out-of-many proof as in [15, 8]. First, we summarise the
assumptions on the parameters, and also let CMT = (A, B,C, D, {E; }f;é) and

RSP = ({iji}ﬁ;éy’fgll, z, zp, Z¢) be the corresponding values from Protocol 2.
Assumption 1. Assume d > 7, md > 86 and q > (10¢1d+/dkr(B — 1) + 2)2.

— RSetup(1?): Run G «+ CKeygen(1*) and pick a hash function H : {0,1}* —
C" for C = {X¥ : we0,2d —1]}. Return ck = G and H as pp = (ck, H).
- RKeygen(pp): Run r + S§, ¢ = Com.,(0 ; r) and return (pk, sk) = (c,r).
- RSigny, (M, L): Parse L = (cg,...,cn—1) with ¢, = Come (0 ; sk) where
¢e€{0,...,N —1}. Continue as follows.
1. Generate (CMTy,...,CMT,) by running P(ck, (co,...,cn-1), (¢, sk))[1—
7] r-times in parallel with the described modifications.
Compute & = (z1,...,2,) = H(ck, M, L,(CMT,...,CMT,)).
Compute RSP; by running P(x;)[9 —11] with CMT; for all i € {1,...,r}.
If RSP, #1 foralli e {1,...,r},retwrno = ({CMT;},_,,z,{RSP;}I_,).
Otherwise go to Step 1.

Ol o
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- RVerify,, (M, L,0): Parseo = {CMT;},_,,z,{RSP,}|_1), x = (z1,..., %)
and L = (cq,...,cn—1). Proceed as follows.
1. f ¢ # H(ck, M,L,(CMT,...,CMT,)), return 0.
2. For each i € {1,...,r}:
(a) Run Protocol 2’s verification with CMT;, x; and RSP; except Step 2.
(b) If verification fails, return 0.
3. Return 1.

We can remove A, D, E; from the signature as they are uniquely determined by
the remaining components, and Step 1 in RVerify ensures the relevant protocol
verification steps hold. This is a standard technique and we skip the details.

The correctness and anonymity properties of the ring signature follow from
the completeness and zero-knowledge properties of Protocol 2, respectively. In
particular, the expected number of iterations in RSign is u(¢1)u(¢2), which is
upper-bounded by 3 in the parameter setting. However, the unforgeability proof
of the ring signature is not straightforward due to the small challenge space and
soundness gap issues. A detailed proof is given in Appendix E.

Theorem 3. If Assumption 1 holds and the commitment scheme defined in Sec-

tion 2.2 is T'-binding where T' = max{T1, \/(24\/37" -mB(k + l)d’“Jrl)2 + 22k}
for Ty described with the tweaks, then the ring signature scheme described is
unforgeable with respect to insider corruption in the random oracle model.

6.1 Parameter setting

First of all, we set ¢1 = ¢ = 22 to get an acceptance rate of more than 1/3 for
the two-step rejection sampling. Such an acceptance rate is greater than or equal
to the most commonly used ones such as those in [13, 22, 4, 3] and the expected
number of iterations in RSign is 3 in this case. Also, we need to ensure that
the commitment scheme T”-binding as in Theorem 3. Thus, from the discussion
in Appendix C, to make M-SIS secure against lattice attacks, we ensure the
following holds

min{q, 22V”'d'1°gq1°g5} > max {2T1, 2. 24v/3rBmd - (k + 1) ~Bd}k}. (11)

That is, we use Method 2 to bound the extracted witness norm, which does not
require the use of Algorithm 2 in the protocol’s verification. For the set of (d, k)
pairs used in Table 3, the exact value of B, is computed by iterating through
the whole search space.

We also set B =1 as in previous works [3, 23, 14], and make sure that M-
LWE,;,—5.n,q,1 is hard using Albrecht et al.’s estimator [2]. The root Hermite
factor § is at most 1.0045 for both M-SIS and M-LWE security estimations.
Finally, Assumption 1 is ensured to hold.

Table 3 shows several instances with respect to different ring sizes where the
soundness error of the underlying (r-repeated) protocol is 27* and we restrict
log ¢ < 64. The calculations are done as given in Table 4 in Appendix D. Note
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Table 3: Parameters and sizes of our lattice-based ring signature for a root Hermite

factor § < 1.0045. The signature sizes are rounded to the nearest integer.

N || 64 | 256 | 1024 | 4096 | ~2'° | ~2%° | 2%
(n,m) (5,13) | (5,13) [ (11,25) [(21,50)](20,51)[(40,101)[(41, 106)
(d,log q) (256, 50)|(256, 53)|(128,46) |(64,47) |(64,50)| (32,49) | (32,52)
(k,B) (2,8) | (2,16) | (2,32) | (2,64) | (3,41) | (3,102) | (5,64)

r 16 16 19 22 24 29 35

A 128.0 | 128.0 | 133.0 | 132.0 |129.96 | 128.04 | 128.73

Signature Size (KB) 774 881 1021 1178 | 1487 1862 3006
User PK Size (KB) 7.81 8.28 7.91 7.71 7.81 7.66 8.33
User SK Size (KB) 0.81 0.81 0.78 0.78 0.80 0.79 0.83

that since r is rounded up, the security parameter A may be slightly larger than

128.

Also, the results from Lemma 4 used to bound the Euclidean norm of a

discrete normal vector can be adjusted with respect to the vector dimension.
In particular, the constant 5* in 7} (and also T)) can be reduced depending on
the choice of d. We take this optimization into consideration when setting the
parameters.
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A A Brief Discussion on the Protocol in [35]

In this section, we list some of the issues in the security proofs given in [35]. In
an earlier version of [35], it was claimed without providing an explicit definition
of the underlying protocol that the anonymity and unforgeability of their ring
signature scheme followed directly from the results of [15], provided that a per-
fectly hiding and computationally binding commitment scheme is used. Later,
the authors revised their claims, and provided an explicit one-out-of-many pro-
tocol. However, we see that still not all security issues are addressed properly.
Since the issues are related to the details of the protocol used as a building block
for the ring signature, we focus on Appendix B of [35] (01-Apr-2018 version on
TACR’s eprint archive).

The authors first claim that for a prime ¢ and a power-of-two n, X™ + 1 €
Z4[X] is irreducible and Z4[X]/(X™ + 1) is a field, which clearly does not hold.
Furthermore, the distribution of the prover’s responses in their protocol depends
on secret witness values (similar to our case). It is not mentioned at all how this
issue is tackled as the simulator is unaware of these values and straightforward
simulation (without using a technique such as rejection sampling) does not work.

Moreover, the authors also claim that the invertibility of a Vandermonde
matrix formed by challenges x, ..., zi over R, follows when z;’s are distinct and
invertible in R,. As we have clearly shown, we need the differences of challenges,
(x; — x;), to be invertible in R,. The authors do not consider anything about
the invertibility of the challenge differences with respect to the challenge space
they use. In addition, in the special soundness proof for their one-out-of-many
protocol, the authors assume that the accepting transcripts used for witness
extraction are well-formed (as it would happen in an honest run of the protocol).
No assumption on how the accepting transcripts are generated can be made as
they are provided by a (possibly) cheating prover.
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B Additional Related work

A ring signature enables one to sign a message on behalf of an ad hoc group,
called ring, of users without revealing the actual signatory. The ring is formed by
gathering public keys and no consent is required from the other users. Ring signa-
tures were introduced by Rivest, Shamir and Tauman-Kalai [29] and the rigorous
security notions were established in the work of Bender, Katz and Morselli [5].
The work in this area is relatively scarce and currently, the only log-size (in the
number of ring members) ring signatures based on number-theoretic assumptions
are due to [15] and [8], where the main ideas in the latter are borrowed from the
former. In [15, 8], the authors first describe efficient (in terms of communication
complexity) one-out-of-many proofs, which then enables them to design short
ring signatures in the DL setting. On the side of lattice setting, most of the
existing ring signature schemes (e.g., [16, 32, 4]) have linear size.

As mentioned earlier, [35] attempts to extend Groth-Kohlweiss’ scheme [15]
by replacing Pedersen commitment with a lattice-based commitment scheme. It
is claimed that the security requirements for the instantiation with this lattice-
based commitment follows from the results of [15]. We found that this does not
hold true without addressing the issues detailed in Section 1.1, which is also
hinted in the works [19, 4] by noting that Groth-Kohlweiss’ scheme does not
easily extend to the lattice setting. Moreover, even if the security issues were to
be solved, [35] leads to inefficient parameters without our techniques.

This leaves us with the work of Libert et al. [19] (and a follow-up by [34],
adding linkability to [19]) as the only log-sized ring signature from lattices. In
[19], the authors first design an accumulator through a Merkle tree using SIS-
based hash function. Zero-knowledge membership arguments are then built for
this accumulator. Having these building blocks, the authors propose ring and
group signatures, both of which are log-sized in the number of users involved.
We therefore focus on [19] for efficiency comparison purposes.

Most of the existing lattice-based zero-knowledge proofs requiring an extrac-
tion of a small witness make use of either binary challenges or use Stern-type
protocols [30], providing soundness errors of 1/2 and 2/3, respectively. These
approaches inherently require more than 100 repetitions to achieve a negligible
soundness error, say 27 1%, Benhamouda et al. [6] introduced a different challenge
space in the Ring-LWE setting consisting of monomial challenges of the form
X' e R=7[X]/(X?+ 1) and proved that the (Euclidean) norm of the doubled
inverse differences of such challenges is at most V/d (i.e., [|2(X" — X7)~!|| < Vd).
If we consider a ring dimension d = 2!, this approach requires only 10 repeti-
tions to achieve the same soundness error of 27190,

C More Discussion about the Commitment Scheme

It is clear that as € gets smaller, M-SIS problem becomes harder. That’s why if
the commitment scheme is Ty -binding, it is also T-binding for any T < Teom.

It is also well known that M-LWE problem gets harder if the error is sampled
from a wider distribution (i.e., as the standard deviation of the distribution gets
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larger). In our instantiation, we will measure the security of M-LWE with respect
to the easiest case when e <— Si, and this ensures that the commitment scheme
is also hiding with respect to the harder cases when the error is sampled from a
wider distribution.

For estimating M-LWE hardness, we use the well-known LWE estimator by
Albrecht et al. [2]. For the computational hardness of M-SIS, similar to previous
works [22, 3], we use the results of [26]. For n;, = n - d, they show that state-of-
the-art lattice reduction algorithms find a non-zero vector of length

min{q,QZ\/nL logqlog5} , (12)

where § is the root Hermite factor depending on the quality of the lattice reduc-
tion algorithm. Albrecht et al.’s LWE estimator (when run using both sieving and
enumeration techniques) shows that a root Hermite factor of 6 = 1.0045 provides
128-bit post-quantum security. Hence, we adapt A = 128 and § = 1.0045 for both
M-SIS and M-LWE. By Lemma 1, to ensure T-binding property for ' € RT, we
make sure that 27 is strictly smaller than (12). Finally, the following homomor-
phic properties hold: Comcx(a ; 71) + Come(b; ro) = Comep(a +b; rq + ra)
and 7 - Comei(a ; ) = Comek(y-a; v-r) for any v € R,.

D Additional Material about Ring Signature

Table 4: Calculation of parameters and sizes for the ring signature in Section 6.

Notation/Formula Notes
Security parameter A
Dimension of m Chosen based on
randomness vector LWE estimator of [2]
Soundness error n= W Recall that k = logg N
Number of . [7%;"

protocol repetitions

Number of commitments|N, =k + 1 B,C,E1,...,Er_1

Number of f;; values Ny=k-(B-1) foi,-- o fr—18-1 € Dy i

md

Number of randomness |Nr =3 Z,2p,2¢c € D¢23\/m

T- [Nc : (TLlegq)
+N; - d - log(12¢1Vkr)
+Ng - (md - log(12¢2Bv/3mdr))]

Ring Signature size

User public key size ndlog q A commitment in R}

A randomness vector in
User secret key size

md - log(2B + 1)

{-B,...,B}™. For B=1, we
simply take log(2B + 1) = 2.
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D.1 Definitions

We recall the standard definitions and properties of a ring signature, which
consists of four algorithms (RSetup, RKeygen, RSign, RVerify) as follows.

— pp <—RSetup(1’\): On input a security parameter A, generates the public
parameters pp, which are assumed to be made available to everyone.

— (pk, sk) +RKeygen(pp): Given pp, outputs a public-secret key pair (pk, sk).

- 0 +RSign,, ;x(M, L): On input a message M and a ring L of public keys,
outputs a signature o on M with respect to L. It is required that sk is gen-
erated by RKeygen(pp), and the corresponding public key pk is in L.

- {0,1} +RVerify,,(M, L,c): On input a purported signature o on a message
M with respect to a ring L, checks the validity of . If it is valid, outputs 1
or outputs 0 otherwise.

Definition 6 (Correctness). A ring signature (RSetup, RKeygen, RSign,
RVerify) provides statistical correctness if for any pp <+ RSetup, any (pk, sk)
+—RKeygen(pp), any L such that pk € L, and any M € {0,1}*, the following
1s satisfied

Pr[ RVerify,,(M, L, RSign,, (M, L)) =1] =1 —negl(}).

Definition 7 (Anonymity). A ring signature (RSetup, RKeygen, RSign,
RVerify) provides statistical anonymity if for any (possibly unbounded) adver-
sary A

Y. o RKeygen(pp) 1
py [P RSetup(1*); (M, ig, i1, L) < A . b| = =+negl

b {0,1}; o+ RSign, (sky, ML) A0)=b] =5 +neell),
where pk;,, pki, € L and (pk,, ski, ), (Dki,, ski,) < RKeygen(pp).

Definition 8 (Unforgeability w.r.t. insider corruption). A ring signature
(RSetup, RKeygen, RSign, RVerify) is unforgeable with respect to insider
collusion if for all PPT adversary A

pp < RSetup(1*);

Pr (M,L,O’) « APKGen,Sign,Corrupt(pp)

: RVerify (M, L,0) = 1| = negl(\),

where

- PKGen: on the i-th query, picks a randomness p;, runs (pk;, sk;) <+
RKeygen(pp; p;) and returns pk;.

- Sign(i, M, L): returns o « RSign,,, . (M, L), provided (pk;, sk;) has been
generated by PKGen.

— Corrupt(i): returns p; (enabling the computation of sk;), provided (pk;, sk;)
has been generated by PKGen.

- A outputs (M, L,o) such that Sign(-, M, L) has not been queried and L only
contains pk;’s generated by PKGen where Corrupt (i) has not been queried.
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E Proofs of Theorems and Lemmas

Proof (Lemma 1). Let (y,m,r) and (y,m/,r') with (r,m) # (', m’) be two
valid openings of a commitment C. That is,

yC = Comei(m ; ) = Comep(m' ; ') and ||(r,m)|,||(*',m)] < Teom-

Therefore, we have yC = G- (r,m) = G- (r',m’), which implies G- (r —r',m —
m') = 0. Hence, (r —r',m —m’) is a solution to M-SIS,, 1,444,270, Problem
(in Hermite normal form). This proves the computational strong binding with
respect to the same relaxation factor y.

For the hiding property, we can write Comei(m ; 7) = G, - r + G, - m =
ro+ G, -r1 + G, - m where r = (rg,r1) since G, = [I, || G..]. The result of
the computation ro + G, - r1 gives n M-LWE samples with 1 € Sg'™" as the
secret key. Therefore, if M-LWE,,,_,, ,, 4.5 is hard, r¢ + G, - r1 looks uniformly
random in R} and so does commitments to any message. a

Proof (Lemma 7). Since ||b]| + a < /g, we have ||b]| < \/g. Then, we get
16 (a=b)ll <ol -l = bl < [[ol] - ([Ib]] + @) < VG- Va =g

Therefore, b - (a — b) = 0 holds over R. Since X¢ + 1 is irreducible over Q, we
get b € {0,a}. O

Proof (Lemma 9).

k
257 et || = 2) 2agre, | < (k+1)- max [|25asr, |
o

<(k+ 1)\/goréljagxk 127 ay| Jax, 7a, || < (k+1)-d Jnax, |72, |- (13)
A similar result follows analogously for mey. a

Proof (Lemma 11). By Fact 1, O‘n(R;r) =0on(Rj) = 0,(S; @ 1I,) = 0,(S;) for
any 0 < j < k. Again, by Fact 1, we have

sy <o T ron () )5 T o (rn (=2 )).

i=0,i#j

We have verified by computation that o, (Rot( 2 )) > 1 for any pair of

Tj—T;
monomial challenges x;, x; and any d € {4,8,...,512}. As a result, Un(R;'—) >1
is always satisfied with the given assumptions. Thus, using Fact 1 and Fact 3,
we have

Jn(stT) >s- Un(RjT) >6> ne(Zmd).

Since 01(S;) = o1(R;) by Fact 1, the rest follows from Lemma 2 as sketched in
Method 3. 0

27



Proof (Theorem 1). Completeness: By Lemma 6, prover responds with prob-

ability statistically close to 1/(p(¢1)u(¢2)), and distributions of f;;’s (i # 0) are
. . d . . d

statistically close to de/E and that of zy, z. are statistically close to DZ;B\/W

since
(@ box,. 2 brrpg )| <VE  and (@727 < BV2md.

Since the standard deviation of all sampled discrete normal coefficients are much
larger than 6, the sum of discrete normal samples behave as in the continuous
case by Fact 3 and [24, Theorem 3.3]. That is, the distribution of Z?;ll fiiis

tatistically close to D¢ . Theref if th d t abort, and
Sstatistically close 1o ¢1\/m erelore, 1 € prover does not abort, an

since d > 7 and md > 86, by Lemma 4 except with probability at most 2
we have,

—100
’

I fiill <5-¢1VEk-Vd=56Vdk,  Vje0,k—1],Vie[l,8—1],
B—1

I fi0ll = llz =" £l <5-¢1VE(B —1) - Vd =5¢1y/dk(B 1), Vj € [0,k —1],
=1

and || zp |, || ze|| < 2+ $2BvV2md - vVmd = 2¢2+/2Bmd, proving the bounds on the
norms. The other verification steps follow via straightforward investigation.

SHVZK: Given a challenge x, the simulator outputs (aCom(0), z, 1) indicating
an abort with probability 1 — 1/(u(¢1)p(#2)). Otherwise, it picks C' « Ry,

fii <—Diﬁfora110§j§k—1and1 < i< -1, and also zp, z. <
1
D;”dsm. Then, it sets fj o =z — Zf:ll fjq forall j=0,...,k— 1. Finally, it
2 m =

computes A = Comex(f ; 2p) — 2B, D = Comer({fji(x — fji)}j.i 5 ze) — 2C
and (cq,d,) = aCom(A,C, D) where f = (foo,---,fk—1,8-1). It outputs the
simulated transcript (cq,z, (dq, {fj,i}f;&’f;117 A,C,D, zp,z.)).

Note that the narrowest distribution where a randomness coefficient is sam-
pled from isd({—B, ..., B}) and M-LWE,,,_,, , 4.5 is assumed to be hard. There-
fore, by Lemma 1, all of the commitments are computationally indistinguishable
from uniformly random elements in Ry. Hence, if the protocol is not aborted,
the real and simulated transcripts are indistinguishable by Lemma 6 and the
hiding property of the commitment scheme. If an abort occurs, then the indis-
tinguishability is satisfied due to hiding property of aCom and the fact that the
probability of having an abort is the same for all z.
3-special soundness: Given 3 accepting transcripts, by the binding prop-
erty of aCom, we have the tuples (A,C,D,x, fo1,-.-,fk—1,8-1;2b, Zc),
(A,C, D', f§ 4, -, f}é_1,g—1v zy,2.), (A, C,D", fi'y,..., ,g’_17ﬂ_1, zy, zl).
Let f = (fo.o, - fr1.8-1), ' = (o0 o frma 1), 7 = (605 fi15-1)
where f; o, f] o, f}o's are computed as in the verification. Then, by Step 7 in the
verification, we have B + A = Come,(f ; 2p) and 2’B + A = Come, (f' ; 2})-
By subtracting the equations and multiplying both sides by 2(x — 2/) ™!, we get

2B = Come(2(z — /)" f — f) 5 2(x — 2') Yz — 2})) =: Comei (b ; 7).
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This gives us openings of 2B as b= (5070, el Z)k—l,ﬁ—l) and 7. Note that

[#5] = [|2(2 — ") "Mz — 2) || < V- |22 =) 7] - [z — 23|
<d-||(zp — 2})|| < d-2-2V2¢2Bmd = 4v/2¢psBmd?,

which proves the required norm-bound on the extracted randomness for Rbm

We can also recover openings of 24 by computing a;,; = 2f;; — - bj ; and
Tq = 2zb — x - 7. Similarly, by Step 8 of the verification, we get openings ¢;;

and djz of 2C and 2D, respectively, such that 2g;; = x¢;,; + dj i and gj; =
fii(x — fj). From here by multiplying the former by 2, we get

2: (fﬂ “Cja+ Czj,i) =2-295 =2 (2f5i(z — fj.0)) = 2422 — 2f;,5)
= 22 [ZA)]‘J‘(Q — Z)J,L):| +x {2[1]',2'(1 — i)jﬂ')] — &?,iv
which implies
$2 [[A)j’z(2 — i)]’l)} +x |:2(Alj’z(1 - l;j,i) - 2éj’7;:| - &2’ - 2(,‘2]"7; = U. (14)

By Lemma 13 in the appendices, norms of the openings of 24,2B,2C,2D are
all smaller than T'. By the T-binding property of the commitment scheme, PPT
prover cannot know other openings of 24,2B,2C or 2D. Thus, (14) also holds
for the other challenges =’ and z” with the same dj7i,l;j7i,éj,i,dj7i’s. Then, we
can write this system of equations as

1z 22 *dii - 2dAjﬂ'
12 22 |. 2&3',@(1 _ ﬂ.) —2¢; | =0 over R,.
12" 2" b;i(2—10;,)

The left-most matrix is a Vandermonde matrix V', which is invertible by Lemma
8. Therefore, we get b; ;(2 — b, ;) = 0 over R,. Further, we have

(@ =) (fra = il < V- [|2(e = 2) M| i = £

il

<d-|[fii— fil| £d-2-(5¢1V/dk(B — 1)) = 10¢1dy/dk(5 — 1).

Since ¢ > (10¢1d\/dk -1) —|—2) (1b;.i]l + 2)%, we have b;; = 2b;; for
b;i € {0,1} by Lemma 7. Moreover, by constructlon7 forall j =0,...,k—1,

B—1
2,@—22]‘}1—1} Z2bjz+zajz—2$ ijl+zajl

=0

If this is true for 2 distinct challenges z and 2/, then ngol bj; = 1 for all
jJ =0,...,k —1 as desired. Finally, since the protocol is 3-special sound and
|C] = 2d, the soundness error is 2/(2d) = 1/d. O
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Proof (Theorem 2). Completeness: Note that multiplication by z in R, simply
performs a nega- cychc rotation of the coefficients of a polynomial and thus the
distribution of Z —0 L p; is statistically close to D¢ BVEmd due to the fact that
sum of independent discrete normal variables behave as in the continuous case
as discussed in the proof of Theorem 1. From here the bounds on the norms of
each component follow similar to the completeness proof of Theorem 1.

All the remaining but the last verification steps also follow straightforwardly.
To prove that the last verification step holds for honestly generated values, we
have, for ¢, = Com.,(my ; 7),

—1 k—1 ) N-—1 k—1 N—-1
)3 (H f) B PR SR (2 poscs + Comen(0 ; >) g
i=0 i=0 i=0 =0 \ i=0
N J J
B 3
N

-1 k—1N-1 k-1

pi(@)ei—Y Y pigein’ =y al - Comek(0; py)

i=0 =0 i=0 =0

—1 k—1 ) k—1 )
ci (pi(w) - pi,ﬂ]) —> @’ Comek(0; p;)

i=0 j=0 j=0
N—-1 k-1 k—1
= ciég,ixk — Z -Comer (05 pj) = " e — ij - Comer (05 pj)
i=0 j=0 j=0
k-1
— Comck(mkmg ; zFr — Z mjpj) = Comck(kag ; z) = Comcer(0; z) if my=0.
§=0

SHVZK: Given a challenge x, the simulator outputs (aCom(0), z, 1) indicating
an abort with probability 1—m. Otherwise, it picks B, C, F1, ..., Er_1 +

R;‘andfj,i%D(‘Z\fforaﬂOSjSk‘—land1<i<ﬂ—1 and also

picks z, zp, 2, DgldB\/— Then, it calculates fjo = = — E 1 4 for all
0 < j < k-1, and computes Fy so as to ensure that the last verification equation
is satisfied. Similarly, it computes A and D so that the corresponding verification
equations are satisfied. Then, it calculates (cq,dq) = aCom(A, B, C, D, {E; }5;(})
and outputs the simulated transcript

(Caa (dav{f] 2}1¢03A B C D {E }] 07zvzbaz0))'

Note that the narrowest distribution where a randomness coefficient is sampled
from is U({—B, ..., B}) and M-LWE,,,_,, , 4.5 is assumed to be hard. Therefore,
by Lemma 1, all of the commitments are computationally indistinguishable from
uniformly random elements in Rj. Hence, if the protocol is not aborted, the real
and simulated transcripts are indistinguishable by Lemma 6, the hiding property
of the commitment scheme and the fact that A, D, Ey are uniquely determined
by the verification equations given all the other components in both the real
proof and the simulation. If an abort occurs, then the indistinguishability is
satisfied due to hiding property of aCom and the fact that the probability of
having an abort is the same for all z. O
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Proof (Theorem 3). We prove the unforgeability by showing if there exists a
PPT forger with a polynomial running time and a non-negligible success prob-
ability, then one can break the binding property of the commitment scheme
for message and randomness of maximum FEuclidean norms 2k and 24+/3r -
mB(k+1)d* 1, respectively. This implies that one can find a solution to Module-

SIS, m+kB,q,0 Problem for 6 = 2\/(24\/?7 -mB(k + l)al’““)2 + 22k by Lemma 1.

Let C" be the range of H (i.e., each output component of H is in C), ¥
be the set of all random tapes that could be used by a PPT adversary A,
and @ be the set of all random tapes defining the random oracle H. Let x; =
(xj1,...,2j,) be the output of j-th random oracle query. We partition & into
&;_, x; and P;, sothat &;_,P; represent the sets of random tapes defining the
random oracle outputs up to j-th query (i.e., x1,...,x;_1) and after j-th query
(ie., jq1,...,xqQ), respectively. Therefore, the tuple (¢;_,x;, ¢;, ) defines all
the random oracle outputs. Further, assume that A makes ¢p,qs, gy queries
to PKGen, Sign and the random oracle, respectively. Hence, A makes at most
@ = qs + qg random oracle queries in total. Suppose that 4 has running time
T4 = poly(\) and a probability € = 1/poly(\) > 4Qn of generating a successful
forgery where n = (k/|C|)".

We construct an adversary D against the binding property of the commitment
scheme with a running time T = poly(A) and non-negligible success probability
ep = 1/poly(A). On input a commitment key ck, D works as follows.

[y

. Pick t « {1,...,qp).

. Set pk; = Com(1 ; 7;) for some randomness r; € {—B,...,B}™¢ where
1=(1,0,...,0) € {0,1}* (observe that ||r:|| < Bv/md).

. Pick j « {1,...,Q}.

. Pick 1 « .

. Pick (¢j_,wj,¢j+) — ¢j_ x C X @j.;.

. Run 0: run A(v), ¢;_, x5, ¢;, ) with access to the oracles PKGen, Sign, Corrupt
and the random oracle H(¢;_,x;,¢;, ) simulated as follows. Whenever A
queries PKGen, D answers as in the real case except for ¢t-th query where
pky is returned. If A ever queries Corrupt(t), D aborts (abort Type I). If A
queries Sign(t, M, L), it picks a random challenge vector  and uses SHVZK
simulator of Protocol 2 to simulate the proof ({CMT;}i_,,{RSP;}_,) (note
that only the simulation of non-aborted protocols is used here). Then, the
random oracle is programmed as H(ck, M, L, {CMT;}7_,) = x, except if
(ck, M, L,{CMT;}._;) has been queried before (abort Type II).

(a) If A outputs a forgery ¢” using j-th random oracle query output z?, fix

[\

S O W

¥ and ;.
(b) Otherwise, abort.
7. Pick ¢),..., ¢\ < D;,

8. Run ¢ (for i € {1,...,N} where N is defined below in the analysis): run
A(wqﬁjf,:c;-,(b;) with access to the oracles PKGen, Sign, Corrupt and the
random oracle H (¢j7,x§v,¢;) where w; is the response of the j-th random
oracle query at iteration 1.
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(a) A outputs a forgery o?. We say that Run i is j-successful if % was forged
with respect to .

9. If there exists ¢* € [1,7] and S* C {0,...,N'} with |S*| = k + 1 such that
G* = {z}};. : wu € S"} contains k + 1 distinct challenges and o* is j-
successful for all w € S*, then run (k + 1)-special soundness extractor £ of
Protocol 2 on input {o“},cs- to extract an opening of 2¥pk; to (0, sy ) for
some 1 <t < gp where ||sy|| < 24v3r-mB- (k+1)-dFtl,

10. If t = ¢/, return ((2¥ - 1,2% - 7;),(0,s4/)) as a binding collision pair for the
commitment scheme. Note that multiplication of (1,7;) by 2* gives a valid
opening of 2¥pk;, because d**! > 2* since d > 7.

11. Otherwise, abort.

Note that when D returns a binding collision, there cannot be Type I aborts as
the forged signature must be for a ring comprised only of uncorrupted users.

Now, let us analyse this procedure in more details and denote epwg = O(27?)
as the advantage of solving M-LWE problem. First, we observe that in each run
of A, the view of A is simulated by D with the same distribution as in the real
attack except for:

— pk; is a commitment to 1 in the simulation by D whereas it is a commitment
to 0 in the real attack. By the hiding property of the commitment scheme,
this reduces the success probability of A by at most epwe.

— There is a statistical distance of at most O(gs - 27*) between the distribution
of signing oracle simulator and that of the real signing oracle.

— A Type II abort occurs during a signing oracle query with probability at most

Q- 27

By the simulation statistical distance argument above, each run of A with pk;
and signing oracle simulated by D succeeds with probability & > ¢ —O(Q -277).
We say that (1, ¢;_,x;,¢;,,7) is ‘winning” if A(¢, ¢;_, x;, ¢;, ) outputs a valid
forgery using x; after Q random oracle queries. Note that there exists a j* €
{1,...,Q} such that Pr[ (¢, gzﬁji,a:j*,qﬁji,j*) winning | > £/Q. By the Splitting
Lemma (Lemma 7 of [28]), there exists a subset S C ¥ x ®;+ such that

(¥, 0;-) € S] > €/(2Q), and

Pr
YED. P €Djx

= Pr (¥, @j= s @je, @1, j") winning | > £/(2Q)  V(¥, ;=) € 5.

@ j* GC,(ﬁji eéjj»
Now, for (¢,¢;«) € S, c € C and 1 < i < r, define p;(c) as the probability

with respect to ;+ € C and ¢;= € &+ that (¢, ¢;- , @+, ¢;z , j*) is winning and
iL’j* = (.’Ej*’l, ey xj*,r) with CL']‘*’Z‘ = C.

Claim 1 If &’ > (k/|C|)", then there exists an i* € [1,7] and G C C with |G| =
k+1 such that
e — (k/IC)”

(c—kr 7 T

pi-(c) >
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If the claim holds, then a sample of N := (k-+1)-p~! independent and identically
distributed winning tuples (¢, ¢;_, x;, ¢, , j) will yield a set {:cl . k+1} such
that G = {a};.,..., ;“‘H} with a probability at least 1 — (k+1)e™ (k'H) , which is
greater than 7/10 for k > 1 (this comes from the fact that the probablhty that
N samples do not contain ¢ for some ¢ € G is at most (k + 1) - (1 — p)V). That
is, after A//¢’ rewindings, we obtain a set of (k + 1) distinct challenge values of
Protocol 2 with respect to the same initial commitment with a high probability.

Now, N = poly(\) if &, |C|,r = poly(A) and (&' — (k/|C|)T)_1 < poly(A). Tt is
easy to see that the first requirement holds since |C| = 2d, r = Torad) oz & and
k is a small constant. For the second requirement, we have

(&' = (k1)) = (' =m) 7 < (' —/2)7" = 2/¢" < poly(N),

where the first inequality holds since ¢’ > 27. Now, by (k + 1)-special soundness
of Protocol 2, we can use the set G to extract an opening of 2¥pk; to (0, sy) for
some ¢ € {1,...,qp}. By the hiding property of the commitment scheme, ¢’ = ¢
with probability at least - — epwn. Also, j = j* with probability &. Hence, D
succeeds to output a binding collision pair with probability

Pr[j = j*] - Pr[(¢,¢; ) € S]-Pr =]

N runs contain k + 1 Prlt
j-successful distinct challenges

JLE T (1Y

“Q 2Q 10 \gp ™) poly(n)’
This leaves us with the proof of the claim, which is based on a pigeonhole ar-
gument. For each i € [1,7], let M; with |M;| = k be the set of ¢ € C such
that p;(¢’) < pi(c) for all ¢ ¢ M; and all ¢ € M;. Further, let B be the set of
(xj,05,) € C"x ®;, for xj = (x;1,...,2;,) such that x;; € M; for all i € [1,7].
Since |M;| = k,

Pr((z;,¢;,) € B <Prlz;; € M; Vie[l,r]] <(k/|C])".

For each (x;, ¢;, ) € S\ B, there exists i € [1,7] and ¢ € C\ M; such that z;; = c.
This implies that

Z > pile) = Prl(x;, 6,,) € S\ B] > Pr[(z;, ¢;,) € S] — Pr[(x;,¢;,) € B

i=1 ceC\M;

> = (k/[C])"-

From here, we can deduce that there exists i* € [1,7] and ¢* € C \ M; such that
pi-(c*) > % Hence, for all ¢ € G := M;« U {c*}, pi-(c) > %,
proving the claim. O

Lemma 12. The vector g defined in the verification of Protocol 1 satisfy the
following ||g||* < 5*¢1d®k>B(6 —1).
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Proof. Since x is a monomial, we simply upper-bound ||z — f; ;|| by || f;.:|| below.
k—1B8-1 k—18-1
lgl” = > Ifsile = fl* < D> dllfzall® llz = fall®
j=0 i=0 j=0 =0
k—18-1
=> > dlfsal*llz -
7=0 i=1
k—1p-1 k—1 ) )
<> 3" d (50 vk ) (561 v ) +>d (5 VaRGE 1)) (561v/ak(5 1))
§=0 i=1 j=0
4
<dk(B—1) (5¢1\/ﬁ) + dk (5¢1 ak(f — 1))
=51 d° k(B — 1) + 5141k (B — 1)°
5K (8 - 1) 0

Lemma 13. The opening (ci, 74) of 2D in the special soundness proof of Pro-
tocol 1 satisfy the following

H H (2d +2) (5*¢1d3 k3 B(B — 1) + 1262B2m2d?)"/*.

Furthermore, the same bound applies to the openings of 2A,2B and 2C.

~

Proof. For distinct challenges x and 2/, recall the opening (b, #,) of 2B in the
special soundness proof of Protocol 1. We have

b=2x—2)"Yf—f) and 7, =2(x—2)" Nz — 2}). (15)
Similarly, recalling the opening (&, #,) of 24, we have
a=2f — zb and 7, = 2z, — afy. (16)

Following the same procedure using the last verification step of Protocol 1, we
can get the following openings (&, #.) and (d, #4) of 2C and 2D, respectively,

(&7:) =2z —2") g —g'),2(x —2") (2 - 20)), (17)
(d,7q) = (29 — x&,22. — x7.). (18)

We bound the norm of (ci, #4), which also involves bounding the norm of (&, #.).
Without loss of generality, assume that ||g|| > [|g’|| and [|z.| > |/z.|. We use
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the stronger bound from Protocol 2 to bound | z.|| below.

[ 70| = ll2g — 2,22, — 270)| < l(29, 2201 + | (we, 20|
<2)/(g, )l + @ 7o)
=2)/(g,2.)]| + |2 — ) (g — g), 20 — ')z — 21)|
<2|(g, )| + Va|[2(e — )| (g ~ 9): (ze — 2D)]
<2)/(g, )]l + 2d (g, =)

1/2
< (2d+2) (54¢;*d3k3/5(5 —1)+ (2\/§¢28md>2)

1/2

= (2d +2) (5*¢1d*kB(3 — 1) + 12¢3B°m*d?) (19)

The bounds on openings of 24 and 2B are clearly weaker as they only involve
f;.i’s whereas opening of 2D involves the products f;;(x— f;:)’s as part of g. O

Remark 3. When considering the r-repeated protocol, the bound in (19) be-

comes (2d+2) (5*¢1d*k*B(8 — 1)r? + 12¢382m2d27")1/2, and this bound is used
when setting the parameters for the ring signature as discussed in Section 6.
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