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Abstract. In recent years key rank has become an important aspect of
side-channel analysis, enabling an evaluation lab to analyse the security
of a device after a side-channel attack. In particular, it enables the lab
to do so when the enumeration effort would be beyond their computing
power. Due to its importance there has been a host of work investigating
key rank over the last few years.
In this work we build upon the existing literature to make progress on
understanding various properties of key rank. We begin by showing when
two different “scoring methods” will provide the same rank. This has
been implicitly used by various algorithms in the past but here it is shown
for a large class of functions. We conclude by giving the computational
complexity of key rank. This implies that it is unlikely for, considerably,
better algorithms to exist.
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1 Introduction

In 2013 Veyrat-Charvillion et al. [11] give the first key rank algorithm, which
enabled evaluation labs to estimate the remaining security of a device, without
having to enumerate all of the keys. In the half decade that has followed there has
been a host of work producing alternate key rank algorithms providing different
trade-offs between efficiency and accuracy [11,1,6,5,10,2,8].

While the majority of work uses probabilities, other works assume scores of a
specific form arise from the side-channel distinguisher [10,2]. It has been stated
in the literature that this makes research utilising scores not comparable with
those which utilise probabilities [4]. In this work we show that for the majority
scores required this is simply not the case.

The work of Martin et al. [10] converts the probabilities from the side-channel
attack into additive integers, where the smallest is the most likely. They argue
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why this is possible. This mechanism is improved in a follow up work [9]. Recently
David and Wool [4] show that if a function f is applied to the probabilities, such
that the probabilities can only increase, then the rank applied to these new scores
will upperbound the actual rank. Similar techniques were recently used [8] to
show the equivalence of the rank by Martin et al. [10] and that of Glowacz et
al. [6].

Every time an equivalence property between different types of scores has
been required, it has been shown specifically for the required example. This
means that some of these ideas have been repeated several times, across various
papers. In this paper we give a wide range of functions which can be applied to
the scores whilst still preserving the rank. We also give a function that allows
multiplicative scores to be converted to additive scores in a rank preserving
manner. We conclude by giving the computational complexity of key rank. This
implies we do not expect a more efficient key rank algorithm than the ones
already in the literature, without a significant breakthrough in computational
complexity.

1.1 Outline

In Section 2 we give any required notation and recap the definition of key rank.
Section 3 gives a broad range of functions which can be applied to the output
probabilities of a side-channel distinguisher while still keeping the rank invariant.
In Section 4 we show the hardness of the key rank problem, showing that it is
unlikely for a more efficient algorithm to exist.

2 Preliminaries

We recall notions, definitions and facts from the literature which are useful to
contextualise our problem. These include basic notations from probability theory
as well as an informal discussion on what is generally understood to be the key
rank in the literature. We will conclude with its formal definition.

2.1 Random Variables

We denote vectors by lowercase boldface letters and we index them using sub-
script notation. In this paper we make exclusive use of discrete random variables
defined over finite spaces. We denote them by uppercase italic letters, and write
X ∼ D to say a random variable X follows the distribution D. We sometimes call
the latter prior distribution when we want to highlight the difference with the
distribution obtained by conditioning on some extra information T . We denote
the latter by DT . The probability of a random variable X assuming a certain
value x is defined as and denoted by

Pr[X = x ] = D(x)
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or just by Pr[x ] if X is clear from the context. If additional information T is
available, then we write

Pr[X = x | T ] = DT (x)

to express the probability conditioned on such information.

2.2 Key Rank

Every cryptographic primitive or protocol, once implemented, is vulnerable to
implementation-specific attacks. These range from simple bugs exposing the se-
cret in plaintext, to sophisticated attacks which exploit side-channels to infer
something on the key being used. The latter scenario is the background and
starting point of our work: we assume a cryptographically relevant operation,
i.e. using a secret an adversary wishes to learn, is implemented and exposed to
side-channels. The latter can be generically thought of as carriers of information
on the secret key and we denote them by T . Every time we use the variable T ,
then, we implicitly assume the presence of some sort of dependency on the secret
key.

Let K be the space of all possible subkeys, m be the number of subkeys (thus
implying that the space of keys is Km) and n = |K| be the number of candidates
per subkey3. A side-channel attack against the implementation of a cipher hav-
ing Km as key space is mounted and soft information are obtained. These can
be described as being m posterior probability distributions conditioned on the
leakage in the side-channels T , one per subkey. We denote the random variable
modeling the ith position of a key k ∈ Km by Ki, and by DT

i its posterior
probability distribution. Such distribution can be thought of as being the ith
marginal of a distribution DT over the entire key space.

Informally speaking, DT
i might tell if there are values which are very unlikely

or very likely to be correct based on the side-channel information T . The ideal
case from an adversarial perspective is when each DT

i assigns the value 1 to the
correct value in K and 0 to the others, meaning that the full secret key has been
completely disclosed. We are now in a position to recap the definition of key
rank.

Definition 1 (Key Rank). The key rank of a key k ∈ Km is defined as the
number of keys with a probability greater than k. Formally

rankDT (k) = |{t ∈ Km : Pr[k | T ] < Pr[t | T ]}|

=

∣∣∣∣∣
{
t ∈ Km : Pr

[
m∧
i=1

(Ki = ki)

∣∣∣∣∣ T
]
< Pr

[
m∧
i=1

(Ki = ti)

∣∣∣∣∣ T
]}∣∣∣∣∣ .

3 Our work does not require all subkeys to be the same size. However, we do so to
ease explanation.
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In this work, as with the majority of work in the key rank literature, we
assume that the leakage on each of the subkeys is independent, i.e. that

Pr

[
m∧
i=1

(Ki = ki)

∣∣∣∣∣ T
]

=

m∏
i=1

Pr[(Ki = ki) | T ] .

While our definition does not need such assumption, it will be required in the
analysis that follows.

Definition 1 is very formal in its use of posterior probabilities on single sub-
keys to derive a rank for the full key. Often, practical reasons forbid a designer
to adopt such a strict definition, and is easier and more useful to use an ap-
proximation of probabilities called scores. We denote the score the ith subkey ki
assumes on value j ∈ K by Si,j and the function returning the score of a full key
by S(k). They can be quite different from probabilities, in particular they can be
additive rather than multiplicative. We therefore give an alternative definition
of key rank for additive scores.

Definition 2 (Additive Key Rank). The additive key rank of a key k ∈ Km

is defined as the number of keys with a score greater than k. Formally

rank+
DT (k) = |{t ∈ Km : S(k) < S(t)}|

=

∣∣∣∣∣
{
t ∈ Km :

m∑
i=1

Si,ki
<

m∑
i=1

Si,ti

}∣∣∣∣∣ .

For the remaining of this paper, we avoid conditioning on T whenever we
write a probability, thus leaving it implicit. We do this for the sake of notational
convenience.

3 Equivalence

Despite the fact that the idea of equivalence of distinguishers is not novel [7], our
first contribution lies in formally defining under which circumstances the rank
of a key remains unmodified even if the representation used to compute it does
change. In other words, we define a class of functions that modify the underlying
probabilities or scores without affecting the relative order of candidate keys, thus
preserving the notion of rank.

Definition 3 (Rank Preserving). Let f be a function over the reals. Then f
is called rank preserving if, for all k ∈ Km

rankf(DT ) (k) = rankDT (k)

where f(DT ) represents applying the function f to every DT
i (j). Equivalently, f

is additive rank preserving if, for all k ∈ Km

rank+
f(DT ) (k) = rank+

DT (k) .
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In this section we show the class of functions which can be applied to the
probabilities, without adjusting the rank of the key. We stress that this makes
probabilities and their function thereof comparable.

Theorem 1. Functions in the class f(x) = a·xb for a, b ∈ R are rank preserving.

Proof. For a key t to be in the set counted by rankf(DT ) (k), we have that:

m∏
i=1

f(Pr[ki ]) <

m∏
i=1

f(Pr[ti ])

m∏
i=1

a · Pr[ki ]
b
<

m∏
i=1

a · Pr[ti ]
b

am
m∏
i=1

Pr[ki ]
b
< am

m∏
i=1

Pr[ti ]
b

m∏
i=1

Pr[ki ]
b
<

m∏
i=1

Pr[ti ]
b

(
m∏
i=1

Pr[ki ]

)b

<

(
m∏
i=1

Pr[ti ]

)b

m∏
i=1

Pr[ki ] <

m∏
i=1

Pr[ti ] .

Thus the key t is also counted by rankDT (k). ut

A regularity result holds when scores are defined as the logarithm of prob-
abilities. In particular, a connection between rank and additive rank exists, as
proven in the following theorem.

Theorem 2. Given f(x) = log x, for all k ∈ Km we have that

rankDT (k) = rank+
f(DT ) (k) .
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Proof. For a key t to be in the set counted by rank+
f(DT ) (k), we have that:

m∑
i=1

Si,ki <

m∑
i=1

Si,ti

m∑
i=1

f(Pr[ki ]) <

m∑
i=1

f(Pr[ti ])

m∑
i=1

log Pr[ki ] <

m∑
i=1

log Pr[ti ]

2
∑m

i=1 log Pr[ki ] < 2
∑m

i=1 log Pr[ti ]

m∏
i=1

2log Pr[ki ] <

m∏
i=1

2log Pr[ti ]

m∏
i=1

Pr[ki ] <

m∏
i=1

Pr[ti] .

Thus the key t is also counted by rankD(k). ut

The above two theorems can be combined to give the following corollary for
additive rank.

Corollary 1. Functions in the class f(x) = a + bx for a, b ∈ Z+ are additive
rank preserving.

There are two logical ways in which key rank can be defined. The first is
as we have done above where the rank only counts keys with a strictly better
score. The second is where keys with an equal score is also counted. We use the
former as it is the most commonly used in the literature and assumes a more
powerful adversary. However, the latter additionally leads to the following nice
result, which does not hold for the former.

Theorem 3. Let f be a rank preserving function and let dxe be the ceiling func-
tion, then:

rankf(DT ) (k) ≤ rankdf(DT )e (k)

rank+
f(DT ) (k) ≤ rank+

df(DT )e (k) .

Proof. The first statement follows directly from Proposition 1 of David and
Wool [4]. The second statement follows from the first and monotonicity of the
logarithm function. ut

Finally, we note that any function ` applied to the final product of probabil-
ities, `(

∏m
i=1 Pr[ki]), trivially preserves the rank providing that the function is

monotonically increasing.
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3.1 Functions of Subkeys

All classes of functions we have provided a proof for were applied to full key
ranks. In certain scenarios, it might be interesting to also investigate functions
applied to probabilities of subkeys.

Definition 4 (Order Preserving). Let f be a function over the reals and let
us write K = {j1, . . . jn}. Then f is called order preserving if for all i ≤ m it
holds that

f(Pr[ki = j1 ]) < . . . < f(Pr[ki = jn ])⇔ Pr[ki = j1 ] < . . . < Pr[ki = jn ] .

The above definition is particularly useful when the extend-and-prune [3]
technique is applied, i.e. when positions are targeted sequentially and leakage on
later ones include a subset of guesses for previous ones. The size of the subset
is determined by a pruning strategy, which is deployed to discard (a.k.a. prune)
particularly unlikely guesses.

After the ith position has been targeted and a posterior distribution has been
obtained for that particular position (including information on all the previous
ones), an attacker has to decide how many to prune based on a pruning strategy.
To the best of our knowledge, there is no comprehensive study comparing several
strategies, and a subset of them involve making a decision based on the order of
the probabilities Pr[ki = j ]. Thus, every function preserving the relative order
of posterior probabilities does not affect the pruning strategies. Depending on
the function f , strategies relying on the actual values of the probabilities, rather
than just on their order, might be unaffected too.

We investigate this matter no further because we consider it out of scope
for the current paper as preserving the order of probabilities for subkeys has no
guarantee of preserving the rank: the latter crucially relies on values of proba-
bilities of subkeys (or scores thereof), meaning that if these are changed despite
the order being preserved, the final rank will likely be different.

Theorem 4. There exists a function f which is order preserving but which is
not rank preserving.

Proof. When m = 1 the two definition perfectly coincide, hence we fix m = n =
2. There are then two subkeys k1 and k2 which can assume two possible values.
We denote them by j1 and j2. We summarise in the following table the posterior
probabilities once an attack has taken place.

k1 k2
j1 0.4 0.2
j2 0.6 0.8

The correct key is k = (j1, j2), which has rank 2 since the key (j2, j2) has an
higher product of probabilities. We now define f(x) = x−0.7. It is trivially order
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preserving because it simply applies a translational constant to each probability,
hence leaving the order in each column unchanged. However, we now obtain that
k has rank 4 because all other keys have an higher product of scores. ut

4 Hardness of Key Rank

In this section we discuss the version of key rank where all the scores are positive
integers which combine additively and the smaller the integer the more likely
the subkey. From Section 3, this is equivalent to the original definition of key
rank, utilising probabilities. We denote this as Z-rank+.

Definition 5 (#P). The class of function problems of the form “compute f(x)”,
where f is the number of accepting paths of an NP machine.

Lemma 1. #Knapsack is #P-Complete.

Theorem 5. The #multiple-choice knapsack problem is #P-Complete.

Proof. This can be shown by reducing the #knapsack problem to the #multiple-
choice knapsack problem.

Given the set of items {xi}i=1, the reduction creates the set of sets {{xi, 0}}ni=1.
The algorithm to solve #multiple-choice knapsack problem is then run on this
problem instance. Since exactly one item can be added per set, the solution to
the #multiple-choice knapsack problem is trivially the solution to the #knap-
sack problem as follows. For the ith set if xi was chosen, xi would chosen for the
knapsack problem, while if 0 was chosen, this corresponds to not choosing xi.
Therefore every possible solution to the multiple-choice version corresponds to
a solution to the original version. ut

Theorem 6. Z-rank+ is #P-Complete.

Proof. This can be shown by reducing the #multiple-choice knapsack problem
to Z-rank+.

The only difference between #multiple-choice knapsack problem and Z-rank+

is that the former takes in a weight directly, while the latter takes in a key which
can be seen as an index into the sets to choose a weight. Therefore we must embed
the desired weight W into the sets. To do this an extra set is added which contains
W −

∑
i minjxi,j and m− 1 zeros (if each) set has m elements. The key is then

the indices to to these minimum values plus the index to W −
∑

i minjxi,j .

This is then passed to the Z-rank+ algorithm. The result is calculate by diving
the output by m−1. Any solution cannot contain W −

∑
i minjxi,j because the

total minimum weight would be at least W so wouldn’t be counted. Any solution
involving a 0 in the last set has an equivalent solution involving any of the other
zeros in the final set. Thus the solution follows. ut
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