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Abstract

Recent work, including ZKBoo, ZKB++, and Ligero, has developed efficient non-interactive
zero-knowledge proofs of knowledge (NIZKPoKs) for Boolean circuits based on symmetric-key
primitives alone, using the “MPC-in-the-head” paradigm of Ishai et al. We show how to in-
stantiate this paradigm with MPC protocols in the preprocessing model; once optimized, this
results in an NIZKPoK with shorter proofs (and comparable computation) as in prior work for
circuits containing roughly 300–100,000 AND gates. In contrast to prior work, our NIZKPoK
also supports witness-independent preprocessing, which allows the prover to shift most of its
work to an offline phase before the witness is known.

We apply our ideas to construct a signature scheme based only on symmetric-key primitives
(and hence with “post-quantum” security). The resulting scheme has shorter signatures than the
scheme built using ZKB++ (and comparable signing/verification time), and is even competitive
with hash-based signature schemes.

To further highlight the flexibility and power of our ideas, we also build efficient ring and
group signatures based on symmetric-key primitives alone. To our knowledge, the resulting
schemes are the most efficient constructions of these primitives that offer post-quantum security.

1 Introduction

Zero-knowledge (ZK) proofs1 [29, 28] and non-interactive zero-knowledge (NIZK) proofs [11, 10, 22]
are among the most fundamental and versatile cryptographic primitives. In the present context,
(NI)ZK proofs of knowledge (PoKs) [29, 5, 20] allow a prover to convince a verifier, who holds
a circuit C, that the prover knows an input (or “witness”) w for which C(w) = 1. Historically,
research on (NI)ZK proofs has followed two largely independent paths: some work gave asymptotic
improvements for generic proofs that can be used for arbitrary circuits (by reducing a circuit to
an NP-complete problem) but had poor concrete efficiency; other work explored efficient proofs
tailored to specific, “algebraic” computations (e.g., group exponentiation).

More recently, researchers have merged these two directions and have developed (NI)ZKPoKs
for general circuits with good concrete efficiency. We highlight in particular recent constructions
of succinct non-interactive arguments of knowledge (SNARKs) [25, 40, 7, 19, 30], which can be
used to generate proofs for arbitrary circuits that are shorter than the input w itself. (Prior
work showing ZK proofs with size sublinear in the input [35, 38] demonstrated feasibility, but was
concretely inefficient.) Unfortunately, existing SNARKs suffer from several disadvantages. First,

1In this paper we do not distinguish between computational and information-theoretic soundness, and thus refer
to both arguments and proofs simply as “proofs.”
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although they have excellent proof size and verification time, the computational efficiency of the
prover is poor. Second, most constructions require public parameters generated and published
by some semi-trusted party. Security of existing SNARKs is based on non-standard and poorly
understood knowledge assumptions, and to some extent this is inherent [26]. Finally, most existing
constructions of SNARKs rely on bilinear maps and are thus insecure against quantum attackers.
(One exception is the recent work of Boneh et al. [13]. This scheme still has the other drawbacks,
and its concrete efficiency is unclear.)

In another recent line of work, researchers have shown how to use protocols for secure multi-
party computation (MPC) to obtain (NI)ZKPoKs with excellent concrete performance (even if
the communication is no longer sublinear in the circuit size |C|). Jawurek et al. [33] (see also
[24]) showed that two-party protocols based on garbled circuits could be used to construct efficient
ZKPoKs; their approach requires interaction as well as the use of public-key primitives. Hazay
and Venkitasubramaniam [31] show a public-coin protocol based on garbled circuits that avoids
public-key primitives; its practical performance is likely worse than the approaches we discuss
next. Ishai et al. (IKOS) [32], using the so-called “MPC-in-the-head” approach, showed how to
use MPC protocols to obtain ZKPoKs whose security can be based entirely on symmetric-key
primitives; their approach yields public-coin protocols, and so can be made non-interactive via
the Fiat-Shamir transform [23]. Based on the IKOS approach, Giacomelli et al. [27] developed
and implemented a protocol called ZKBoo that supports efficient NIZKPoKs for arbitrary circuits.
(Concurrently, Ranellucci et al. [43] proposed an NIZKPoK with similar asymptotic performance.)
Chase et al. [16] introduced ZKB++, which improves the performance of ZKBoo; they also showed
that ZKB++ could be used to construct an efficient signature scheme based on symmetric-key
primitives alone. (A version of their scheme called Picnic [15] was submitted to the NIST post-
quantum standardization effort.) Ames et al. [4] subsequently proposed Ligero, which offers proofs
that are sublinear in |C| and so asymptotically outperforms ZKBoo and ZKB++; see further
discussion in Section 3.

1.1 Our Contributions

We show here a novel way to instantiate the “MPC-in-the-head” approach that leads to NIZKPoKs
with shorter proofs than (and comparable computation to) the best prior work [27, 43, 16, 4] for
“medium-size” circuits with roughly 300–100,000 gates. (Although we focus on Boolean circuits,
our ideas can be extended to arithmetic circuits as well.) As we show, this range covers many
“cryptographically interesting” circuits that incorporate hashing, block-cipher evaluations, etc.

Our main insight leading to improved performance is that the “MPC-in-the-head” paradigm
can be instantiated using MPC protocols designed in the preprocessing model. (A detailed overview
of our approach is given in Section 1.2.) This greatly increases the space of MPC protocols that
can be used, and in particular makes it competitive to use protocols designed for a large number of
parties (in contrast to prior work) and hence achieve better efficiency for the same level of security.

As in the work of Chase et al. [16], we may apply our NIZKPoK to construct an efficient signa-
ture scheme based on symmetric-key primitives alone and thus offering “post-quantum” security.
Our resulting scheme has signatures roughly 3.2× shorter than those of Chase et al.; in fact, we
can achieve signatures that are even shorter than some leading constructions of (stateless) hash-
based signature schemes [9]. We can also trade off signature length and computation, giving some
flexibility in the design. We are currently working with the Picnic team to incorporate our work in
their submission to NIST.
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As an additional application highlighting the power of our new NIZKPoK, we show how to use
it to build efficient ring and group signatures based on symmetric-key primitives alone. (Similar
ideas, but using ZKB++, have been pursued in concurrent work [21, 12].) The main challenge here
is to build schemes in which signing corresponds to generating an NIZKPoK for a circuit that is
not too large; we defer additional details to Section 4. Our resulting schemes are, to the best of our
knowledge, the most efficient constructions of ring/group signatures with post-quantum security.

1.2 Overview of Our Techniques

We provide the high-level intuition for our improved NIZKPoK. Here (and in Section 2.2) we
describe a 5-round, public-coin proof of knowledge that is honest-verifier zero knowledge (HVZK).
In Section 2.4 we then show how it can be “compressed” to three rounds (while remaining public-
coin and HVZK). Either of these proofs can, in turn, be compiled to achieve zero knowledge against
a malicious verifier using standard techniques. Alternatively—and of most interest to us—the 3-
round version can be made non-interactive in the random-oracle model using the Fiat-Shamir
transform [23].

Our starting point is the “MPC-in-the-head” paradigm of Ishai et al. [32] for constructing public-
coin HVZK proofs of knowledge based on protocols for secure computation. Roughly speaking, the
main idea is for the prover to simulate an execution of an n-party secure-computation protocol Π
that evaluates a given circuit C on the prover’s input w, and then for the prover to commit to the
views of the parties in the protocol. The verifier chooses a random subset of those parties (we call
those parties “opened”), and the prover opens their corresponding views. The verifier then checks
that the views of the opened parties are consistent with each other and with an honest execution
of Π that yields output 1.

As observed in prior work [27], efficiency considerations for the protocol Π used in the “MPC-
in-the-head” paradigm differ from efficiency considerations for standard applications of MPC. For
example, in this context Π can freely rely on “oblivious-transfer channels” in addition to standard
point-to-point channels; in fact, Π can freely use any (deterministic) two-party functionality as a
building block, since such functionalities incur no additional cost for the prover to simulate them,
and consistency between pairs of opened parties can still be checked. We stress that this does not
immediately extend to using t-party functionalities for t > 2, since it may no longer be possible to
verify consistent execution unless all t parties using the functionality are opened.

Giacomelli et al. [27] and Chase et al. [16] gave concrete instantiations of the “MPC-in-the-
head” approach, and determined that using a 3-party protocol Π resulted in optimal performance
for the space of protocols they considered. Since the number of parties is small, the soundness of
the resulting HVZK proof is poor; a large number of parallel repetitions is thus needed to obtain
negligible soundness. (We discuss the work of Ames et al. [4] in Section 3.1.)

Our main conceptual insight is that the “MPC-in-the-head” approach can be modified so the
underlying n-party protocol Π can rely on any n-party functionality, as long as that functionality is
used during preprocessing. At first glance, using an n-party functionality does not seem compatible
with the IKOS paradigm: the only way to verify that the functionality was run honestly is to
open all parties, but then privacy (which translates to zero-knowledge) cannot possibly hold. We
overcome this difficulty by having the verifier issue its challenges in two phases, thus giving a
5-round HVZK proof. Roughly, the HVZK proof works as follows:

1. The prover commits to multiple (independent) executions of the preprocessing phase, where
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each commitment also commits to the state of each party at the end of that phase.

2. The verifier challenges the prover to open some of the executions of the preprocessing phase.
For each challenged execution, the prover opens the state of all parties, thus allowing the
verifier to check those executions.

3. Using each of the remaining (unchallenged) executions of the preprocessing phase, the prover
simulates an execution of Π that evaluates C on input w. It then commits to each party’s
view in the protocol, including its state from the preprocessing phase.

4. As in the original IKOS approach, for each execution of Π the verifier chooses a random subset
of the parties to open. Now, however, opening a party involves opening the commitment to
that party’s state following the preprocessing phase (from step 1) as well as its view in the
online execution of the protocol (from step 3). The verifier then checks that all the opened
parties are consistent with each other and with an honest execution of Π (using the state
from the preprocessing phase) that yields output 1.

The fact that the n-party functionality is executed during a preprocessing phase is essential here;
the execution of that functionality is independent of the parties’ inputs, and so opening the views
of all parties from the preprocessing phase does not reveal any information about w.

As a consequence of being able to rely on preprocessing, the space of possible protocols Π we
can use is greatly expanded. In particular, we find that we obtain much shorter proofs by using
an n-party protocol (secure against semi-honest corruption of all-but-one of the parties) with n as
high as 64. The ability to rely on preprocessing is critical here: the communication complexity
of traditional MPC protocols (that do not rely on preprocessing) with security against all-but-one
corruption is quadratic in the number of parties, but by relying on preprocessing and broadcast we
can obtain proof size independent of n.

Further optimizations and specific parameter choices for the above proof are discussed in the
remainder of the paper.

1.3 Outline of the Paper

In Section 2, we present the details of the MPC protocol Π we use, and describe more fully how to
convert it into a 3-round, public-coin HVZK proof whose security relies on symmetric-key primitives
alone. By applying the Fiat-Shamir transform to our 3-round proof, we obtain an NIZKPoK; the
resulting construction is analyzed and compared to prior work in Section 3.1, where we show that
it yields shorter proofs than prior work for a large range of circuit sizes. As in prior work, we
can use our NIZKPoK to build a signature scheme based only on symmetric-key primitives (and
hence offering “post-quantum” security); performance of this scheme is discussed in Section 3.2.
We explore the applicability of our work to constructing “post-quantum” ring and group signatures
in Section 4.

2 HVZK Proofs of Knowledge

We construct our HVZK proofs by instantiating the “MPC-in-the-head” paradigm using an MPC
protocol Π designed in the preprocessing model. We first describe the MPC protocol we rely on,
and then discuss how to build HVZK proofs based on it.
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Notation. We denote the n-out-of-n (XOR-based) secret sharing of a bit x by [x]. Throughout,
κ and ρ denote computational and statistical security parameters, respectively. We let |C| denote
the number of AND gates in a circuit C.

2.1 A Suitable MPC protocol

In this section we describe an n-party protocol Π run by parties S1, . . . , Sn in the preprocessing
model, secure against semi-honest corruption of all-but-one of the parties. The protocol is inspired
by recent work of Wang et al. [48].

Recall that our goal is to use this protocol to instantiate the “MPC-in-the-head” approach
efficiently, and so in particular we are interested in minimizing the communication needed to verify
consistency and correct computation for any n − 1 parties chosen by the verifier. As explained
in more detail in the next section, our protocol Π ends up having communication comparable
to the 3-party MPC protocols used by ZKBoo and ZKB++, but because we set n > 3 we are
able to achieve much lower soundness error per protocol execution and thus better communication
complexity overall for our resulting interactive proof system.

Our protocol Π maintains the invariant that, for each wire in the circuit, the parties hold an
n-out-of-n secret sharing of a random mask along with the (public) masked value of the wire.
Specifically, if we let zα denote the value of wire α in the circuit C when evaluated on input w,

then the parties will hold [λα] (for uniform λα ∈ {0, 1}) along with the value ẑα
def
= zα ⊕ λα.

Preprocessing phase. In the preprocessing phase, shares are set up among the parties as follows.
For each wire α that is either an input wire of the circuit or the output wire of an AND gate, the
parties are given [λα], where λα ∈ {0, 1} is uniform. For an XOR gate with input wires α, β and

output wire γ, define λγ
def
= λα ⊕ λβ; note the parties can compute [λγ ] locally. Finally, for each

AND gate with input wires α, β, the parties are given [λα,β], where λα,β
def
= λα · λβ.

A key observation is that the shares of the {λα} are uniform, and so can be generated by having
each party Si apply a pseudorandom generator to a short, random seed seedi given to that party,
and then (implicitly) defining the {λα} based on the resulting shares. All-but-one of the shares
of the {λα,β} can also be generated in this way, but the final share is constrained by the values
of λα, λβ. To ensure that the shares of the {λα,β} are correct, Sn can be given an additional |C|
“correction bits” that determine its share of λα,β for each AND gate with input wires α, β.

To summarize: each Si is given a κ-bit seed seedi ∈ {0, 1}κ, and Sn is additionally given |C|
bits denoted by auxn. We refer to this information as the state of the parties, and denote the state
of Si by statei. In the online phase of the protocol, each party Si uses seedi to generate its shares of
the {λα}; for 1 ≤ i ≤ n− 1, party Si also uses seedi to generate its shares of the {λα,β}. Party Sn
uses auxn as its shares of the {λα,β}.
Protocol execution. Note that in our setting, where all parties are semi-honest, we can perform
public reconstruction of a shared value [x] by simply having each party broadcast its share.

We assume the parties begin the protocol holding a masked value ẑα for each input wire α. (In
our context these masked values will be provided to the parties by the prover who is simulating
execution of the protocol.) These masked values, along with the corresponding {λα}, define an
effective input to the protocol. During the online phase of the protocol, the parties inductively
compute ẑα for all wires in the circuit. Specifically, for each gate of the circuit with input wires
α, β and output wire γ, where the parties already hold ẑα, ẑβ, the parties do:

5



• If the gate is an XOR gate, then the parties locally compute ẑγ := ẑα ⊕ ẑβ.

• If the gate is an AND gate, the parties locally compute

[s] := ẑα[λβ]⊕ ẑβ[λα]⊕ [λα,β]⊕ [λγ ],

and then publicly reconstruct s. Finally, they compute ẑγ := s ⊕ ẑαẑβ. One can verify that
ẑγ = zγ ⊕ λγ .

Once the parties have computed ẑα for the output wire α, the output value zα is computed by
publicly reconstructing λα and then setting zα := ẑα ⊕ λα.

We remark that the online phase of this protocol is deterministic. Also observe that all com-
munication is due to share reconstruction: for a circuit with |C| AND gates, at most |C| + 1
share reconstructions are needed. We will see in the following sections that these properties are
advantageous for our application.

2.2 Our Basic HVZK Proof

In this section we describe a basic, 5-round HVZK proof based on the MPC protocol from the
previous section. We defer discussion of further optimizations to the following section, and a
description of a 3-round variant to Section 2.4.

Notation. In this section, H is a collision-resistant hash function. (Later in the paper, we
will model H as a random oracle.) We let Com denote a non-interactive2 commitment scheme,
where a commitment to a value x is generated by choosing a uniform r ∈ {0, 1}κ and computing
com := Com(x; r); decommitment is done by simply revealing x and r. Computational binding and
hiding suffices.

Overview. Recall from Section 1.2 that, because we rely on an MPC protocol Π designed in
the preprocessing model, we modify the “MPC-in-the-head” approach and construct a 5-round
proof of the following format: First, the prover commits to m executions of the preprocessing
phase, where each such commitment includes a commitment to the state of each party. The verifier
then challenges the prover to open all-but-one of those executions, and verifies that all the state
information given to the parties in the opened executions is correct. The remaining (unopened)
execution of the preprocessing phase is then used by the prover to simulate the online phase of the
n-party protocol Π on a shared input w, and the prover commits to the view of each party in this
execution. The verifier then chooses all-but-one of the parties to be opened; for each opened party,
the prover opens that party’s state from the preprocessing phase as well as its view from the online
phase. The verifier then checks consistency of the parties’ views as well as correct behavior. We
provide details about each of these steps next.

Checking the preprocessing phase. Recall from the previous section that, following the pre-
processing phase, the state of party Si for 1 ≤ i ≤ n−1 is a seed seedi, while the state of party Sn is
a seed seedn along with a |C|-bit string auxn. Thus, in a naive implementation of the idea outlined
above, for each execution of the preprocessing phase the prover would send (com1, . . . , comn), where
comi is a commitment to the state of Si. Then, for each challenged execution of the preprocessing
phase, the prover would send seed1, . . . , seedn, auxn, r1, . . . , rn, where ri denotes the randomness

2We could also use a two-round commitment scheme by adding one additional round to the proof system.
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An HVZK proof

Inputs: Both parties have a circuit C; the prover also holds w with C(w) = 1. Values m,n
are parameters of the protocol.

Round 1 For each j ∈ [m], the prover emulates the preprocessing phase as follows:

1. Choose uniform seed∗j ∈ {0, 1}κ and use it to generate values seedj,1, rj,1, . . .,

seedj,n, rj,n. Also compute auxj,n ∈ {0, 1}|C| as described in the text. For i =
1, . . . , n− 1, let statej,i := seedj,i; let statej,n := seedj,n‖auxj,n.

2. For i ∈ [n], compute comj,i := Com(statej,i; rj,i).

3. Compute hj := H(comj,1, . . . , comj,n).

Compute h := H(h1, . . . , hm) and send h to the verifier.

Round 2 The verifier chooses uniform c ∈ [m] and sends it to the prover.

Round 3 The prover sends {seed∗j}j 6=c to the verifier.

The prover simulates the online phase of the n-party protocol Π (as described in the text)
using the state generated by the cth preprocessing phase, beginning by computing the
masked values {ẑα} for the input wires (based on w and the {λα} defined by the cth prepro-
cessing phase). Let msgsi denote the messages broadcast by Si in the protocol execution.
The prover sends the initial masked values {ẑα} as well as h′ := H(msgs1, . . . ,msgsn) to
the verifier.

Round 4 The verifier chooses uniform p ∈ [n] and sends it to the prover.

Round 5 The prover sends {statec,i, rc,i}i 6=p, comc,p, and msgsp.

Verification The verifier accepts iff all the following checks succeed:

1. For i 6= p, the verifier uses statec,i and rc,i to compute comc,i. It then computes
hc := H(comc,1, . . . , comc,n).

2. For j 6= c, the verifier uses seed∗j to compute hj as an honest prover would. It then

checks that h
?
= H(h1, . . . , hm).

3. The verifier simulates the online phase of Π among the {Si}i 6=p using {statec,i}i 6=p,
masked input-wire values {ẑα}, and msgsp. This yields {msgsi}i 6=p and an output

bit b. The verifier checks that b
?
= 1.

4. The verifier checks that h′
?
= H(msgs1, . . . ,msgsn).

Figure 1: Our basic HVZK proof.

used for the ith commitment. For the unchallenged execution (used for the subsequent execu-
tion of Π), the prover will be able to decommit to the states of any subset of the parties. The
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communication complexity of this approach is O(m |C|+mnκ).
We improve the communication complexity in several ways (cf. Round 1 and steps (1) and (2)

of verification in Figure 1):

1. The prover computes H(com1, . . . , comn), and then sends the hash of the results from all m
executions; thus, it sends just a single hash value to the verifier.

2. When opening a challenged execution, it is unnecessary for the prover to send auxn since
the correct value of auxn can be computed from seed1, . . . , seedn. This gives an asymptotic
improvement in the communication in this step.

3. By generating the {seedi} and the {ri} from a “master” seed seed∗ ∈ {0, 1}κ, the prover can
open a challenged execution of the preprocessing phase by simply sending seed∗.

The overall communication complexity of the initial checking phase can thus be reduced to O(mκ),
which is independent of |C| and n.

Checking the online execution. An execution of our protocol proceeds gate-by-gate, with
the processing of each AND gate requiring reconstruction of one shared value. Although the
communication complexity of share reconstruction in our protocol is n bits (one bit per party),
for our purposes we do not need the prover to send n bits per gate in order to prove consistent
execution. This is because the verifier only needs to obtain the protocol messages sent by the
(single) unopened party in order to check the execution of the n − 1 opened parties. Thus, it
suffices for the prover to send just a single bit per AND gate.

In addition to the protocol messages sent by the unopened party, the prover also needs to reveal
the state (from the preprocessing phase) of every opened party. For each opened party Si, i 6= n,
this involves just O(κ) bits; if Sn is opened then this requires |C| + O(κ) bits due to auxn. In
either case the marginal communication complexity per AND gate is independent of the number of
parties n.

The above ideas (with a few optimizations) are encapsulated in Figure 1. Security of the scheme
is given by the following theorem.

Theorem 2.1. Let H be collision-resistant, and Com be a secure commitment scheme. The protocol
in Figure 1 is an honest-verifier ZKPoK with soundness/knowledge error max{ 1

m ,
1
n}.

Proof. Completeness of the protocol is immediate, and we thus focus on proving honest-verifier
zero knowledge and soundness.

Honest-verifier zero knowledge follows easily from semi-honest security of Π (for corruption of
any n − 1 parties) and hiding of the commitment scheme. Specifically, if we let SimΠ denote a
simulator for Π, then we can construct an honest-verifier zero-knowledge simulator for our protocol
as follows:

• Choose uniform c ∈ [m] and p ∈ [n].

• Run SimΠ to simulate the views of parties {Si}i 6=p in an execution of Π when evaluating C
with output 1. This results in values {statei}i 6=p, masked input-wire values {ẑα}, and msgsp.
From the respective views, {msgsi}i 6=p can be computed. The simulator computes h′ as the
honest prover would.
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• For j 6= c, the simulator computes hj exactly as the honest prover would. For i 6= p, the
simulator sets statec,i := statei, chooses uniform rc,i, and computes comc,i as the honest prover
would. It computes comc,p as a commitment to a 0-string of the appropriate length. It then
computes hc and h as the honest prover would.

• The simulator outputs the transcript with h, c, {seed∗j}j 6=c, {ẑα}, h′, p, {statec,i, rc,i}i 6=p,
comc,p, and msgsp.

A straightforward hybrid argument shows that transcripts output by the simulator are computa-
tionally indistinguishable from transcripts of real executions of the protocol with an honest verifier.

We next show that given accepting transcripts for challenges (c, p), (c′, ?), and (c, p′), with c 6= c′

and p 6= p′, it is possible to extract a witness w for which C(w) = 1 unless there is a hash collision
or binding of the commitment scheme fails. It follows using standard techniques that the protocol
has soundness/knowledge error max{ 1

m ,
1
n}.

In the discussion that follows we assume for simplicity that no hash collisions occur and that
binding of the commitment scheme never fails. From the accepting transcript with challenges (c′, ?),
we can compute for any c 6= c′ values statec,1, . . . , statec,n that are mutually consistent (i.e., are a
correct outcome of the preprocessing phase); moreover, those values are equal to the corresponding
values sent in round 5 of the other two accepting transcripts (with initial challenge c). These values
of the state define a value λα for each input wire α; from these and the masked inputs {ẑα} used
in either of the other accepting transcripts we may compute an effective input w.

We now show that C(w) = 1:

• From the transcript with challenges (c, p), we obtain the state of all parties besides Sp; these
will be exactly equal to the values {statec,i}i 6=p computed above. We also derive {msgsi}i∈[n].
Moreover, these values are all consistent with an honest execution of Π by parties {Si}i 6=p
resulting in output 1.

• From the transcript with challenges (c, p′), we can obtain {statec,i}i 6=p′ along with protocol
messages {msgsi}i∈[n] that must be equal to those obtained above. These values are consistent
with an honest execution of Π by parties {Si}i 6=p′ resulting in output 1.

Since the masked input-wire values {ẑα} are fixed in the above, the {statec,i}i∈[n] and the {msgsi}i∈[n]

must all be mutually consistent with an honest execution of Π, beginning with correct state and
effective input w, resulting in output 1. This implies C(w) = 1.

2.3 Additional Optimizations

Here we describe some additional optimizations that can be used to further improve the concrete
performance of our protocol.

Reducing the number of random seeds. In the cth emulation of the preprocessing phase, the
prover generates n seeds seedc,1, . . ., seedc,n from a master seed seed∗c , commits to the n generated
seeds, and then sends n− 1 of those seeds to the verifier. The second step requires (n− 1) · κ bits
of communication.

Motivated by the NNL scheme for stateless revocation [39], we observe that we can reduce
the communication by generating the seeds in a more structured way. Namely, imagine labeling
the root of a binary tree of depth log n with seed∗c , and then inductively labeling the children
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ρ = 128 ρ = 256

n 4 8 16 32 64 128 4 8 16 32 64 128

M 218 252 352 462 631 916 456 533 781 1024 1662 2540
τ 65 44 33 27 23 20 129 87 65 53 44 38

Table 1: Sample values of M , n, and τ to achieve statistical security ρ ∈ {128, 256}. M is the
number of executions simulated by the prover; n is number of parties in the MPC protocol; τ is
the number of executions of the online phase of the MPC protocol.

of each node with the output of a pseudorandom generator applied to the node’s label. The
{seedc,i}i∈[n] will be the labels of the n leaves of the tree. To reveal {seedc,i}i 6=p, it suffices to reveal
the labels on the siblings of the path from the root of the tree to leaf p. Those labels allow the
verifier to reconstruct {seedc,i}i 6=p while still hiding seedc,p. Applying this optimization reduces the
communication complexity to κ · log n for revealing the seeds used by the n− 1 opened parties.

We can, in fact, apply the same idea to the master seeds {seed∗j}mj=1 used for the different
emulations of the preprocessing phase; this reduces the communication required to reveal all-but-
one of those seeds in Round 3 from (m − 1) · κ bits to κ · logm bits. Looking ahead to the
next optimization, we remark that we are not limited to revealing all-but-one of the leaf labels;
more generally, the scheme just described supports revealing all-but-τ of the leaf labels using
communication at most κ · τ log m

τ bits (cf. [39]).

Beating parallel repetition. The basic protocol analyzed in the previous section has soundness
error max{ 1

m ,
1
n}; we can achieve soundness error 2−ρ by running τ = ρ

log min{m,n} independent,
parallel repetitions of the basic protocol. This would require τm emulations of the preprocessing
phase, followed by τ executions of an n-party protocol.

We can do better by performing a more general cut-and-choose over the emulations of the
preprocessing phase. That is, the prover now runs M emulations of the preprocessing phase and
the verifier selects M − τ of those to check; the remaining τ executions of the preprocessing phase
are then used to run τ (independent) instances of Π. Each of those instances of Π is then verified
by revealing the view of all-but-one party as before. If a cheating prover generates k ≥ M − τ
correct emulations of the preprocessing phase and M − k incorrect emulations, then its probability

of successfully passing the first phase of the proof is at most
(

k
M−τ

)
·
(
M

M−τ
)−1

; conditioned on

passing the first phase, its probability of passing the second phase is at most 1/nk−M+τ . The
soundness error is therefore

ε(M,n, τ)
def
= max

M−τ≤k≤M

{ (
k

M−τ
)(

M
M−τ

)
· nk−M+τ

}
. (1)

In Table 1 we show some values of M,n, and τ that give soundness 2−128 or 2−256. (In each
case, for fixed choice of n we find M, τ with minimum τ for which ε(M,n, τ) is below the desired
soundness error.) For an interactive protocol, soundness 2−40 may be sufficient; however, for our
later applications to non-interactive protocols better soundness is needed.
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A 3-round HVZK proof

Inputs: Both parties have a circuit C; the prover also holds w with C(w) = 1. Values M,n, τ
are parameters of the protocol.

Round 1 For each j ∈ [M ], the prover does:

1. Choose uniform seed∗j ∈ {0, 1}κ and use it to generate values seedj,1, rj,1, . . .,

seedj,n, rj,n. Also compute auxj ∈ {0, 1}|C| as described in the text. For i = 1, . . . , n−1,
let statej,i := seedj,i; let statej,n := seedj,n‖auxj .

2. For i ∈ [n], compute comj,i := Com(statej,i; rj,i).

3. The prover simulates the online phase of the n-party protocol Π (as described in
the text) using {statej,i}i, beginning by computing the masked inputs {ẑj,α} (based
on w and the {λj,α} defined by the preprocessing). Let msgsj,i denote the messages
broadcast by Si in this protocol execution.

4. Let hj := H(comj,1, . . . , comj,n) and h′j := H({ẑj,α},msgsj,1, . . . ,msgsj,n, rj), where
rj ∈ {0, 1}κ is uniform.

Compute h := H(h1, . . . , hM ) and h′ := H(h′1, . . . , h
′
M ) and send h∗ := H(h, h′) to the

verifier.

Round 2 The verifier chooses a uniform τ -sized set C ⊂ [M ] and P = {pj}j∈C where each
pj ∈ [n] is uniform. Send (C,P) to the prover.

Round 3 For each j ∈ [M ] \ C, the prover sends seed∗j , h
′
j to the verifier.

For each j ∈ C, the prover sends {statej,i, rj,i}i 6=pj , comj,pj , {ẑj,α}, rj , and msgsj,pj to the
verifier.

Verification The verifier accepts iff all the following checks succeed:

1. For every j ∈ C, i 6= pj , the verifier uses statej,i and rj,i to compute comj,i. It then
computes hj := H(comj,1, . . . , comj,n).

2. For j ∈ [M ] \ C, the verifier uses seed∗j to compute hj as an honest prover would. It
then computes h := H(h1, . . . , hM ).

3. For each j ∈ C, the verifier simulates an execution of Π among the {Si}i 6=pj
using {statej,i}i 6=pj , masked input-wire values {ẑj,α}, and msgsj,pj . This yields

{msgsi}i 6=pj and an output bit b. The verifier checks that b
?
= 1 and computes

h′j := H({ẑj,α},msgsj,1, . . . ,msgsj,n, rj) as well as h′ := H(h′1, . . . , h
′
m).

4. The verifier checks that H(h, h′)
?
= h∗.

Figure 2: Our 3-round HVZK proof.
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2.4 A 3-Round Protocol

For applications where an interactive proof suffices, the 5-round protocol described previously can
be used. If a non-interactive proof is needed, however, then it is easier to start with a 3-round
protocol. (Although it is possible to apply the Fiat-Shamir transform to any constant-round,
public-coin, HVZK protocol [1], we obtain better efficiency for a given security level by starting
with a 3-round protocol.) We present a 3-round version of our proof here.

The high-level idea of our 3-round variant is to have the prover now simulate the online phase of
Π for every emulation of the preprocessing phase, and then commit to all the resulting executions.
The verifier then challenges the prover to open some of the preprocessing phases, as well as all-
but-one party from each of the unopened preprocessing phases, as before. The modified protocol
is shown in Figure 2. In that figure, we also incorporate the cut-and-choose optimization discussed
in the previous section. A proof of the following theorem relies on the same ideas as in the proof
of Theorem 2.1, and so is omitted.

Theorem 2.2. Let H be collision-resistant, and let Com be a secure commitment scheme. Then
the protocol in Figure 2 is an honest-verifier ZK proof of knowledge with soundness/knowledge
error ε(M,n, τ).

As mentioned in the previous section, instead of computing h′ := H(h′1, . . . , h
′
M ) the prover

can compute h′ as the root of a Merkle tree with the {h′j} as leaves. Then, in the third round it

suffices for the prover to send at most τ log M
τ values instead of sending the M − τ values {h′j}j /∈C .

Applying this optimization, assuming commitment is done using a random oracle as described in
the next section, and assuming the output length of H is 2κ bits, the communication complexity
of our protocol is at most

2κ+ τ · log
M

τ
· 3κ+ τ · (κ log n+ 2|C|+ |w|+ 3κ)

bits.

3 Removing Interaction

In this section we describe how our 3-round protocol can be converted into a general NIZKPoK
as well as a signature scheme. We also report on implementations of the resulting schemes. We
implemented our protocol in C++ and will make the code available as open-source. All experiments
(here and in Section 4) were carried out using a single core of an Intel Xeon E5-2666v3 CPU running
at 2.9 GHz.

3.1 An NIZKPoK

We can apply the Fiat-Shamir transform [23] to our 3-round protocol to obtain a non-interactive
ZKPoK. In more detail, in this modified proof system the prover will compute the first-round
message as before, and then derive a challenge by hashing the first message using a hash function
G modeled as a random oracle. The proof then consists of the first-round message plus the response
to that challenge; it can be verified in the standard way.
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Circuit size: 1,000 10,000 100,000

|σ| ttotal tonline |σ| ttotal tonline |σ| ttotal tonline

n = 64 37 KB 128 ms 10 ms 136 KB 851 ms 220 ms 1126 KB 7865 ms 2207 ms
n = 32 39 KB 51 ms 7 ms 159 KB 420 ms 149 ms 1351 KB 4015 ms 1498 ms
n = 16 44 KB 28 ms 7 ms 190 KB 250 ms 105 ms 1652 KB 2408 ms 1039 ms
n = 8 50 KB 16 ms 4 ms 246KB 190 ms 87 ms 2203 KB 1886 ms 883 ms

Table 2: Performance of our NIZKPoK. Parameters of all schemes were set to achieve 128-bit
quantum security, as discussed in the text. |σ| is the proof size; ttotal is the total computation time;
tonline is the online time.

Zero-knowledge of the resulting non-interactive proof system (in the random-oracle model) fol-
lows immediately from the fact that the 3-round interactive protocol is honest-verifier zero knowl-
edge. Soundness—or, equivalently, the fact that the proof system is a proof of knowledge—can
be proved using standard results about the Fiat-Shamir transform [42]. Directly applying those
results unfortunately results in a relatively loose concrete-security bound due to use of the “forking
lemma.” We discuss later how we can obtain a better concrete-security reduction.

Security against quantum algorithms. The preceding analysis assumes a classical attacker. We
are not aware of any quantum attacks on our NIZKPoK that perform better than classical attacks,
other than for quantum attacks on the underlying primitives (e.g., preimage attacks using Grover’s
algorithm, or better collision-finding attacks) that can be handled by simply increasing parameters.
It is in this sense that we claim “post-quantum” security for our NIZKPoK. Nevertheless, we
note that there are no known proofs of security for the Fiat-Shamir transform against quantum
adversaries, except in some special cases [46, 18].

It is possible to apply Unruh’s transformation [45] to our 3-round proof to obtain a non-
interactive scheme with provable security against quantum attacks (in the quantum random-oracle
model); this was done in the Picnic submission [15]. We are currently exploring the impact of this
on the efficiency of our scheme.

Implementation optimizations. One potential source of overhead in our scheme is the large
number of parties in the underlying MPC protocol. To reduce the impact of this, we utilize bit-
level parallelization by packing all parties’ shares into one word. This is efficient because most of
the computations on parties’ shares are identical, and therefore SIMD-friendly. This optimization
works regardless of the topology of the circuit C.

Note, however, that each party’s share is generated from a different seed, and so that step
is not compatible with bit-packing. To address this, our implementation uses efficient bit-matrix
transposition based on SSE instructions [47, 34]: namely, we first generate a matrix of random
bits contiguously aligned in memory, where each row is generated from one random seed, and then
apply bit-level matrix transposition such that each column is a word containing one share of each
party. Now, operating on shares of all parties takes only one instruction.

Our MPC protocol is designed in the preprocessing model. We can leverage this feature in our
resulting proof system so as to allow the prover to perform most of its computation in an offline
phase before the witness is known: specifically, the prover can compute h (cf. Figure 2) without
knowledge of w. Note that for other MPC-in-the-head proof systems where the underlying MPC
protocol does not use preprocessing, most of the prover’s computation cannot be done before the
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witness is known because the prover cannot begin emulating the MPC protocol without knowing
the witness.

Improved commitments. In our protocol we use a commitment scheme to hide the states of
the parties following the preprocessing phase. If we are willing to model H as a random oracle,
we can streamline things by observing that all committed values have min-entropy at least κ
(see further discussion below) and can thus be committed by direct evaluation of H (i.e., we
may set comj,i := H(statej,i)). For the same reason, we can also omit rj . These optimizations
reduce communication since no additional randomness is needed for decommitment. We use these
optimizations for the performance results reported in this paper.

We stress that implementing commitments in this way is no longer zero knowledge: in particular,
it is possible to verify a guess for w given n−1 of the parties’ states, a deterministic commitment to
the remaining party’s state, and the transcript of the online execution of the protocol. Nevertheless,
for our primary application to signatures (where w is hard for the attacker to compute), this form
of commitment suffices.

Interestingly, we observe that once commitments are done in this way, then it is possible to
extract (with high probability) a valid witness w from a successful forgery without any rewinding
at all; by avoiding the forking lemma, we thus obtain a tighter security reduction. In a bit more
detail: consider some attacker A making qG queries to the hash function G. (Recall G is the
hash used for the Fiat-Shamir transform.) Each time A makes a query of the form G(h∗), where
h∗ represents a first-round message in the 3-round protocol, the previous H-queries made by A
define3 values corresponding to M executions of the entire protocol Π (i.e., both the preprocessing
phase and the online phase). If any of those M executions is “correct,” then that execution defines
a value w such that C(w) = 1, i.e., a witness is extracted. Otherwise, the probability that the
response to that G-query allows A to generate a valid proof is bounded by ε(M,n, τ). The overall
probability that A can generate a valid proof, yet a witness cannot be extracted, is thus dominated
by qG · ε(M,n, τ). (A full analysis would also take into account the negligible-probability events
from footnote 3. Details will be given in the full version.) Chase et al. do not claim tight security
for the non-interactive version of ZKB++, and this observation is, to the best of our knowledge,
new to our work.

Computation/communication trade off. In Table 2 we show the proof size and running time
of the prover for circuits of various sizes. (A comparison to prior work is given below.) For
computation time, we show both the total time (ttotal) to compute a proof, as well as the online
time (tonline), assuming all witness-independent work is done by the prover during an offline phase.
The running time of the verifier is always roughly the same as the (total) running time of the prover,
and so we do not report it. In all cases we set the parameters of the protocols so as to achieve 128-
bit security against known quantum attacks; in particular, we use SHA-256 as the hash function
and AES-256 for pseudorandom number generation, and set M,n, τ so that ε(M,n, τ) ≤ 2−256.

Interestingly, our protocol offers the ability to trade off communication and computation by
varying n. We show the effect of this in Table 2. By increasing n from 8 to 64, we can reduce the
proof size almost by half; however, this results in a 4× slowdown in the computation. Nevertheless,
there may be applications that prefer to optimize proof length vs. computation time, or vice versa.

3It is possible that A has not made H-queries defining those values, but in that case it is easy to see that the
probability A is able to use the response from the G-query to generate a valid proof is negligible. Alternately, a hash
collision would mean that the values are ill-defined; such collisions occur with negligible probability.
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Figure 3: Proof size of ZKB++, Ligero, and our protocols. Observe that our protocol yields the
smallest proof size for circuits containing ≈300–100,000 AND gates.

Scheme |σ| Gen Sign Vrfy |sk| |pk| Assumption

This paper (n = 64) 38.5 KB 0.01 ms 129 ms 129 ms 32 B 64 B random-oracle model
This paper (n = 16) 45.9 KB 0.01 ms 28 ms 28 ms 32 B 64 B random-oracle model

ZKB++ [16] 118.5 KB 0.01 ms 25 ms 17 ms 32 B 64 B random-oracle model
SPHINCS-256 [9] 41 KB 0.82 ms 13 ms 0.58 ms 1088 B 1056 B collision-resistant hashing

Table 3: Performance of signature schemes with 128-bit quantum security. We report times for key
generation, signing, and verification, as well as the lengths of the signature σ, private key sk, and
public key pk.

Comparison to prior work. We compare the performance of our scheme to the most relevant
prior work, namely, ZKB++ and Ligero. As in those works, we view the size of the resulting proofs
as the primary metric of interest and so focus on that.

At the time of this writing, neither ZKB++ nor Ligero is available as an open-source implemen-
tation: ZKB++ (and Picnic) is only available as a signature scheme rather than as a full-fledged
NIZKPoK, and code for Ligero is not available. We calculate communication complexity based on
equations provided in the original papers [16, 4], but are unable to report on the computational
time required by the other protocols.

For a circuit having |C| AND gates, the proofs in our NIZKPoK have length O(κ · |C|/ log n)
whereas those in ZKB++ have length O(κ · |C|). Since in our scheme n can vary (in contrast to
ZKB++ which fixes n = 3), we can obtain asymptotically shorter proofs. More importantly, as
discussed below, we obtain concretely shorter proofs than in ZKB++ for medium-size circuits even
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when we fix n ∈ {16, 64} as we do in our experiments.
The communication complexity of our scheme is asymptotically worse than that of Ligero,

which has proofs of size O(κ ·
√
|C| log |C|). However, the computational complexity of the prover

in Ligero is O(|C| log2 |C|), which is significant for large circuits. In contrast, the computational
complexity of the prover in our protocol (after applying all the optimizations described in the text)
is O(|C|). Concretely, we note that in our protocol all operations can use hardware acceleration,
whereas Ligero requires field operations that are expected to be much slower.

Notwithstanding the fact that the communication complexity in Ligero is asymptotically better
than in ours, there is a range of circuit sizes for which the concrete communication of our protocol
is best. This is demonstrated in Figure 3, where we plot the communication complexity of ZKB++,
Ligero4, and our protocol (for two different values of n) as the circuit size varies, for a fixed input
length |w| = 256. (In all cases, parameters were set so as to achieve 128-bit quantum security.)
Figure 3 shows that for very small circuits (below ≈ 300 AND gates), ZKB++ offers the lowest
communication complexity; for very large circuits (above ≈ 100, 000 AND gates), Ligero is best.
But in the range of 300–100,000 AND gates, our protocol outperforms both of those. This range
captures many circuits of cryptographic interest, including those used in our signature scheme and
the more advanced schemes introduced in Section 4.

3.2 A Post-Quantum Signature Scheme

As in the work of Chase et al. [16, 15], we can use our NIZKPoK to obtain a signature scheme
whose security is based on symmetric-key primitives only. Specifically, the private key is a uniform
value k ∈ {0, 1}κ; the public key is y := PRFk(0

κ), where PRF is a block cipher; and a signature
is an NIZKPoK of k, where the message being signed is included as input to the hash function G
used to compute the challenge. For 128-bit quantum security, we use a block cipher with 256-bit
key and block length.

We implemented the resulting signature scheme, instantiating PRF with the LowMC block
cipher [3] that was designed to be efficient for MPC applications. Our implementation was meant
to enable an “apples-to-apples” comparison to the signature scheme of Chase et al. [16] at a 128-bit
quantum security level. In particular, we use the same hash function, pseudorandom generator,
and instantiation of PRF as they do.

In Table 3 we display the performance of our scheme and compare it to other post-quantum
signatures based on symmetric-key primitives. Performance numbers for the ZKB++ signature
scheme were obtained from a most recent technical report [41] that is slightly better than what
is reported in [16].5 For our scheme, we report performance for n = 16 and n = 64. We find
that both versions of our scheme achieve better signature length compared to the scheme of Chase
et al., with an improvement of 2.6–3×. The running time of our scheme is comparable to their
scheme when n = 16. When n = 64, our running time is noticeably worse, but nevertheless still
practical. Interestingly, the signature length of our scheme is even competitive with hash-based
signature schemes (not constructed using NIZKPoKs); in particular, when n = 64 our signatures
are 6% shorter than those of SPHINCS-256 [9].

4Numbers for Ligero are conservative estimates; their paper only considers 40-bit security in an interactive setting.
5We take the numbers for the version of their scheme using the same LowMC circuit we use.
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4 Constructing Ring and Group Signatures

To highlight the flexibility and power of our NIZKPoK, we also use it to build efficient ring/group
signatures based on symmetric-key primitives alone.6 To the best of our knowledge, the resulting
schemes are the most efficient constructions of these primitives that can claim to offer post-quantum
security.

4.1 Ring Signatures

Ring signatures were introduced by Rivest, Shamir, and Tauman [44]. Roughly, they allow a user
to adaptively define a ring R of users (of which it is a member), and then generate a signature
that can be verified as having been generated by some user in that ring (without revealing precisely
which one). Importantly, this can be done without the involvement of the other users in the ring.

Formally, a ring signature scheme consists of three probabilistic polynomial-time algorithms
(Gen, Sign,Vrfy) defined as follows:

• The key-generation algorithm Gen takes as input the security parameter κ and generates
public key pk and associated private key sk.

• The signing algorithm Sign takes as input a set (or “ring”) R = {pki} of distinct public keys,
a secret key sk corresponding to one of the public keys in R, and a message M . It outputs a
signature σ.

• The verification algorithm Vrfy takes as input a ring R of distinct public keys, a message M ,
and a signature σ. It outputs a single bit indicating acceptance or rejection.

Correctness requires that for any collection of keys {(pki, ski)}i∈[`] output by Gen, any message M ,
and any j ∈ [`], we have

Vrfy({pki},M, Sign({pki}, skj ,M)) = 1.

Ring signatures have two security requirements: unforgeability and anonymity. We present formal
definitions below, following Bender et al. [8].

Unforgeability. Intuitively, unforgeability means that an adversary not in R should not be able
to generate a valid signature σ on a message M relative to a ring R unless some honest user in R
had previously signed M (relative to the same ring) [8, Definition 8].

Definition 4.1. Ring signature scheme (Gen, Sign, Vrfy) is unforgeable if, for any ppt adversary
A and any polynomial `, the probability that A succeeds in the following experiment is negligible
in κ:

1. Keys {(pki, ski)}`i=1 are generated by Gen(1κ). The public keys S
def
= {pki}`i=1 are given to A.

2. A may query an oracle Sign′(·, ·, ·), where Sign′(R, i,M) (with pki ∈ R) outputs Sign(R, ski,M).
(Note that we do not require R ⊆ S.)

3. A may also query a corruption oracle Corrupt that on input i returns ski. If A queries
Corrupt(i) then we say that pki is corrupted. We let C be the set of corrupted public keys at
the end of the experiment.

6Note that group signatures with full anonymity imply public-key encryption [2], and thus the group signatures
we construct will meet a slightly weaker definition.
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4. A outputs M∗, R∗, σ∗. It succeeds if (1) Vrfy(R∗,M∗, σ∗) = 1; (2) R∗ ⊆ S \ C; and (3) A
never queried Sign′(R∗, ?,M∗).

Anonymity. Intuitively, anonymity ensures that a valid signature with respect to a ring R does
not reveal which secret key (corresponding to some public key in R) was used to generate the
signature. Our definition is based on [8, Definition 5], slightly simplified for our context.

Definition 4.2. Ring signature scheme (Gen, Sign, Vrfy) is anonymous if, for any ppt adversary
A and any polynomial `, the probability that A succeeds in the following experiment is at most
1/2 + negl(κ):

1. Keys {(pki, ski)}`i=1 are generated by Gen(1κ) and all keys (both public and private) are given
to A.

2. A outputs a message M , a ring R, and i0, i1 ∈ [`]. A uniform b ∈ {0, 1} is chosen, and A is
given Sign(R′, skib ,M), where R′ = R ∪ {pki0 , pki1}.

3. A outputs a bit b′, and succeeds if b′ = b.

Constructing a ring signature scheme. The main idea is to generate a ring signature with
respect to a ring R by generating an NIZKPoK of the secret key corresponding to one of the public
keys in R. The main question is how to do so while reducing the size of the proof as much as
possible.

A naive solution to building a ring signature scheme, based on the signature scheme from the
previous section, is as follows. As before, key generation chooses a uniform key k ∈ {0, 1}κ; the
corresponding public key is y := PRFk(0

κ). Given a ring R = {yi}`i=1 of public keys, let C be the
circuit that takes as input a key k and outputs 1 iff PRFk(0

κ) = yi for some i. (Alternately, it can
take as input k, i and output 1 iff PRFk(0

κ) = yi. This does not materially affect the parameters.)
A signature will then be an NIZKPoK of an input ki such that C(ki) = 1. The size of C (and hence
the size of a signature) grows linearly in ` = |R|.

Efficiency can be improved using a Merkle tree. Given a ring R as before, we define a (public)
mechanism for computing a Merkle root h∗ starting from values y1, . . . , y` at the leaves; assume
for simplicity that ` = 2q for some integer q. Let C be a circuit that takes as input k, i, and an
auxiliary value path; computes y := PRFk(0

κ); and then outputs 1 if path is a valid Merkle proof
(with respect to root h∗) for value y at leaf i. As before, a signature is an NIZKPoK of an input
for which C evaluates to 1. Importantly, the size of C (and hence the signature length) is now only
logarithmic in `.

Anonymity of the scheme is ensured by the zero-knowledge property of the NIZKPoK. Given
an adversary who forges a signature for some ring R∗ of uncorrupted keys (and assuming the hash
function used for the Merkle tree is collision-resistant), we can use the knowledge extractor of the
NIZKPoK to extract k, i such that PRFk(0

κ) = yi for some uncorrupted party i. That is, the
adversary is able to find a private key for some uncorrupted party, which happens with negligible
probability. As in the previous section, since the scheme relies on symmetric-key primitives alone
it can be said to offer post-quantum security. We refer to Section 4.3 for a performance evaluation
of the scheme.
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Ring/group size: 27 210 213

|σ| t |σ| t |σ| t

Derler et al. [21] 982 KB — 1.35 MB — 1.72 MB —
Here 285 KB 2.0 s 388 KB 2.8 s 492 KB 3.6 s

Boneh et al. [12] 1.37 MB — 1.85 MB — — —
Here 315 KB 2.3 s 418 KB 3.0 s 532 KB 3.8 s

Table 4: Performance of our ring/group signature schemes, and comparison to prior work. |σ| is
the signature size, and t is the signing/verification time. The top two schemes are ring signatures;
the bottom two are group signatures.

4.2 Group Signatures

A group signature scheme [17] also allows users in a group to sign messages without revealing
their identity (beyond the fact that they belong to the group). The main differences between
group signatures and ring signatures are that (1) in the context of group signatures, a group
manager determines membership in the group; and (2) the group manager has the ability to
violate anonymity by tracing the user who generated a given signature.

We focus on the case of static groups for simplicity. Formally, a group signature scheme consists
of four probabilistic polynomial-time algorithms (Gen,Sign,Vrfy,Open) with the following function-
ality:

• The key-generation algorithm Gen takes as input the security parameter κ and the number
of group members `, and generates a master public key gpk, master private key gmsk, and
signing keys gsk1, . . . , gsk`.

• The signing algorithm Sign takes as input a signing key gski and a message M , and outputs
a signature σ.

• The verification algorithm Vrfy takes as input the master public key gpk, a message M , and
a signature σ. It outputs a bit indicating acceptance or rejection.

• The tracing algorithm Open takes as input the master private key gmsk, a message M , and
a signature σ. It outputs an index i ∈ [`] or a failure symbol ⊥.

Correctness requires that for any gpk, gmsk, gsk1, . . . , gsk` output by Gen, any message M , and any
i ∈ [`], we have

Vrfy(gpk,M, Sign(gski,M)) = 1

and
Open(gmsk,M, Sign(gski,M)) = i.

Bellare et al. [6] define two security requirements for group signatures: traceability and anonymity.
We follow their definitions here with some differences described below.

Traceability. The traceability property requires that an attacker who colludes with some set C
of group members cannot output a valid signature that fails to be traced by the group manager to
some member of C.
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Definition 4.3. Group signature scheme (Gen, Sign,Vrfy,Open) is traceable if, for any ppt ad-
versary A and any polynomial `, the probability that A succeeds in the following experiment is
negligible in κ:

1. Keys gpk, gmsk, gsk1, . . . , gsk` are output by Gen(1κ, 1`), and gpk, gmsk are given to A.

2. A may query an oracle Sign′(·, ·), where Sign′(i,M, ) outputs Sign(gski,M).

3. A may also query a corruption oracle Corrupt that on input i returns gski; in this case we
say that user i is corrupted. We let C denote the set of corrupted users at the end of the
experiment.

4. A outputs M,σ, and succeeds if: (1) Vrfy(gpk,M, σ) = 1; (2) Open(gmsk,M, σ) 6∈ C; and
(3) the adversary never made a query Sign′(?,M).

As shown by Bellare et al. [6], traceability implies unforgeability (simply consider C = ∅ in
the above definition). One could also consider a weaker definition of traceability (that still implies
unforgeability) in which gmsk is not given to the adversary. Our scheme can be made more efficient
if that weaker definition suffices.

Anonymity. As in the case of ring signatures, anonymity implies that a valid signature does not
reveal the user who generated that signature (except to the group manager who holds gmsk); this
should hold even if the adversary is given access to a tracing oracle to which it can submit any
other signature. The notion of full anonymity considered by Bellare et al. [6] requires signatures
produced by a user i to remain anonymous even if the secret key gski of that user is known to the
adversary. A weaker notion [14] requires anonymity only for uncorrupted users. Previous work [2]
shows that fully anonymous group signatures imply public-key encryption. Since our goal is to
construct a scheme based on symmetric-key primitives alone, we consider the weaker notion of
anonymity here.

Definition 4.4. Group signature scheme (Gen, Sign,Vrfy,Open) satisfies weak anonymity if, for
any ppt adversary A and any polynomial `, the probability that A succeeds in the following exper-
iment is at most 1/2 + negl(κ):

1. Keys gpk, gmsk, gsk1, . . . , gsk` are output by Gen(1κ, 1`), and gpk is given to A.

2. A is given access to the following oracles:

• A signing oracle that on input M, i outputs Sign(gski,M).

• A corruption oracle that on input i outputs gski. We let C denote the set of queries made
by A to this oracle at the end of the experiment.

• A tracing oracle that outputs Open(gmsk,M, σ).

3. At some point, A outputs a message M∗ and i0, i1 ∈ [`]. Then a uniform b ∈ {0, 1} is chosen,
σ∗ ← Sign(gskib ,M) is computed, and A is given σ∗.

4. A may continue to query all the oracles above, except that it may not query its tracing oracle
on M∗, σ∗.

5. A outputs a bit b′, and succeeds if i0, i1 6∈ C and b′ = b.
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Constructing a group signature scheme. Analogous to our construction of a ring signature
scheme, the basic idea here is for a user to generate a signature by generating an NIZKPoK of a
secret key corresponding to the group public key. Here, however, we must also ensure traceability,
which adds additional complications.

Assume for simplicity that ` = 2q for some integer q. In our scheme, the private key gski of a
user now includes two uniform and independent keys k0

i , k
1
i ; we set ybi := PRFkbi

(0κ). The master

private key gmsk consists of the {k0
i } but, importantly, does not include the {k1

i }. A Merkle root
h∗ is then computed for the Merkle tree with values (y0

1, y
1
1), . . . , (y0

` , y
1
` ) at the ` leaves of the tree.

The master public key is h∗, and the private key gski of a user includes the Merkle proof (with
respect to h∗) for (y0

i , y
1
i ).

Let Cx,y be a circuit that has values x, y hardcoded; takes as input k0, k1, i, and an auxiliary
value path; computes y0 := PRFk0(0κ) and y1 := PRFk1(0κ); and then outputs 1 iff y = PRFk0(x)
and path is a valid Merkle proof (with respect to h∗) for the value (y0, y1) at leaf i. To sign a
message M , a user i holding k0

i , k
1
i computes y = PRFk0i

(H(M)) and then generates an NIZKPoK
of an input for which the circuit CH(M),y outputs 1; the signature includes both y and the resulting
proof. Tracing is done by finding the key k0

i for which PRFk0i
(H(M)) = y. We refer to Section 4.3

for a performance evaluation of the scheme.
Traceability and weak anonymity of the above construction follows using standard techniques;

we omit the details.

4.3 Implementation and Performance

We implemented the ring and group signature schemes described in the previous sections, using
our NIZKPoK from Section 3.1 with n = 64 so as to optimize the signature length. As previously,
we target 128-bit quantum security. Both of our schemes involving constructing a circuit that can
verify a Merkle path, which requires several hash-function computations. To minimize the circuit
size, we derived a fixed-length hash function mapping 512-bit inputs to 256-bit outputs by applying
the Davies-Meyer construction to the LowMC cipher with 256-bit key/block size. (This matches
what was done in concurrent work [21, 12] mentioned below.) We summarize the performance of
our schemes in Table 4.

The signature length in our ring signature scheme asymptotically matches what is achieved by
the state-of-the-art, lattice-based ring signature scheme by Libert et al. [36], but the concrete effi-
ciency of our scheme (both in terms of communication and computation) appears to be significantly
better. (Libert et al. do not provide an implementation of their scheme.) As compared to their
scheme, ours has the advantage of not having to rely on trusted public parameters.

Recent work by Ling et al. [37] gives a group signature scheme based on lattices for which the
signature size is independent of the number of users in the group. However, they do not investigate
the concrete efficiency of their scheme, and it appears that our scheme will out-perform theirs for
practical settings of the parameters.

Some concurrent works [21, 12] have proposed constructions of ring and group signature schemes
based on ideas similar to ours, but using ZKB++ as the underlying NIZKPoK. As shown in Table 4,
by using our NIZKPoK in place of ZKB++ we are able to generate signatures roughly 3.5–4.4×
shorter than in their work. (They do not provide implementations, so we are unable to determine
the running times for their schemes.)
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5 Conclusion

We show here a new construction of a “post-quantum” NIZKPoK with shorter proof size than in
prior work. We also explored applications of our work in the context of various signature schemes.
It remains interesting to explore other applications of our work, e.g., to smart contracts and/or
verification of arithmetic circuits.
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A Proof of Security for the Signature Scheme

In this section, we give a dedicated proof of security for the signature scheme constructed using
our ideas. In doing so, our goals are both to give a complete proof (taking into account certain
optimizations mentioned in the text), as well as to highlight the concrete-security bound we obtain.

We abstract our scheme by assuming that the key-generation algorithm Gen outputs a pair
(C,w) with C(w) = 1, where we view C as the public key and w as the private key. We assume
|C| ≥ κ and w ∈ {0, 1}κ. Our hardness assumption is that, given C as output by Gen, it is hard to
find w′ for which C(w′) = 1. More formally, we say that Gen is (t, ε)-one way if for all adversaries
A running in time at most t we have

Pr[(C,w)← Gen;w′ ← A(C) : C(w′) = 1] ≤ ε.
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Signing

Keys: The public key is a circuit C; the private key is a value w for which C(w) = 1. Values
M,n, τ are parameters of the protocol.

To sign message m, the signer does the following.

Step 1 For each j ∈ [M ]:

1. Choose uniform seed∗j ∈ {0, 1}κ and use it to generate values seedj,1, . . ., seedj,n with

a PRG. Also compute auxj ∈ {0, 1}|C| as described in the text. For i = 1, . . . , n − 1,
let statej,i := seedj,i; let statej,n := seedj,n‖auxj .

2. For i ∈ [n], compute comj,i := H0(statej,i).

3. The signer runs the online phase of the n-party protocol Π (as described in the text)
using {statej,i}i, beginning by computing the masked inputs {ẑj,α} (based on w and
the {λj,α} defined by the preprocessing). Let msgsj,i denote the messages broadcast
by Si in this protocol execution.

4. Let hj := H1(comj,1, . . . , comj,n) and h′j := H2({ẑj,α},msgsj,1, . . . ,msgsj,n).

Step 2 Compute (C,P) := G(m,h1, h
′
1, . . . , hM , h

′
M ), where C ⊂ [M ] is a set of size τ , and

P = {pj}j∈C with pj ∈ [n]. The signature includes (C,P).

Step 3 For each j ∈ [M ]\C, the signer includes seed∗j , h
′
j in the signature. Also, for each j ∈ C,

the signer includes {statej,i}i 6=pj , comj,pj , {ẑj,α}, and msgsj,pj in the signature.

Figure 4: The signing algorithm in our signature scheme.

Theorem A.1. Suppose the PRG used is (t, εPRG)-secure, Gen is (t, εOW )-one-way. and that the
MPC protocol described in the next section is (t, εΠ)-secure. Model H0, H1, H2, and G as random
oracles where H0, H1, H2 have 2κ-bit output length. Then any attacker carrying out an adaptive
chosen-message attack on the scheme of Figure 4, running in time t, making qs signing queries,
and making q0, q1, q2, qG queries, respectively, to the random oracles, succeeds in outputting a valid
forgery with probability at most

Pr[Forge] ≤ qs · τ · εPRG +O

(
(q0 + q1 + q2 +Mnqs)

2

22κ

)
+ εOW + qG · ε(M,n, τ) + εΠ,

where

ε(M,n, τ) = max
M−τ≤k≤M

{ (
k

M−τ
)(

M
M−τ

)
· nk−M+τ

}
.

Proof. Fix some attacker A. Let qs denote the number of signing queries made by A; let q0, q1, q2,
respectively, denote the number of queries to H0, H1, H2 made by A, and let qG denote the number
of queries to G made by A. To prove security we define a sequence of experiments involving A,
where the first corresponds to the experiment in which A interacts with the real signature scheme.
We let Pri[·] refer to the probability of an event in experiment i. We let t denote the running time
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Verification

A signature (C,P, {seed∗j , h′j}j 6∈C , {{statej,i}i 6=pj , comj,pj , {ẑj,α},msgsj,pj}j∈C) on a message m is
verified as follows:

1. For every j ∈ C and i 6= pj , set comj,i := H0(statej,i); then compute the value hj :=
H1(comj,1, . . . , comj,n).

2. For j 6∈ C, use seed∗j to compute hj as the signer would.

3. For each j ∈ C, run an execution of Π among the parties {Si}i 6=pj using {statej,i}i 6=pj , {ẑα},
and msgsj,pj ; this yields {msgsi}i 6=pj and an output bit b. Check that b

?
= 1. Then compute

h′j := H2({ẑj,α},msgsj,1, . . . ,msgsj,n).

4. Check that (C,P)
?
= G(m,h1, h

′
1, . . . , hM , h

′
M ).

Figure 5: The verification algorithm in our signature scheme.

of the entire experiment, i.e., including both A’s running time and the time required to answer
signing queries and to verify A’s output.

Experiment 1. This corresponds to the interaction of A with the real signature scheme. In more
detail: first Gen is run to obtain (C,w), and A is given the public key C. In addition, we assume the
random oracles H0, H1, H2, and G are chosen uniformly from the appropriate spaces. A may make
signing queries, which will be answered as in Figure 4; A may also query any of the random oracles.
Finally, A outputs a message/signature pair; we let Forge denote the event that the message was
not previously queried by A to its signing oracle, and the signature is valid. We are interested in
upper-bounding Pr1[Forge].

Experiment 2. We abort the experiment if, during the course of the experiment, a collision in
H0, H1, or H2 is found. Suppose q = max{q0, q1, q2}, then the number of queries to any oracle
throughout the experiment (by either the adversary or the signing algorithm) is at most (q+Mnqs).
Thus,

|Pr1[Forge]− Pr2[Forge]| ≤ 3(q +Mnqs)
2

22κ
.

Experiment 3. Here we modify the way signing is done. Specifically, when signing a message m
we begin by choosing (C,P) uniformly. Steps 1 and 3 of the signing algorithm are computed as
before, but in step 2 we simply set the output of G equal to (C,P). Formally, a signature on a
message m is now computed as follows:

Step 0 Choose uniform (C,P), where C ⊂ [M ] is a set of size τ , and P = {pj}j∈C with pj ∈ [n].

Step 1 For each j ∈ [M ]:

1. Choose uniform seed∗j ∈ {0, 1}κ and use it to generate values seedj,1, . . ., seedj,n and

auxj ∈ {0, 1}|C|. For i = 1, . . . , n− 1, let statej,i := seedj,i; let statej,n := seedj,n‖auxj .
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2. For i ∈ [n], compute comj,i := H0(statej,i).

3. Run the online phase of the n-party protocol Π using {statej,i}i, beginning by computing
the masked inputs {ẑj,α} (based on w and the {λj,α} defined by the preprocessing). Let
msgsj,i denote the messages broadcast by Si in this protocol execution.

4. Let hj := H1(comj,1, . . . , comj,n) and h′j := H2({ẑj,α},msgsj,1, . . . ,msgsj,n).

Step 2 Set G(m,h1, h
′
1, . . . , hM , h

′
M ) equal to (C,P). (I.e., if A subsequently makes the query

G(m,h1, h
′
1, . . . , hM , h

′
M ), return (C,P) as the output.) Include (C,P) in the signature.

Step 3 For each j ∈ [M ] \ C, the signer includes seed∗j , h
′
j in the signature. Also, for each j ∈ C,

the signer includes {statej,i}i 6=pj , comj,pj , {ẑj,α}, and msgsj,pj in the signature.

The only difference between this experiment and the previous one occurs if, in the course of
answering a signing query, the query to G in step 2 was ever made before (by either the adversary
or as part of answering some other signing query). Letting InputCollG denote this event, we have

|Pr3[Forge]− Pr2[Forge]| ≤ Pr3[InputCollG].

Experiment 4. Here we again modify the way signing is done. Now, the signer chooses uniform
{seedj,i}ni=1 for all j ∈ C. That is, signatures are now computed as follows:

Step 0 Choose uniform (C,P), where C ⊂ [M ] is a set of size τ , and P = {pj}j∈C with pj ∈ [n].

Step 1 For each j ∈ [M ]:

1. If j 6∈ C, choose uniform seed∗j ∈ {0, 1}κ and use it to generate values seedj,1, . . ., seedj,n.
If j ∈ C, choose uniform seedj,1, . . ., seedj,n ∈ {0, 1}κ.

2. Compute auxj ∈ {0, 1}|C| based on {seedj,i}i. For i = 1, . . . , n − 1, let statej,i := seedj,i;
let statej,n := seedj,n‖auxj .

3. For i ∈ [n], compute comj,i := H0(statej,i).

4. Run the online phase of the n-party protocol Π using {statej,i}i, beginning by computing
the masked inputs {ẑj,α} (based on w and the {λj,α} defined by the preprocessing). Let
msgsj,i denote the messages broadcast by Si in this protocol execution.

5. Let hj := H1(comj,1, . . . , comj,n) and h′j := H2({ẑj,α},msgsj,1, . . . ,msgsj,n).

Step 2 Set G(m,h1, h
′
1, . . . , hM , h

′
M ) equal to (C,P). (I.e., if A subsequently makes the query

G(m,h1, h
′
1, . . . , hM , h

′
M ), return (C,P) as the output.) Include (C,P) in the signature.

Step 3 For each j 6∈ C, include seed∗j , h
′
j in the signature. For each j ∈ C, include {statej,i}i 6=pj ,

comj,pj , {ẑj,α}, and msgsj,pj in the signature.

It is easy to see that if the pseudorandom generator is (t, εPRG)-secure, then

|Pr4[Forge]− Pr3[Forge]| ≤ qs · τ · εPRG and |Pr4[InputCollG]− Pr3[InputCollG]| ≤ qs · τ · εPRG.

We now bound Pr4[InputCollG]. Fix some previous query (m,h1, h
′
1, . . . , hM , h

′
M ) to G, and look

at a query G(m̂, ĥ1, ĥ
′
1, . . . , ĥM , ĥ

′
M ) made while responding to some signing query. (In the rest of
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this discussion, we will use ·̂ to represent values computed as part of answering that signing query.)
For some fixed j ∈ Ĉ, it is not hard to see that the probability of the event ĥj = hj is maximized if
hj was output by a previous query H1(com1, . . . , comn), and each comi was output by a previous
query H0(statei). (In all cases, the relevant prior query must be unique since the experiment is
aborted if there is a collision in H0 or H1.) In that case, the probability that ĥj = hj is at most

(2−κ + 2−2κ)n + 2−2κ ≤ 2 · 2−2κ

(assuming n ≥ 3), and thus the probability that ĥj = hj for all j ∈ Ĉ is at most 2−τ ·(2κ−1). Taking
a union bound over all signing queries and all queries made to G (including those made during the
course of answering signing queries), we conclude that

Pr4[InputCollG] ≤ qs · (qs + qG) · 2−τ ·(2κ−1).

Experiment 5. Here we again modify the way signing is done. Now:

• For each j ∈ C, choose uniform comj,pj (i.e., without making the corresponding query to H0).

• For each j 6∈ C, choose uniform h′j (i.e., without making the corresponding query to H2).

So, signatures are now computed as follows:

Step 0 Choose uniform (C,P), where C ⊂ [M ] is a set of size τ , and P = {pj}j∈C with pj ∈ [n].

Step 1 For each j ∈ [M ]:

1. If j 6∈ C, choose uniform seed∗j ∈ {0, 1}κ and use it to generate values seedj,1, . . ., seedj,n.
If j ∈ C, choose uniform seedj,1, . . ., seedj,n ∈ {0, 1}κ.

2. Compute auxj ∈ {0, 1}|C| based on {seedj,i}i. For i = 1, . . . , n − 1, let statej,i := seedj,i;
let statej,n := seedj,n‖auxj .

3. For j ∈ C, choose uniform comj,pj ∈ {0, 1}2κ. For all other j, i, set comj,i := H0(statej,i).

4. Run the online phase of the n-party protocol Π using {statej,i}i, beginning by computing
the masked inputs {ẑj,α} (based on w and the {λj,α} defined by the preprocessing). Let
msgsj,i denote the messages broadcast by Si in this protocol execution.

5. Let hj := H1(comj,1, . . . , comj,n). If j ∈ C, set h′j := H2({ẑj,α},msgsj,1, . . . ,msgsj,n);

otherwise, choose uniform h′j ∈ {0, 1}2κ.

Step 2 Set G(m,h1, h
′
1, . . . , hM , h

′
M ) equal to (C,P). (I.e., if A subsequently makes the query

G(m,h1, h
′
1, . . . , hM , h

′
M ), return (C,P) as the output.) Include (C,P) in the signature.

Step 3 For each j 6∈ C, include seed∗j , h
′
j in the signature. For each j ∈ C, include {statej,i}i 6=pj ,

comj,pj , {ẑj,α}, and msgsj,pj in the signature.

The only difference between this experiment and the previous one occurs if, during the course
of answering a signing query, statej,pj (for some j ∈ C) is queried to H0 at some other point in the
experiment, or ({ẑj,α},msgsj,1, . . . ,msgsj,n) (for some j 6∈ C) is ever queried to H2 at some other
point in the experiment. Denoting this event by InputCollH , we thus have

|Pr5[Forge]− Pr4[Forge]| ≤ Pr5[InputCollH ].
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Experiment 6. We again modify the signing algorithm. Now, for j ∈ C the signer uses the
simulator for Π (namely, SimΠ) to generate the views of the parties {Si}i 6=pj in an execution of Π
when evaluating C with output 1. This results in values {statej,i}i 6=pj , masked input-wire values
{ẑj,α}, and msgsj,pj . From the respective views, {msgsj,i}i 6=pj can be computed, and hj , h

′
j can be

computed as well. Thus, signatures are now computed as follows:

Step 0 Choose uniform (C,P), where C ⊂ [M ] is a set of size τ , and P = {pj}j∈C with pj ∈ [n].

Step 1 For j 6∈ C:

1. Choose uniform seed∗j ∈ {0, 1}κ and use it to generate values seedj,1, . . ., seedj,n. Compute

auxj ∈ {0, 1}|C| based on {seedj,i}i. For i = 1, . . . , n−1, let statej,i := seedj,i; let statej,n :=
seedj,n‖auxj .

2. For all i, set comj,i := H0(statej,i).

3. Let hj := H1(comj,1, . . . , comj,n). Choose uniform h′j ∈ {0, 1}2κ.

For each j ∈ C:

1. Compute ({statej,i}i 6=pj , {ẑj,α},msgsj,pj ) ← SimΠ(pj). Compute {msgsj,i}i 6=pj based on
this information.

2. Choose uniform comj,pj ∈ {0, 1}2κ. For all other i, set comj,i := H0(statej,i).

3. Let hj := H1(comj,1, . . . , comj,n) and h′j := H2({ẑj,α},msgsj,1, . . . ,msgsj,n).

Step 2 Set G(m,h1, h
′
1, . . . , hM , h

′
M ) equal to (C,P). (I.e., if A subsequently makes the query

G(m,h1, h
′
1, . . . , hM , h

′
M ), return (C,P) as the output.) Include (C,P) in the signature.

Step 3 For each j 6∈ C, the signer includes seed∗j , h
′
j in the signature. Also, for each j ∈ C, the

signer includes {statej,i}i 6=pj , comj,pj , {ẑj,α}, and msgsj,pj in the signature.

Observe that w is no longer used for generating signatures. It is immediate that

|Pr6[Forge]− Pr5[Forge]| ≤ τ · qs · εΠ and |Pr6[InputCollH ]− Pr5[InputCollH ]| ≤ τ · qs · εΠ.

We now bound Pr6[InputCollH ]. For any particular signing query and any j ∈ C, the value
statej,pj has min-entropy at least κ and is not used anywhere else in the experiment. Similarly, for
any j 6∈ C, the value {ẑj,α} has min-entropy at least κ, since the input is κ-bit and they are all
uniform according to the simulator defined in the next section. and is not used anywhere else in
the experiment. Thus,

Pr6[InputCollH ] ≤M · qs · (Mqs + q0 + q2) · 2−κ.

Experiment 7. We first define some notation. At any point during the experiment, we classify a
pair (h, h′) in one of the following ways:

1. If h was output by a previous query H1(com1, . . . , comn), and each comi was output by
a previous query H0(statei) where the {statei} form a valid preprocessing, then say (h, h′)
defines correct preprocessing.
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2. If h was output by a previous query H1(com1, . . . , comn), and each comi was output by a
previous query H0(statei), and h′ was output by a previous query H2({ẑα},msgs1, . . . ,msgsn)
where {statei}, {ẑα}, {msgsi} are consistent with an online execution of Π among all parties
with output 1 (but the {statei} may not form a valid preprocessing), then say (h, h′) defines
correct execution.

3. In any other case, say (h, h′) is bad.

(Note that in all cases the relevant prior query, if it exists, must be unique since the experiment is
aborted if there is ever a collision in H0, H1, or H2.)

In Experiment 7, for each query G(m,h1, h
′
1, . . . , hM , h

′
M ) made by the adversary (where m was

not previously queried to the signing oracle ), check if there exists an index j for which (hj , h
′
j)

defines correct preprocessing and correct execution. We let Invert be the event that this occurs
for some query to G. Note that if that event occurs, the {statei}, {ẑα} (which can be determined
from the oracle queries of the adversary) allow computation of w′ for which C(w′) = 1. Thus,
Pr7[Invert] ≤ εOW .

We claim that
Pr7[Forge ∧ Invert] ≤ qG · ε(M,n, τ).

To see this, assume Invert does not occur. For any query G(m,h1, h
′
1, . . . , hM , h

′
M ) made during

the experiment (where m was not previously queried to the signing oracle), let Pre denote the
set of indices for which (hj , h

′
j) defines correct preprocessing (but not correct execution), and let

k = |Pre|. Let (C,P) be the (random) answer from this query to G. The attacker can only
possibly generate a forgery (using this G-query) if (1) [M ] \ C ⊆ Pre, and (2) for all j ∈ Pre∩C, the
value pj is chosen to be the unique party such that the views of the remaining parties {Si}i 6=pj are

consistent . Since |M \ C| = M − τ , the number of ways the first event can occur is
(

k
M−τ

)
; given

this, there are k − (M − τ) elements remaining Pre ∩ C. Thus, the overall probability with which
the attacker can generate a forgery using this G-query is

ε(M,n, τ, k) =

(
k

M−τ
)
· nM−k(

M
M−τ

)
· nτ

=

(
k

M−τ
)(

M
M−τ

)
· nk−M+τ

≤ ε(M,n, τ) = max
k
{ε(M,n, τ, k)} .

The final bound is obtained by taking a union bound over all queries to G.

A.1 Proof of Security of the Underlying MPC Protocol

Our protocol Π, simulated in the Prover’s head, maintains the invariant that, for each wire in the
circuit, the parties hold the (public) masked value of the wire and an n-out-of-n secret sharing of
the corresponding random mask. Specifically, if we let zα denote the value of wire α in the circuit C
when evaluated on input w, then the parties will hold [λα] (for uniform λα ∈ {0, 1}) along with the

value ẑα
def
= zα ⊕ λα.
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A.2 Summary of the MPC Protocol

Preprocessing phase. The preprocessing phase outputs a seed seedi to each party i ∈ [n], which
will be used to derive longer randomness. In addition, the preprocessing sends aux, a n-bit string
to Pn.

In more detail, for each wire α that is either an input wire of the circuit or the output wire
of an AND gate, the parties are given [λα] which is derived from their own seeds. For an XOR

gate with input wires α, β and output wire γ, define λγ
def
= λα ⊕ λβ; note the parties can compute

[λγ ] locally. Finally, for each AND gate with input wires α, β, the parties are given [λα,β], where

λα,β
def
= λα · λβ. All shares are derived from the seed, except that for party n, its share of [λα,β] is

explicitly included in aux.

Protocol execution. Note that in our setting, where all parties are semi-honest, we can perform
public reconstruction of a shared value [x] by letting each party send its share to a designated party
(e.g., party n) who will reconstruct and broadcast the value.

We assume the parties begin the protocol holding a masked value ẑα for each input wire α.
These masked values, along with the corresponding {λα}, define an effective input to the protocol.
During the online phase of the protocol, the parties inductively compute ẑα for all wires in the
circuit. Specifically, for each gate of the circuit with input wires α, β and output wire γ, where the
parties already hold ẑα, ẑβ, the parties do:

• If the gate is an XOR gate, then the parties locally compute ẑγ := ẑα ⊕ ẑβ.

• If the gate is an AND gate, the parties locally compute

[s] := ẑα[λβ]⊕ ẑβ[λα]⊕ [λα,β]⊕ [λγ ],

and then publicly reconstruct s. Finally, they compute ẑγ := s ⊕ ẑαẑβ. One can verify that
ẑγ = zγ ⊕ λγ .

Once the parties have computed ẑα for the output wire α, the output value zα is computed by
publicly reconstructing λα and then setting zα := ẑα ⊕ λα.

A.3 Proof of Security

The above protocol is secure against an all-but-one corruption in the semi-honest model.

Lemma A.1. Suppose there exists a (t, εPRG)-PRG. Then there exists a simulator for the above
MPC protocol such that no distinguisher running in time t can distinguish between the real-world
execution and ideal-world execution defined by this simulator with better than εPRG probability.

Proof. We first describe a simulator SP (1κ, y, C) that outputs the view of all parties except for P .
Denote the input and output sizes of C are m and l respectively. The simulator works as follows:

1. If P = n, set statei ← {0, 1}k for all i 6= P . Otherwise, set statei ← {0, 1}k, for i 6∈ {n, P}
and set staten ← {0, 1}k+|C|.

2. Pick ẑ ← {0, 1}m, msgsP ← {0, 1}|C|+l.
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3. Use {statei}i 6=P , ẑ and msgsP to simulate the online phase of the MPC protocol until the
output reconstruction step, such that the simulator obtains share of outputs [y] for i 6= P .
Compute [y]P :=

⊕
i 6=P [y]i ⊕ y. Append [y]P to msgsP .

Hybrid1. Same as the real-world protocol, except use true randomness, instead of seed-derived,
for party P . String aux is computed as described in the protocol, based on true randomness.

It is easy to see that the probability of distinguishing Hybrid1 and the real-world protocol in
running time t is no more than εPRG.

Hybrid2. Replace aux in Hybrid1 by uniformly random string of the same length.
If P = n, then aux is not part of the view of the adversary; if P 6= n, then bits of aux are

computed by XORing one bit of randomness from each seed from party i 6= P , then XORing
one bit of randomness from party P (which is uniformly random in Hybrid1). Therefore aux is
uniformly random in Hybrid1.

Therefore, Hybrid1 and Hybrid2 are identical.

Hybrid3. Same as Hybrid2, except that ẑ is changed to uniform string; The last message from
party P is replaced by a message computed from the output as defined in the simulator. In more
detail, use {statei}i 6=P , ẑ and msgsP to simulate the online phase of the MPC protocol locally, such
that in the end, the simulator obtains share of outputs [y]i for i 6= P . Compute [y]P :=

⊕
i 6=P ⊕y.

Replace the last message from party P for reconstructing the output to [y]P .
It is easy to see that ẑ is uniformly random in both hybrids since the share of the mask held

by party P is uniformly random. [y]P is identically distributed in two hybrids given the perfect
correctness of the protocol: in both worlds, [y]P is a deterministic function of the output y and the
messages send by parties other than P .

Therefore, Hybrid3 and Hybrid2 are identical.
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