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Abstract. In this work we analyze the security of cubic cryptographic
constructions with respect to rank weakness. We detail how to extend the
big field idea from quadratic to cubic, and show that the same rank defect
occurs. We extend the min-rank problem and propose an algorithm to
solve it in this setting. We show that for fixed small rank, the complexity
is even lower than for the quadratic case. However, the rank of a cubic
polynomial in n variables can be larger than n, and in this case the
algorithm is very inefficient. We show that the rank of the differential is
not necessarily smaller, rendering this line of attack useless if the rank is
large enough. Similarly, the algebraic attack is exponential in the rank,
thus useless for high rank.
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1 Introduction

The min-rank problem (MR) is, given k m× n matrices and a target rank r, to
determine whether there exists a linear combination of the matrices of rank less
or equal to r. Although NP-complete in its general setting, there are efficient
algorithms to solve it for certain parameters. Indeed, Kipnis and Shamir modeled
an attack on the HFE system as an MR problem and were able to break it.
Since then, other multivariate public key schemes (MPK) have been subject to
similar attacks. Rank defects also lead to other weakness such as a fixed degree
of regularity in the algebraic attack on HFE [6].

The importance of the rank itself, and the prevalence of MR as an attack
technique in MPK suggest a more central role as the underlying problem that
supports security. For example, we can think of HFE as a way to construct low
rank quadratic polynomials. Their low rank allows inversion, but it is insecure
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because the same low rank is preserved as a linear combination of the public
key which can be efficiently solved through the Kipnis-Shamir modeling (KS) of
MR.

Although the MR problem is stated for two-dimensional matrices, it can be
naturally extended to d-dimensional matrices. It is particularly interesting to
analyze it for three-dimensional matrices, since rank problems become much
harder there. For example, simply determining the rank of a matrix is difficult
for three-dimensional matrices, and it is not even known the maximum possible
rank a matrix may have (see e.g. [15]).

Three-dimensional matrices lead to cubic polynomials. They are less common
than quadratic polynomials in MPKs for two reasons. First, they are larger thus
less efficient than quadratics. But more important, if f is cubic, its differential
Dfa(x) := f(x + a) − f(x) − f(a) is a quadratic map that preserves some
of the properties of f . Thus, it is possible to extend rank analysis techniques
from quadratics to cubics targeting the differential, c.f. [26]. Yet one important
question remains open: Is this a general property of any cubic map that dooms
any such construction? In this paper we address this question, by taking a general
perspective not focused on a particular construction.

1.1 Our Contribution

In order to close the knowledge gap, we gather the appropriate literature to
frame the discussion of the rank of cubic polynomials. We use the language
of tensors that allows for very natural extensions of key concepts from two to
d-dimensional matrices.

We extend the MR problem to three-dimensional matrices and we propose
two ways to solve it, which naturally extend the KS modeling. Interestingly,
if the rank is small, the complexity is even lower than for the quadratic case.
However, the rank of a cubic polynomial in n variables can be larger than n, and
in this case the attack is very inefficient.

We also discuss the relevance of two other typical lines of attack for MPK in
the context of cubic low rank polynomials, namely the algebraic and differential
attacks. We show that the rank of the differential is not necessarily much smaller
than the rank of the cubic polynomial, rendering this line of attack inefficient
if the rank is large enough. Similarly, the algebraic attack is exponential in the
rank, thus useless for high rank.

Although our approach is general, we provide a detailed example. We show
how to efficiently construct cubic polynomials over a finite field from a weight
three polynomial over a field extension, extending the so called big field idea.
And then, we show that the rank is preserved by this construction in the sense
that, a low rank core polynomial leads to a set of cubic polynomials with a low
rank linear combination.



1.2 Related Work

In [26] and [25], Moody, Perlner, and Smith-Tone do a rank analysis of the cubic
ABC scheme [7]. They expose a subspace differential invariant extending the
ideas used in the quadratic case [24]. They show that the MR attack used in [24]
can be adapted to this cubic case.

Their work avoids discussing the rank of cubic polynomials by focusing on
the differentials. This is rewarding in the ABC case because of the band structure
of the scheme. There are linear combinations of the public polynomials with a
band structure (they show it for the second differential) whose rank is bounded
(possibly by a factor of s2). The rank of some of their slices (or the second
differential evaluated at some vectors as they show) drops by a square root
factor to 2s. This allows an attack on cubic ABC even more efficient than on its
quadratic counterpart.

For a good reason, they approach the MR problem by guessing kernel vectors
instead of using the Kipnis-Shamir or minors modeling (see Section 2.4 for a
discussion of these techniques). The subspace differential invariant allows a tight
analysis of the efficiency of this approach.

2 Preliminaries

2.1 Notation

Given a natural number n, the set {1, . . . , n} is denoted by [n]. Let F be a finite
field of order q which, unless explicitly stated, has characteristic different from
2 or 3. Vectors are denoted by bold letters, e.g. u,v, and they are treated as
column vectors by default unless stated otherwise. The vector ei denotes the i-th
canonical vector, i.e. the vector whose only non-zero entry is the i-th one, which
is equal to 1. The i-th entry of a vector u is denoted by u[i], but sometimes we
also use the non-bold version of the corresponding letter with subscript i: ui.
The space of all n ×m matrices is denoted by Fn×m. The entry of a matrix A
indexed by (i, j) is denoted by A[i, j]. We use the notation A[i, ·] to refer to the
i-th row of a matrix A (as a row vector), and A[·, j] to refer to the j-th column
of A (as a column vector). A three dimensional matrix of dimensions n×m×` is
an array of elements in F indexed by tuples (i, j, k), where 1 ≤ i ≤ n, 1 ≤ j ≤ m
and 1 ≤ k ≤ `. The vector space of these three-dimensional matrices is denoted
by Fn×m×`, and the entry indexed by (i, j, k) in a matrix A ∈ Fn×m×` will be
denoted by A[i, j, k]. We denote by A[i, ·, ·] the two-dimensional matrix whose
entry (j, k) is given by A[i, j, k], and similarly for A[·, j, ·] and A[·, ·, k]. For u ∈ Fn

and v ∈ Fm, u ⊗ v denotes the Kronecker product which we usually see as the
matrix uvᵀ.

2.2 Rank and Trilinear Forms

Let n,m, l be positive integers and let U , V and W be the vector spaces Fn,
Fm and Fl, respectively. The rank of a matrix A ∈ Fn×m can be defined as the



minimum number of summands r required to write A as

A =

r∑
i=1

ui ⊗ vi,

where ui ∈ U and vi ∈ V for all i = 1, . . . , r. This definition of rank is more
flexible than other definitions as it is independent of the number of dimensions
so it can be extended to three-dimensional matrices as follows.

Definition 1. Let A ∈ Fn×m×` be a three-dimensional matrix, we define the
rank of A as the minimum number of summands r required to write A as

A =

r∑
i=1

ui ⊗ vi ⊗wi,

where ui ∈ U , vi ∈ V and wi ∈ W for all i = 1, . . . , r. We denote this number
by Rank(A).

Let A ∈ Fn×m×` be a three-dimensional matrix. Then clearly, Rank(A) = 0
if and only if A is zero (empty sum). For an arbitrary A ∈ Fn×n×n, the maximal
value that Rank(A) can attain is unknown. To our knowledge, the best known
upper bound for the maximal value of Rank(A) is d(3/4)n2e (see [17, Theorem
7]).

A bilinear map B : U × U → F is a map that is linear in each argument, so
it can be written as

B(x,y) = xᵀAy (1)

where A ∈ Fn×n is the matrix such that A[i, j] = B(ei, ej).
A bilinear map B is symmetric if for all a,b ∈ U it holds that B(a,b) =

B(b,a), which is equivalent to A being symmetric.
Given a bilinear map B we can obtain a quadratic homogeneous polynomial

f(x) ∈ F[x] by defining f(x) := B(x,x). Different bilinear maps can yield the
same quadratic polynomial. Yet, symmetric bilinear maps are in bijection with
the set of quadratic homogeneous polynomials. The symmetric bilinear map
from a quadratic homogeneous polynomial f can be computed as B(x,y) :=
1
2 (f(x + y)− f(x)− f(y)).

Similarly, a trilinear map T : U × U × U → F is a map that is linear in each
argument. It can be written as

T (x,y, z) =
∑

i,j,k∈[n]

xiyjzk · αi,j,k

where αi,j,k := T (ei, ej , ek). Let A ∈ Fn×n×n be such that A[i, j, k] = αi,j,k.
We say that T is symmetric if for all a,b, c ∈ U , it is invariant under any
permutation of the indices, i.e.

T (a,b, c) = T (a, c,b) = T (b,a, c) = T (c,a,b) = T (b, c,a) = T (c,b,a),



or equivalently, the three-dimensional matrix A is symmetric. Given a trilinear
form T (symmetric or not) we can obtain the homogeneous cubic polynomial
f(x) ∈ F[x] defined as f(x) := T (x,x,x), and given a homogeneous polynomial
f of degree 3 we can obtain the corresponding symmetric trilinear form as

T (x,y, z) =
1

3!
(f(x + y + z)− f(y + z)− f(x + z)

− f(x + y) + f(x) + f(y) + f(z)). (2)

For a cubic homogeneous polynomial f ∈ F[x], we define its rank, denoted by
Rank(f), as the rank of the corresponding three-dimensional symmetric matrix.

2.3 Big Field Idea

Let n be a positive integer. Let g(y) = yn + an−1y
n−1 + · · · + a1y + a0 be an

irreducible polynomial of degree n over F. Consider the degree n field extension
K = F[y]/ (g(y)). Notice that K can be seen as a vector space over F of dimension
n, so K ∼= Fn through the usual vector space isomorphism φ : K→ Fn given by

φ(u1 + u2y + · · ·+ uny
n−1) = (u1, u2, . . . , un).

Let ∆ be the matrix whose i-th row is given by the Frobenius powers
((y0)q

i−1

, (y1)q
i−1

, . . . , (yn−1)q
i−1

).

The matrix ∆, whose transpose is known as a Moore matrix, is invertible
because

{
y0, y1, . . . , yn−1

}
is a basis of K over F ([21], Page 109).

For β ∈ K let Fr(β) denote the vector (β, βq1 , . . . , βqn−1

) ∈ Kn. If α ∈ K,
then it is easy to see that Fr(α) = ∆ · φ(α).

We refer to a polynomial in K[X] of the form

F(X) =
∑

0≤i1≤···≤id≤n−1

αi1,...,idX
qi1+···+qid

where αi1,...,id ∈ K as a homogeneous weight d polynomial. Notice that a ho-
mogeneous weight 0 polynomial is simply a constant polynomial, i.e. an element
of K. A weight d polynomial F ∈ K[X] is a polynomial that can be written as
F = F0 + · · ·+Fd where each Fj ∈ K[X] is a homogeneous weight j polynomial.

The main property of this type of polynomials is that if F ∈ K[X] is homoge-
neous of weight d then the map F = φ◦F ◦φ−1 : Fn → Fn can be represented as
evaluation of n homogeneous multivariate polynomials in F[x1, . . . , xn] of degree
d. We state this formally in the following theorem.

Theorem 1. Let F ∈ K[X] be a homogeneous weight d polynomial. There exist
homogeneous degree d polynomials f1, . . . , fn ∈ F[x1, . . . , xn] such that for all
a ∈ Fn it holds that F (a) = (f1(a), . . . , fn(a))ᵀ where F is the composition
φ ◦ F ◦ φ−1.
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Fig. 1: Big Field Idea

Proof (sketch). Since for any j ∈ {0, 1, . . . , n− 1}, X 7→ Xqj is an F-linear

map over K, and Xqi1+···+qid = Xqi1 · · ·Xqid , then it is easy to see that each
component of F is a degree d multivariate polynomial over F. A more detailed
proof can be found in [8] as Theorem 6.2.1. ut

The previous property has been used extensively in order to generate se-
quences of multivariate quadratic polynomials (f1, . . . , fn) that can be inverted
with the help of some secret information. Usually, some weight 2 polynomial
F ∈ K[X] is chosen, along with two invertible matrices S, T ∈ Fn×n. The pre-
vious theorem states that the composition F = φ ◦ F ◦ φ−1 is given by n mul-
tivariate quadratic polynomials in F[x1, . . . , xn] and therefore the composition
P = T ◦ F ◦ S = T ◦ φ ◦ F ◦ φ−1 ◦ S is also given by n multivariate quadratic
polynomials in F[x1, . . . , xn]. Usually, F is referred as the core or central poly-
nomial. If we ensure that F is a univariate polynomial that is easy to invert,
then we can invert P if we know S, T and F . This construction can be observed
in Figure 1.

This type of “trapdoor” polynomials yield public key encryption schemes
where the public key is the polynomials themselves, the secret key is the trap-
door information that allows the inversion of the polynomials, encryption is just
evaluation and decryption is inversion. This concept is known as the Big Field
Idea, and some examples of schemes that follow this paradigm are MI [23], HFE
[27], and variants of HFE [28, 5, 29].

An important remark is that the polynomials representing the map F can be
efficiently computable from the coefficients of the polynomial F . The construc-
tion for d = 2 can be found in [8, Section 6.3]. We will show the construction for
d = 3 in Section 4.

2.4 Two-Dimensional MinRank Attack

Buss et al. [4] introduced the min-rank problem (MR) in the context of linear
algebra and proved its NP-completeness.

Definition 2 (MinRank Problem). Given positive integers m,n, r, k, and
matrices M0, . . . ,Mk ∈Mm×n(F), determine whether there exist λ1, . . . , λk ∈ F
such that the rank of

∑k
i=1 λiMi −M0 is less or equal to r.



In the context of cryptography MR first appeared as part of an attack against
the HFE cryptosystem by Kipnis and Shamir[18]. The HFE cryptosystem, pro-
posed in 1996 by Jacques Patarin [27], is based on the big field idea presented in
Section 2.3, with a low rank central polynomial F ∈ K[X]. Kipnis and Shamir
showed that an attack on HFE can be reduced to an instance of MR with a small
rank r. In particular, if M1, . . . ,Mn ∈ Fn×n are the symmetric matrices repre-
senting public polynomials, then there exists a linear combination

∑n
i=1 λiMi

having rank at most the rank of F . Moreover, these coefficients can be used to
construct an equivalent secret key. For more details on the MinRank attack on
HFE we refer the reader to [18]. We discuss below some of the most common
approaches to solve the min-rank problem.

The Kipnis-Shamir Modeling Let A =
∑k

i=1 tiMi −M0 be the matrix with
entries in the polynomial ring F[t1, . . . , tk]. Then it is easy to see that the matrix
A has rank at most r if and only if the dimension of its right kernel is at least
n−r. Hence we construct (n−r) linearly independent vectors in the right kernel
of M by solving the following system of equations in F[t1, . . . , tk, v1,1, . . . , vr,n−r]:

A ·
(
In−r
V

)
= 0n×(n−r), (3)

where V is the matrix given by V [i, j] = vi,j for i = 1, . . . , r and j = 1, . . . , n−r.
This relation produces a system of n(n − r) bi-homogeneous polynomials of
bi-degree (1,1) in k + r(n − r) variables. Clearly, if (t1, . . . , tk, v1,1, . . . , vr,n−r)
is a solution of the system, then the evaluation of the matrix A at the point
(t1, . . . , tk) has rank at most r.

Guessing Kernel Vectors As with any system of equations, it is possible to
guess some variables in (3) and solve for the others. Because of the structure
of this system, it is particularly appealing to guess kernel vectors (i.e. the vi,j
variables) and solve the resulting linear system in the ti variables, as proposed
in [13] (in fact, since the linear system is very overdetermined, it is enough to
guess k/n kernel vectors). The complexity of such attack is dominated by the
guessing part and depends on the probability of a correct guess. A tight bound
on this probability can be significantly improved by understanding the structure
of the solution space, e.g. by exploiting the interlinked kernel structure [33] or
by using the subspace differential invariant structure [24].

The Minors Modeling In [12], Faugère et al. introduced the minors method
approach to solve the min-rank problem and in [3] they improved the MinRank

attack on HFE using this modeling. Let M =
∑k

i=1 tiMi be the matrix with
entries in the polynomial ring F[t1, . . . , tk]. Let I be the ideal in F[t1, . . . , tk]
generated by all the (r + 1) × (r + 1) minors of M . Let V (I) ⊆ Fk be the zero
locus of I. If (λ1, . . . , λk) ∈ V (I)∩Fk, then all the (r+ 1)× (r+ 1) minors of the
matrix M evaluated at (λ1, . . . , λk) are zero. As a result the rank of the matrix



M evaluated at (λ1, . . . , λk) is at most r. Each (r + 1)-minor is a homogeneous
polynomial in F[t1, . . . , tk] of degree r + 1, and the number of (r + 1)-minors in

M is
(

n
r+1

)2
.

3 Rank Analysis of Cubic Polynomials

Despite the disadvantages in terms of efficiency of considering cubic polynomials,
one possible advantage would be avoiding the MinRank attack on the quadratic
case. This might be expected since the MinRank attack relies on the fact that the
degree is 2. For instance, this allows us to represent the polynomials as xᵀAx,
which is crucial as the attack performs matrix operations and properties of such.
Therefore, a natural question is whether or not the MinRank attack applies in
a cubic setting. Let us start by defining the MinRank problem in this context.

Definition 3 (Cubic MinRank Problem). Given positive integers l,m, n,
r, k, and three-dimensional matrices M0, . . . ,Mk ∈ Fn×m×l, determine whether
there exist λ1, . . . , λk ∈ F such that the rank of

∑k
i=1 λiMi −M0 is less or equal

to r.

In this section we show that if there is a low-rank linear combination of the
cubic polynomials of the public key then the resulting instance of the MinRank
problem can be solved with an extension of the Kipnis-Shamir modeling. This
is by itself a weakness on the scheme as it allows an adversary to distinguish
between a public key and a random polynomial system of equivalent size. There-
after, we discuss other consequences of the low-rank for the differentials and for
the direct algebraic attack.

3.1 Solving the Three-Dimensional Min-Rank Problem

The following characterization of rank for cubic matrices leads to a generalization
of the Kipnis-Shamir modeling for the min-rank problem (for a proof, see e.g.
[20]).

Theorem 2. Given a three-dimensional matrix A ∈ Fn×m×`, the rank of A is
the minimal number r of rank one matrices S1, . . . , Sr ∈ Fm×`, such that, for all
slices A[i, ·, ·] of A, A[i, ·, ·] ∈ span(S1, . . . , Sr).

Let M0, . . . ,Mk ∈ Fn×n×n. Then, A =
∑k

i=1 λiMi − M0 is of rank r, if
and only if, there exist rank one matrices S1, . . . , Sr ∈ Fn×n, such that, for
i = 1, . . . , n, A[i, ·, ·] ∈ span(S1, . . . , Sr). Since each Si matrix is of rank one, we
can write it as Si = uiv

T
i for some vectors ui,vi ∈ Fn. Considering the entries of

the ui’s, vi’s, and the linear combination coefficients as variables yields a cubic
system of n3 equations in r(2n) + rn+ k = 3rn+ k variables

r∑
j=1

αijujv
T
j = A[i, ·, ·], for i = 1, . . . , n. (4)



n r vars eqns d-reg cpx

10 10 310 1000 67 699
11 11 374 1331 74 798
12 12 444 1728 81 899
13 13 520 2197 89 1010
14 14 602 2744 97 1123
15 15 690 3375 105 1240

Table 1: Complexity of MR by KS modeling for cubic system. For different values of
n, KS yields a cubic system of n3 equations in (3r + 1)n variables (assuming k = n).

The d-reg column gives the degree of regularity for such a semi-regular system

without field equations. The complexity column, gives the log base 2 of
(
vars+d−1

d

)2.8
.

If r � n we can do much better. In that case, for most such rank r ma-
trices A, the first r slices A[1, ·, ·], . . . , A[r, ·, ·] are linearly independent. In this
case, span(S1, . . . , Sr) = span(A[1, ·, ·], . . . , A[r, ·, ·]). Then, for i = r + 1, . . . , n,
A[i, ·, ·] ∈ span(A[1, ·, ·], . . . , A[r, ·, ·]). Considering the coefficients of the linear
combinations as variables yields a system of n2(n − r) quadratic equations in
(n− r)r + k variables

r∑
j=1

αijA[j, ·, ·] = A[i, ·, ·], for i = r + 1, . . . , n. (5)

Notice that the converse is not necessarily true. A solution to the system in (5)
does not necessarily implies the existence of the rank one Si matrices, neither
that A has rank r. However, this is a very overdetermined system, hence a
solution is very unlikely, unless indeed A has rank r.

Another approach in the r < n case is to take differentials (or slices) and
reduce the problem to a two-dimensional MR problem. If A ∈ Fn×n×n has rank
r, the corresponding symmetric trilinear map is likely to have rank r as well.
Then, the differentials of this map will have rank less or equal to r. Since the
differential operator is lineal, we have an MR problem among the differentials of
the symmetric trilinear maps corresponding to M0, . . . ,Mk. In the next section
we discuss the relation between the rank of a cubic and its differential in more
detail.

To the best of our knowledge, the complexity of solving a system such as (4)
has not been studied. It can be seen as a multi-homogeneous system of multi-
degree (1, 1, 1, 1), i.e. a tetra-linear system, and assuming some notion of tetra-
regularity, analyze it using the techniques in [9]. It should be noticed that the
techniques in [9] do not address the semi-regularity inherent to such an overde-
termined system. Alternatively, the techniques in [2] could be used to establish
the asymptotic behavior of an upper bound of the degree of regularity based
on the semi-regularity assumption. Although a complete asymptotic analysis is
outside the scope of this paper, Table 1 shows the growth of such bound for
selected parameters.



In the case r � n, the system in (5) has O(n3) quadratic equations in
O(n) variables. Since the number of degree two monomials is O(n2) the system
can be solved by relinearization at degree 2, which reduces to solving a O(n2)
square matrix. Notice that this is much faster than the KS approach in the
two-dimensional case.

3.2 Differentials

Given an instance of the cubic MinRank problem, one can always obtain a
quadratic instance by taking the differential (defined below) of the associated
polynomials. For example, it is known ([14]) that computing the differential of the
public polynomials of a cubic HFE instance yields an instance of the quadratic
HFE scheme, and therefore we can perform a quadratic MinRank attack. In this
section we explore the relation between the rank of a cubic polynomial and the
rank of its differential. More precisely, given a random homogeneous cubic poly-
nomial f ∈ F[x] of rank r, we want to estimate the rank of the quadratic part
of its differential Daf(x) = f(x + a)− f(x)− f(a).

The first and principal problem that we face in our analysis is: given an
integer r, how can we generate random homogeneous cubic polynomials of rank
r? Or equivalently, how can we generate random symmetric three-dimensional
matrices of rank r? To address these questions, we introduce the concept of
symmetric rank. We then choose random polynomials and use Kruskal’s theorem
to guarantee that those polynomials have certain symmetric rank.

Definition 4. Let S ∈ Fn×n×n be a three-dimensional symmetric matrix. We
define the symmetric rank of S as the minimum number of summands s required
to write S as

S =

s∑
i=1

tiui ⊗ ui ⊗ ui,

where ui ∈ Fn, ti ∈ F. If such decomposition does not exist, this number is
defined to be ∞. We denote this number by SRank(S).

The following proposition gives us a sufficient condition over F to guarantee
that for all matrices in Fn×n×n the symmetric rank is finite. A more general
result is shown in [31, Proposition 7.2].

Proposition 1. Let F be a finite field with |F| ≥ 3. Then each three-dimensional
symmetric matrix S ∈ Fn×n×n can be written as S =

∑s
i=1 tiui⊗ui⊗ui, where

ui ∈ Fn and ti ∈ F.

By the previous proposition, if |F| ≥ 3, any homogeneous cubic polynomial

f can be written as
∑k

i=1 tiui(x)ui(x)ui(x), where each ui(x) is a homogeneous
linear polynomial and k depends on f . Furthermore, the symmetric rank of a
homogeneous cubic f ∈ F[x], denoted by SRank(f) and defined as the symmetric
rank of its symmetric matrix representation, does exist.

The symmetric rank is a good parameter to consider because it is a bound
of the rank of the differential.



Proposition 2. Let f ∈ F[x] be a homogeneous cubic polynomial. If g is the
quadratic homogeneous part of Dfa(x), then Rank(g) ≤ SRank(f).

Proof. If f can be written as f(x) =
∑r

i=1 tiui(x)ui(x)ui(x), then for any a ∈ Fn

the quadratic part of Dfa(x) is
∑r

i=1 3tiui(a)ui(x)ui(x). ut

Let U = Fn. Clearly, each symmetric matrix A ∈ Fn×n×n with symmetric
rank r can be written as a sum of exactly r terms of the form tu⊗u⊗u, where
t ∈ F− {0} and u ∈ U .

Let Sr be the function which outputs A =
∑r

i=1 tiui ⊗ ui ⊗ ui, for ti ∈
F − {0} and ui ∈ U . By Proposition 1, if |F| ≥ 3, then each symmetric matrix
A ∈ Fn×n×n with symmetric rank equal to r is in the codomain of Sr. But some
symmetric matrices having symmetric rank less than r can also be there.

The following theorem is a particular case of the known Kruskal’s theorem
[19, 30]. We use it to argue that if ti ∈ F−{0} and ui ∈ U are chosen uniformly
at random, then with high probability the corresponding output A of Sr has
symmetric rank equal to r. Moreover, by Kruskal’s theorem with high probability
Rank(A) = SRank(A). The Kruskal rank of a matrix with columns u1, . . . ,um,
denoted by KRank(u1, . . . ,um), is defined as the maximum integer k such that
any subset of {u1, . . . ,um} of size k is linearly independent.

Theorem 3. Let F be a finite field, u1, . . . ,ur ∈ U and t1, . . . , tr ∈ F. Suppose
that A =

∑r
i=1 tiui ⊗ ui ⊗ ui and that 2r + 2 ≤ KRank(t1u1, . . . , trur) + 2 ·

KRank(u1, . . . ,ur). Then Rank(A) = r.

Suppose 2 ≤ r ≤ n. If u1, . . . ,ur ∈ U are taken uniformly at random,
then with high probability a matrix with columns u1, . . . ,ur has full rank. If a
matrix with columns u1, . . . ,ur ∈ U is full rank, then KRank(u1, . . . ,ur) = r and
KRank(t1u1, . . . , trur) = r, for any t1, . . . , tr ∈ F−{0}. In this case, by Theorem
3 the corresponding output A of Sr is such that Rank(A) = SRank(A) = r.

We experimentally analyze the behavior of the rank of the differential of a
polynomial that is the output of Sr2 . The experimental results are shown in
Figure 2, where each curve represents the percentage of times that a rank is
obtained, over 100,000 iterations.

3.3 Direct Algebraic Attack

The direct algebraic attack, or simply the direct attack, refers to the case when
an attacker aims to find the plaintext associated with a ciphertext (c1, . . . , cn)
directly from the public multivariate equations p1 = c1, . . . , pn = cn, without
the knowledge of any other information of the system. In almost all the cases,
the most efficient way to perform this attack is to compute a Gröbner basis of
the ideal I generated by the multivariate polynomials p1 − c1, . . . , pn − cn.

Gröbner bases have played an important role not only in multivariate cryp-
tography, but also in coding theory and lattices [34, 1]. There is a general con-
sensus that when computing a Gröbner basis over a finite field, one of the most
efficient ways to do it is to use the F4 or F5 algorithms [10, 11]. In a recent work



Fig. 2: For different values of q, CubicRank, and n a polynomial f is chosen according
SCubicRank, the Rank(Dfa) is computed for a random a ∈ U . Each graph represents
the percentage of times that a particular value Rank(Dfa) is obtained over 100,000

iterations.

[22], the authors used their M4GB algorithm to solve some of Fukuoka’s MQ
challenges within 11 days. The complexity of all these algorithms depends on
the degree of regularity of the system. Since the degree of regularity is hard to
determine, it is usually approximated by its first fall degree, defined as the first
degree at which non-trivial relations between the polynomials p1, . . . , pn occur.

Let p be a linear combination of the polynomials p1, . . . , pn. We now want to
derive an upper bound for the first fall degree Dff(p1, . . . , pn) of the system that
depends on Rank(p). Before we do that, we need the following definition.

Definition 5. The LRank of a homogeneous λ ∈ F[x1, . . . , xn] is the smallest
integer s such that there exist linear homogeneous µ1, . . . , µs ∈ F[x1, . . . , xn]
with λ contained in the algebra F[µ1, . . . , µs].



Hodges et al. [16] proved that Dff(p1, . . . , pn) is bounded by

Dff(p1, . . . , pn) ≤ Dff(p) ≤ LRank(p)(q − 1) + 5

2
.

Also, since LRank(p) ≤ 3 · Rank(p) then

Dff(p1, . . . , pn) ≤ 3 · Rank(p)(q − 1) + 5

2
. (6)

On the other hand, the complexity of finding a Groebner basis G for the ideal
I is bounded by

O

((
n+Dff

Dff

)ω)
,

where 2 ≤ ω ≤ 3 is the linear algebra constant. When n grows to infinity, the
complexity 4 becomes O

(
nωDff

)
. Therefore, according to the bound in (6), the

complexity of finding G is bounded by

O
(
nω

3·Rank(p)(q−1)+5
2

)
.

Thus, if q and Rank(p) are constant, then the complexity of finding G is poly-
nomial in the number of variables n. We also observe that the complexity is
exponential in Rank(p).

4 Rank Analysis for Cubic Big Field Constructions

As we pointed out in Section 2.3, the Big Field Idea has been a basis to propose
quadratic multivariate encryption schemes for decades. Nevertheless, Theorem
1 is not restricted to any particular degree, which means that this approach
works to generate polynomials of any degree, in particular degree 3. In this
section we show that if the central map is a low rank cubic polynomial, then,
as in the quadratic case, there must exists a low-rank linear combination of the
polynomials of the public key. In particular, we obtain an instance of the cubic
MinRank problem which can be solved using the techniques presented in section
3. Thereafter, we discuss the direct algebraic attack on cubic big field schemes
having low rank central map.

4.1 Big Field Idea for Cubic Polynomials

Let F ∈ K[X] be a homogeneous weight 3 polynomial given by

F(X) =
∑

1≤i,j,k≤n

αi,j,kX
qi−1+qj−1+qk−1

4 Notice that we are using an upper bound to estimate the complexity. This is a
customary usage for this kind of attacks. In practice, it has been observed [32] that,
on average, this bound is not too far from the actual complexity.



and S, T ∈ Fn×n invertible matrices. Our first goal is to give an explicit expres-
sion for the multivariate cubic polynomials of the composition T ◦φ◦F ◦φ−1 ◦S.
We begin by representing the map F as F(X) = T (X,X,X) where X =

(Xq0 , . . . , Xqn−1

)ᵀ and T : Kn × Kn × Kn → K is the trilinear form given
by

T (β, δ,γ) =
∑

1≤i,j,k≤n

αi,j,k · (βiδjγk).

Let A be the three-dimensional matrix whose entry (i, j, k) is given by αi,j,k, and
assume without loss of generality that the matrix A is symmetric (otherwise we
can take the matrix whose (i, j, k) entry is given by 1

3! · (A[i, j, k] + A[i, k, j] +
A[j, i, k] + A[j, k, i] + A[k, i, j] + A[k, j, i]), which represents the same trilinear
form T ).

Let T ′ : Kn × Kn × Kn → K be the trilinear form given by T ′(β, δ,γ) =
T (∆Sβ, ∆Sδ, ∆Sγ), we can write this trilinear form as

T ′(β, δ,γ) =
∑

1≤i,j,k≤n

α′i,j,k · (βiδjγk)

where α′i,j,k = T ′(ei, ej , ek) = T (∆Sei, ∆Sej , ∆Sek).
Let A′ be the three-dimensional matrix whose entry (i, j, k) is given by α′i,j,k.

Notice that this is the cubic version of the matrix (∆S)ᵀA(∆S) from Section
2.3. It is easy to see that the matrix A′ is symmetric since the matrix A is.

Let a ∈ Fn and let α = φ−1(Sa), we know that Fr(α) = ∆ · φ(α) = ∆S · a
and therefore

F ◦ φ−1(Sa) = F(α) = T (Fr(α),Fr(α),Fr(α)) = T (∆S · a, ∆S · a, ∆S · a)

= T ′(a,a,a) =
∑

1≤i,j,k≤n

α′i,j,k · (aiajak).

Let R1, . . . , Rn ∈ Fn×n×n be three-dimensional symmetric matrices such that
A′ = y0 · R1 + y1 · R2 + · · · + yn−1 · Rn, where y0, y1 . . . yn−1 is the basis of K
over F, as explained in Section 2.3. Then

F ◦ φ−1 ◦ S(a) =
∑

1≤i,j,k≤n

α′i,j,k · (aiajak)

=
∑

1≤i,j,k≤n

(
n∑

`=1

y`−1R`[i, j, k]

)
· (aiajak)

=

n∑
`=1

y`−1

 ∑
1≤i,j,k≤n

R`[i, j, k] · (aiajak)


︸ ︷︷ ︸

t`

.

Since t` ∈ F, we obtain that φ ◦ F ◦ φ−1 ◦ S(a) = (t1, . . . , t`)
ᵀ. Therefore,

each cubic polynomial in the composition φ ◦ F ◦ φ−1 ◦ S is given by f`(x) =



∑
1≤i,j,k≤nR`[i, j, k] · (xixjxk). Finally, when we apply the transformation T we

obtain that each cubic polynomial in the composition P = T ◦ φ ◦ F ◦ φ−1 ◦ S is
given by

p`(x) =
∑

1≤i,j,k≤n

(
n∑

t=1

T [`, t] ·Rt[i, j, k]

)
· (xixjxk).

As a conclusion, if we let A` be the matrix whose entry (i, j, k) is given
by
∑n

t=1 T [`, t] · Rt[i, j, k] then we obtain that this is the symmetric matrix
corresponding to the `-th polynomial in P . In particular, this shows we can
compute efficiently the composition T ◦ φ ◦ F ◦ φ−1 ◦ S from S, T and F .

4.2 Existence of Low Rank Linear Combination

Let us continue with the same setting as before, and let r be the rank of A, which
in particular means that A can be written as

∑r
`=1 u`⊗v`⊗w`. Suppose that r

is small. In this section we prove that there exists a low-rank linear combination
of the three-dimensional matrices representing the composition P , and in Section
3.1 we showed how to find such combination.

Recall that the matrix A′ was defined as A′[i, j, k] = T (∆Sei, ∆Sej , ∆Sek),
we claim that the rank of this matrix is at most the rank of A. We show this by
exhibiting vectors u′`,v

′
`,w

′
` ∈ Kn such that A′ =

∑r
`=1 u′` ⊗ v′` ⊗w′`. Let M be

the matrix ∆S, we define u′` =
∑n

i=1 u`[i] ·M [i, ·], v′` =
∑n

i=1 v`[i] ·M [i, ·] and
w′` =

∑n
i=1 w`[i] ·M [i, ·], then

A′[i′, j′, k′]

= T ′(Mei′ ,Mej′ ,Mek′)

=
∑

1≤i,j,k≤n

A[i, j, k] ·
(
(Mei′)[i] · (Mej′)[j] · (Mek′)[k]

)
=

∑
1≤i,j,k≤n

(
r∑

`=1

u`[i] · v`[j] ·w`[k]

)(
(M [i, ·]ei′) · (M [j, ·]ej′) · (M [k, ·]ek′)

)
=

r∑
`=1

∑
1≤i,j,k≤n

(
u`[i]M [i, ·]ei′

)(
v`[j]M [j, ·]ej′

)(
w`[k]M [k, ·]ek′

)

=

r∑
`=1

(
n∑

i=1

u`[i]M [i, ·]ei′

) n∑
j=1

v`[j]M [j, ·]ej′

( n∑
k=1

w`[k]M [k, ·]ek′

)

=

r∑
`=1

[(u′`) ei′ ] [(v′`) ej′ ] [(w′`) ek′ ]

=

r∑
`=1

u′`[i
′] · v′`[j′] ·w′`[k′].

From this we conclude that A′ =
∑r

`=1 u′` ⊗ v′` ⊗w′` and hence Rank(A′) ≤ r.



Now let (λ1, . . . , λn) = (y0, . . . , yn−1) · T−1, then

n∑
i=1

λiAi =

n∑
i=1

λi

 n∑
j=1

T [i, j] ·Rj

 =

n∑
j=1

Rj

n∑
i=1

T [i, j] ·λi =

n∑
j=1

Rj · yj−1 = A′.

This shows that there is a linear combination of the matrices representing
the public key whose result is a low rank three-dimensional matrix. This yields
directly an instance of the cubic MinRank problem which can be solved with
the extension of the Kipnis-Shamir modeling presented in Section 3. As we men-
tioned before, this is by itself a weakness of the scheme, as it allows distinguishing
public keys from random polynomial systems and also have implications on the
degree of regularity of the system, as stated in Section 3.3. Moreover, the coef-
ficients we have obtained here carry the same information about the secret key
as those in the original (quadratic) MinRank attack, and this can be used in a
similar way to construct equivalent keys.

4.3 Algebraic Attack for Cubic Big Field Constructions

As a complement of Section 3.3, we now consider the case when the polynomials
p1, . . . , pn are constructed using the big field idea for cubic polynomials. Hodges
et al. [16] proved that for a scheme with core polynomial of weight 3, its first
fall degree Dff(p1, . . . , pn) is bounded by

Dff(p1, . . . , pn) ≤ LRank(P0)(q − 1) + 5

2
.

Here P0 is the homogeneous part of highest degree of the core polynomial F seen
as an element of the graded algebra K[X0, . . . , Xn−1]/

(
Xq

0 , . . . , X
q
n−1

)
, where Xi

corresponds to Xqi , for i = 0, . . . , n− 1. In our case

P0 =
∑

1≤i,j,k≤n

αi,j,kXi−1Xj−1Xk−1.

If we take αijk uniformly at random, then with high probability LRank(P0) ≤
Rank(P0), so

Dff(p1, . . . , pn) ≤ Rank(F)(q − 1) + 5

2
, (7)

since Rank(P0) = Rank(F).
In [16] the authors show that if degF = D, then LRank(F) ≤ blogq(D −

2)c+ 1, and hence

Dff(p1, . . . , pn) ≤
(q − 1)blogq(D − 2)c+ 4 + q

2
. (8)

We now want to experimentally study the tightness of the bound (8), as they
did in [16] for different parameters5. In Table 2 we present some of the results

5 Table 1 in [16] do not include the values for the parameters we are interested in, so
we constructed our own version of it.



obtained for different values of the parameters q, n and t, where t is the smallest
integer such that D ≤ qt − 1. The value B corresponds to the bound given by
equation (8), and Dff is the first fall degree of the system for each choice of the
parameters, which is read from Magma’s verbose output. All the polynomials
used in the attack were built as it will be explained in Section 4.1, and for all
cases we have included the field equations, i.e., xqi − xi for i = 1, . . . , n.

q t n B Dff

5 3 8 8 8
5 3 9 8 8
5 3 10 8 8
5 4 8 10 9
5 4 9 10 9
5 4 10 10 10
5 5 8 12 9
5 5 9 12 9
5 5 10 12 10

q t n B Dff

7 3 8 11 10
7 3 9 11 10
7 3 10 11 10
7 4 8 14 10
7 4 9 14 11
7 4 10 14 12
7 5 8 17 10
7 5 9 17 11
7 5 10 17 12

q t n B Dff

11 3 8 17 13
11 3 9 17 14
11 3 10 17 15
11 4 8 22 13
11 4 9 22 14
11 4 10 22 15
11 5 8 27 13
11 5 9 27 14
11 5 10 27 15

q t n B Dff

17 3 8 26 17
17 3 9 26 18
17 3 10 26 18
17 4 8 34 17
17 4 9 34 18
17 4 10 34 18
17 5 8 42 17
17 5 9 42 18
17 5 10 42 18

Table 2: Experimental results to study the tightness of the bound for Dff given by
(8), for different choices of the parameters q, t and n. The value of Dff is read from

Magma’s verbose output.

We notice that the bound given by (8) is very tight for small values of q and
t, and that it starts to widen considerably as q increases, and with a smaller pace
as t increases. We also observe that for fixed q and t, the bound gets tighter as n
increases. It is very clear that the bound needs to be improved for larger values
of q.

5 Conclusions and Future Work

The minimum rank of a linear combination of the public polynomials is an
important property of multivariate schemes. We have shown that this is still
true for cubic schemes. The rank for cubic maps can be directly studied and
exploited.

Many attacks have shown that it is hard to escape a low-rank when con-
structing quadratic encryption schemes. A high rank defect is necessary to allow
decryption, leaving a low rank map exposed. Our rank analysis of cubic cryp-
tosystems shows that low, fixed rank constructions have no chance of being
secure. On the other hand, we are convinced that cubic polynomials allow more
versatile constructions than quadratic, where a rank defect can help decryp-
tion but leave a rank large enough so that it does not necessarily represent a
weakness.

This work is preliminary in the sense that it opens new questions. Can we
construct cubic maps with a rank defect that allows decryption but leave a rank



large enough for security? Other algorithms to solve the cubic-min-rank prob-
lem are likely, for example based on the minors modeling or on guessing kernel
vectors. The complexity of each of these approaches needs to be studied more
carefully (even in the quadratic case). These attacks could also be extendable to
the cases where the field has characteristic 2 or 3. Finally, the hardness of rank
problems for three-dimensional matrices can be further harvest as a security
assumption.
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editors, Information Security and Privacy, pages 518–531, Berlin, Heidelberg, 2005.
Springer Berlin Heidelberg.
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and Daniel Panario. Computing Gröbner Bases Associated with Lattices. Adv. in
Math. of Comm., 10(4):851–860, 2016.


