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Abstract. In this paper we revisit the modular lattice signature scheme
and its efficient instantiation known as pqNTRUSign. First, we show that
a modular lattice signature scheme can be based on a standard lattice
problem. As the fundamental problem that needs to be solved by the
signer or a potential forger is recovering a lattice vector with a restricted
norm, given the least significant bits, we refer to this general class of
problems as the “learning with truncation” problem.

We show that by replacing the uniform sampling in pgNTRUSign with a
bimodal Gaussian sampling, we can further reduce the size of a signature.
As an example, we show that the size of the signature can be as low as
4608 bits for a security level of 128 bits.

The most significant new contribution, enabled by this Gaussian sam-
pling version of pqNTRUSign, is that we can now perform batch verifi-
cation, which allows the verifier to check approximately 2000 signatures
in a single verification process.

1 Introduction

Organizations and research groups are looking for candidate algorithms to re-
place RSA and ECC based schemes [7, 1] due to the threat of quantum computers
[31]. Among all candidates, lattice based solutions seem to offer the most promis-
ing solutions. For encryption schemes, NTRUEncrypt [20] is known to be one
of the fastest lattice based encryption algorithms to date. In terms of signature
schemes, there exist several lattice based schemes that rely on the security of
the NTRU lattice [20], such as BLISS [10], DLP [12] and pgNTRUSign [18].

In this paper, we revisit the modular lattice signature scheme from [18]. Given
a lattice £ with a trapdoor T in the form of a short basis of row vectors; and
a message digest in the form of a vector m whose coefficients are in [0, p), the
signature of a modular signature scheme in [18] is a lattice vector v such that

1. v=m mod p; and
2. ve L.

This vector can be obtained via the following steps:

1. sample a vector vq from L;



2. use T to micro-adjust the v so that v := vy + aT meets the congruence
condition for some a;
3. use rejection sampling to hide T from v

In this paper we revisit the above scheme from the following perspectives.

Security proof. In the original modular lattice signature scheme in [18], the public
key security is connected to a unique shortest non-zero vector problem (uSVP),
i.e., recovering T from (a bad basis of) £; while the unforgeability is based on
an approximate closest vector problem (approx-CVP) over the intersection of a
lattice and a translation of a lattice, namely, LN (pZ™+m,). Although the second
problem is conjectured to be hard for this ad hoc lattice, a connection between
the first and the second problems is missing. The scheme, therefore, requires two
(seemingly independent) hardness assumptions. For example, when the scheme
is instantiated via an NTRU lattice [18], they require the uSVP assumption for
the NTRU lattice and the above approx-CVP assumption for the intersection of
the two lattices.

In this paper, we remove the second assumption. Essentially, the attacker is
given a lattice (any lattice, not necessarily an NTRU lattice), and he is asked to
find a vector in the lattice such that this vector is congruent to a known value
mod p. In other words, the attacker needs to find a vector with pre-determined
least significant bits. We name this problem the learning with truncation (LWT)
problem, which can be viewed as the inverse of learning with rounding (LWR)
problem, where in this case one is given matrix A and vector b = [sA mod ¢/,
and asked to find s. That is, to find a vector related to the lattice where the
most significant bits are pre-determined.

This allows us to connect the forgery attack with the approx-SVP. As a
result, we only require a single assumption. In particular, when the scheme is
instantiated via a Short Integer Solution (SIS) problem, forging a signature in our
scheme is as hard as solving an approx-SVP for random lattices. On the other
hand, when the scheme is instantiated via an NTRU lattice, we require that
approx-SVP is hard for NTRU lattices, which is equivalent to the unique-SVP
assumption (up to a polynomial factor, cf. [25]), a.k.a., the NTRU assumption .

Sampling method. Early lattice based signature schemes, such as GGHSign
[16] and NTRUSign [17], leak private key information in a transcript of mes-
sage/signature pairs. An attacker can produce a signing key from a long enough
transcript using methods for “learning a parallelepiped” [28,13].

In [22], Lyubashevsky proposed a rejection sampling method to thwart tran-
script leakage attacks. Using his technique, signatures are produced according
to a fixed public distribution (typically either a Gaussian as in [22] or a uniform
distribution as in [18]). A transcript reveals only this public distribution, and
contains no information about the particular signing key that is used to generate
the signatures. The sampling method therefore becomes a core issue in designing
signature schemes. For example, replacing a Gaussian sampler with a bimodal
Gaussian sampler [10] significantly improves the performance of a scheme.



Recall that in [18], a signature in this scheme is a lattice vector. Since the
verifier already knows a (bad) basis of the lattice for verification purpose, it is
sufficient to transmit part of the vector v as long as the verifier can complete
the whole vector during the verification phase.

Popular lattice based schemes, such as BLISS [10] and TESLA [3], do not have
this property. Signatures in those schemes are vectors close to the lattice. Hence,
when the vectors are compressed, an additional helper needs to be generated for
the verifier to derive the original vector (although this helper is only a few
hundred bits). To be precise, if we parameterize the scheme to be presented in
this paper with the same parameters as in [10], the difference in the size of a
signature is exactly the size of this helper.

This advantage in design did not give a smaller signature size for [18] due to
the sampling method. For an n-dimensional vector with coefficients in [—2, ), it
requires n[logq] bits for storage. For comparison, a discrete Gaussian vector of
the same dimension with a deviation of o ~ /g can be stored with ~ n(lo% +2)
bits. A natural question is whether one can use (bimodal) Gaussian sampling
[10] for modular lattice signatures. In this paper, we give a positive answer to
this question.

Remark 1. Although schemes using Gaussian sampling allow smaller signature
sizes, recent development in lattice based signature schemes [11] shows a trend
of moving back to uniform rejection sampling since uniform sampling is easier
to implement and to ensure constant time. Nevertheless, with pqNTRUSign,
Gaussian sampling enables us to obtain an additional property: signature aggre-
gation.

Signature aggregation. Signature aggregation, also known as batch verification,
allows one to verify a set of signatures, signed under a same key, with operations
that are on the order of a single verification. It is a useful property in many use
cases. As an example, for a secure boot mechanism where the software image
is signed, signature aggregation allows one to sign individual software images
individually (and do so component wise rather than monolithic updates) while
still verifying the entire set of software images in one pass. This allows for fast
boot.

Our scheme allows for batch verification (with fine-tuned parameters). Gen-
erally speaking, a signature v for a message digest m is valid so long as v =
m mod p and v € L. Therefore, for a set of signatures {v;}, corresponding to a
set of messages {m;} we have

1. > vi => m; mod p; and
2. ZVZ‘ e L.

As such, one can simply check > v; instead of checking each individual v. When
realizing this technique for our proposed scheme, we can use a single ring mul-
tiplication (which is usually the most costly operation in verification) to verify
a batch of signatures. Nevertheless we note that one will still need to perform
multiple hash functions to obtain those message digests. In addition, since the



accumulated signature is a larger vector in the lattice (compared to a single
signature), we will require that the corresponding lattice problem for this accu-
mulated signature is also hard. We will give more details in section 5.

We also note that other lattice-based schemes such as BLISS [10] and TESLA
[3], cannot provide this property easily as they need to perform the ring opera-
tions before the hash function.

Paper Organization. In section 2 we give some background to this work. In
section 3 we give a modular lattice signature scheme based on the short integer
solution problem. We show that to forge a signature is as hard as solving the
computational LWR problem for a random lattice. This is followed by a practical
instantiation using NTRU lattices and a bimodal Gaussian in section 4. Then we
explain signature aggregation in more details in section 5 and present parameters
for our practical instantiation in section 6.

2 Background

2.1 Notations

We use lower case bold letters for vectors, upper case bold letters for matrices.
For a polynomial f(x) = fo + fix + -+ + fan_12"" !, we denote its vector form
by f:= (fo, f1,--, fn—1). We sometimes abuse the notation of vector and poly-
nomial when there is no ambiguity. For a polynomial/vector f, the norms are

€1l = /3270 7 and [[f]o = max(|fi])-

We often use the polynomial rings R, = Z[z|/F(x) with F(z) = 2" £ 1. A
cyclic rotated matrix of a polynomial f(z) over the ring R, is a matrix M =
(f1,fo,....£,)T with £, = f(z)2'~! mod F(z). If F(z) = 2™ — 1 it is literally
cyclic, and close to cyclic, up to signs, if F(x) = 2™ + 1.

For a real a, we let |a] denote the closet integer to a. For an integer a, we use
[a]4 to denote @ mod ¢; |a], = (a—[a],)/p for the operation of rounding a to the
closest multiple of p. Modular operations are center lifted, for example a mod ¢
returns an integer within —g¢/2 and ¢/2. These notations are also extended to
vectors and matrices.

2.2 NTRU, SIS, LWR and lattices

A lattice L is a discrete sub-group of R™, or equivalently, the set of all the integral
combinations of d < n linearly independent vectors over R:

ﬁiZZb1+Zb2+"‘+Zbd,bi€Rn.

B = (by,...,by)7 is called a basis of £. Given a lattice £, finding a vector that
is no longer than « - A;(£) is called the approximate shortest vector problem
(v-SVP), where Ay is the first minima, i.e, the length of the shortest vector,
of the lattice. The Gaussian heuristic says that for random lattices, this first



minima should be approximately A\; ~ /92 det(L)@m , where det(L) denotes

the determinant of £. Given a particular lattice £, where there exists a unique
shortest non-zero vector, finding this vector is called the unique shortest vector
problem.

We view an NTRU lattice as an R, module of rank 2. Let f,g € R, with
small coefficients. Let h = g/f over R,. The NTRU lattice associated with h is
defined as

L:={(s,t) € R,QI :t=sh mod q}.

Given h, it is believed to be hard to find f and g. This is known as the NTRU
assumption, and it can be reduced to the unique shortest vector problem for the
NTRU lattice.

We write a vector in the NTRU lattice as v = (s, t), where s and t are each
an element in R,. In addition, we refer to the sub-vector that forms the first
part of this vector as the “s-side” vector, and that which forms the second part
of this vector as the “t-side” vector.

We extend this notion to the short integer solution problem (SIS) when
applicable. Recall that an SIS problem is defined as follows:

Definition 1 (SIS, . m s problem). Given a random matriz A € Zy*™, find
a short non-zero vector v such that vA = 0 mod q with ||v|]2 < 8.

For a matrix A that is a horizontal concatenation of two matrices, i.e., A =

{il] , the lattice associated with A is defined as
2

L:={(s,t) : sA; + tA; = 0 mod ¢}.

Finding a short (s,t) in this lattice provides a solution to the SIS problem. It
was shown in [26] that solving SIS on average for n = poly(m), ¢ > 8- m°
for some positive 4, is as hard as the shortest independent vector problem with
approximating factor max{1, 88/q} - O(8y/m) where B, is the upper bound
for the infinity norm of v.

The SIS problem has a “dual” version, known as the LWE problem. Infor-
mally speaking, let m,n,q be some positive integers, let x, be an error distri-
bution parameterized by o, for example, a discrete Gaussian distribution with
standard deviation o, sample uniformly at random A € Z;‘X’m, s, b1 € Z; sam-
ple e € x7'; compute by = sA + e mod ¢; the decisional LWE assumption states
that given two pairs (A, bg), with by generated as above; and (A, by), with , by
chosen from a uniform distribution, one is not able to distinguish those two pairs.

We also make use of the learning with rounding (LWR) problem [6, 5]. This
can be seen as a variant of the learning with errors (LWE) problem [30], with
deterministic errors from rounding. We formally record the LWR, problem as
follows:

Definition 2 (LWR, ., problem). Sample uniformly at random a matriz
A€ ngm and a vector s € Ly ; compute b = |sA mod q|,; the decisional LWR
problem is: given two pairs (A, b) and (A, |u],) where u is sampled uniformly at



random in 7.7, distinguish those two pairs. The computational problem is: given

q’

(A,b), find s.

It has been shown in [5] that the decisional LWRy ;,, » problem is hard
assuming the hardness of LWE, ;. ,, ,,» with parameters

IOg(q) /
m > -m and ¢ > y(nmfp
log(27) 7nmfp)

for some « > 1. To the best of our knowledge, we are not aware of reductions
between computational LWR and other assumptions.

2.3 Bimodal Gaussian distribution and rejection sampling

An n-dimensional Gaussian distribution with mean v and standard deviation o is
defined by py - (%) := exp(%). When there is no ambiguity, we abbreviate
this by p,. An n-dimensional discrete Gaussian distribution over Z is defined

by Xo = pi"((z’i)), where p(Z") = ),y pPo(2) is a scaling quantity needed to

make the function into a probability distribution [23].

Tail cutting: For a discrete Gaussian distribution x7' and a positive 7 > 1,
m m 1- T2 "
po(Z7\Tov/mB) < 2p5(Z™) ( Texp { — :

where B is the centered unit ball [27]. As suggested in [10], setting 7 = v/ A21n 2
for a 1-dimensional Gaussian will ensure all samples are bounded by 7o with a
probability greater than 1 — 2=*. Typically, 7 = 13.3 for A = 128 and 7 = 18.8
for A = 256.

Rejection sampling: Let S be a secret matrix, ¢ be a vector sampled from a uni-
form distribution, and y be a vector sampled from .. Consider the distribution
of x =y + ¢S, i.e., a Gaussian distribution shifted by ¢S. It has been shown
in [28,13] that each sample x leaks partial information on S. The method used
to seal this leakage is rejection sampling [22]: making the output distribution
independent of S by probabilistically accepting the output according to certain
criteria.
As shown in [24], if we wish to force output distribution to be the same as
y, it is sufficient to have
Xo (%) <M,
XcS,U(X)

and this inequality holds with

202

where M is the repetition rate. The constant M determines the rate of rejection,
and the smaller M is, the more efficient the signature generation process is. A
common choice is to set ¢ = 7max, ||cS|| which gives a constant (while still
largish) M. This is improved when bimodal Gaussian sampling is used [10].

M = exp (270maxc leS|| + maxe CS||2>



Bimodal Gaussian: Informally speaking, a bimodal Gaussian is a sum of two
Gaussian distributions with the same ¢ and means of the same absolute value,
with opposite signs. Following the above example, the distribution of x =y +¢S
is very close to a bimodal Gaussian distribution. One can use rejection sampling
to produce the Gaussian distribution x, from the bimodal Gaussian distribution
%Xcs,a(x) + éx_csp(x) if there exists a constant M such that

Xo (X)
%XCS,G‘ (X) + %X*CS,O’ (X)

< M.

It has been shown in [10] that this inequality holds with

M — exp <maxc(cS||2)) . (1)

202

It is also shown in [10], that for an individual x =y + ¢S, the probability of
accepting it is given by

et (3t (1550 (26551 ) "

Remark 2. As usual there is a trade-off between efficiency and storage size. For
the discrete Gaussian distribution x,, the entropy of its output x is bounded
above by

H(x) $ klog(4.10).

Therefore, such a vector can be efficiently stored with approximately k(log(o)+2)
bits, using Hoffman coding. Thus a smaller o yields a smaller signature, but
simultaneously makes rejection sampling less efficient.

3 Modular lattice signatures with Gaussian sampling

3.1 The scheme

Construction: Let m, n and k be 3 positive integers with n = k + m. Let S; €
ZZ”’“ be a matrix with small (and sparse) coefficients. For simplicity, we assume
S; is sampled from a certain 3-bounded sampler such that ||Si||o < 8 < ¢. In
practice one can use either a discrete Gaussian sampler with small variance, or
a uniform sampler within a small range.

Our secret key is a matrix S := [pS;|I,,] € Z7"*™ with small entries. The

public key is constructed from a matrix A = {il} such that SA = 0 mod ¢ and
2

A, is invertible mod ¢. Equivalently, we can sample A uniformly from Z’; xm
and then set Ay = —pS1A{ mod q. We re-sample A if Ay is not invertible mod
q. The SIS lattice defined by A is:

L:={(u,v):uA; +vAy = 0mod ¢},



where S is a short trapdoor basis for this lattice. Note that the procedure above
is a standard construction for the SIS problem, except that we have a factor of p
on S;. We will show the equivalence between our construction and the standard
SIS problem in the next subsection.

It is perhaps more convenient to look at a kxm matrix B := Aj(—A3)~! mod
q. With B, the lattice £ can be interpreted as

L:={(u,v) : uB = v mod ¢},

with a Learning with Error (LWE) basis

_ 10 qLn
P[]

that allows for efficient sampling.

Signing: We model the hash function H as a random oracle that outputs uni-
formly over Zj. This allows us to generate random elements m,, € Z; from a
message digest p. We write m,, := (up, vp), with u, € Z’; and v, € Zy.

The next step is to sample a vector (uy, vy) from P such u; = u, mod p. To
do so, one can simply sample a vector r from a discrete Gaussian distribution
x%. Then, compute ug = pr, u; = up + u,, and then find a lattice vector whose
“s-side” is uy by setting vi = u;B mod ¢g. As such, (uj,vy) is a vector in the
lattice, with u; = u, mod p.

An alternative way to view the above procedure is to generate a random
vector (r,rB mod ¢) in the lattice. By definition, the matrix [I;|B] is a basis of
a sub-lattice of L(P). Also, since r is sampled from a discrete Gaussian distri-
bution, this random vector can be viewed as an output of a GPV sampler [15]
over L([Ix|B]). If o is greater than the smoothing parameter of L£([It|B]), the
vector r([I;|B]) will be uniform over £([I;|B]) and a discrete Gaussian over Z".
Then we take this vector modulo ¢ to obtain the exact output vector.

Since v is discrete Gaussian over Z™, it will have random coefficients modulo
p, and therefore will not meet the congruence condition. To complete the process,
we need to micro-adjust v so that the t-side also meets the congruence condition;
in the meantime we do not want to break the congruence condition on the s-side.
We use the secret basis S = [pS1]|L,,] to achieve this goal. Let a = v, — vy mod p.
We compute (uz,vy) = aS = (paS;,a). Note that (uz,vy) = (0,a) mod p by
construction, and (usg, ve) is a vector in the lattice.

The final signature is (u,v) = (uy, v1)+ (uz, v2). It is easy to see that (u,v)
remains in the lattice as long as ||v]|s < ¢/2. On the other hand, we have

u=u; +ux =u; =u, modp

and
V=vi+Vvy =V +V,—Vvy=v,modp.

Therefore, (u,v) is a valid signature for our scheme.



3.2 Rejection sampling

As stated before, a candidate signature (u, v) leaks information about the secret
key S. To seal this leak one need to use the rejection sampling technique. The
efficiency of the above scheme relies heavily on how often one will need to reject
a signature. As a proof of concept, we will show how rejection sampling can be
used to seal information leakage here. We will give a more efficient instantiation
in Section 4, which uses bimodal Gaussian distribution.

Rejection sampling on u. Recall that u = p(r + aS;) + u,,. Since both p and u,
are publicly known, we need to seal the leakage of S; from b := r + aS;. Also
recall that x* is the distribution for r. This situation is exactly analogous to the
one handled by rejection sampling in [24].

Rejection sampling on v. On the t-side, we do not require rejection sampling.
We have v = vy + va. First, vi = (pr + u,,)B, which is not linked to the secret
key Si. Second, vy = (v1 — vp) mod p is also not linked to any secret key.

Another way of saying this is that rejection sampling is not required for the
t-side due to the fact that the “secret key” corresponding to the t-side is actually
L. In fact, we can write v = vy + aS, where Sy happens to be I,,,. As we shall
see in the next section, we still need to use rejection sampling to seal the leakage
for So when an alternative secret matrix replaces I,,.

Nonetheless we do need to restart if ||v||. becomes too large and causes a
wrap-around mod g. When this occurs, the congruent condition is broken after
mod ¢ reduction.

Alternatives. In our construction we choose to do rejection sampling so that
Iv]|oo does not cause any wrap-around. We chose this approach despite the fol-
lowing two alternatives. First, the signer can send a helper indicating to the
verifier the coefficients where wraparound occurred. This can be seen as a rec-
onciliation approach of Ding’s (R)LWE-based key exchange in 2012 [9], whose
variants are used in [32, 29, 4]. We do not adopt this solution as it would increase
the signature size.

Second, since the wrap-around only occurs with a low probability, we can let
the verifier accept the signature based on a fuzzy matching: accept the signature
when the majority of the coefficients on the t-side meet the congruent condition.
This promising method may weaken our security since it makes forgery easier.
For conservative purpose we do not consider this approach.

3.3 Signature compression

There are three sources of compression. First, one can effectively store only the
“s-side” of the vector instead of the whole vector, so long as the vector is in L.
In other words, given u, the verifier is able to reconstruct v = uB mod q.

Second, the verifier is able to reconstruct u = pb + u,, from b as both p and
u,, are publicly known. So only b is required for verification.



Finally, since b follows a discrete Gaussian distribution after the rejection
sampling, one can use code based compression techniques to reduce the space
requirement for b.

The final signature is a k-dimensional discrete Gaussian vector that allows
for Hoffman coding. The size of the final signature is k(log(o) + 2).

Algorithm 1 Signing Algorithm
Input: Message p; Public key B; Secret key Si; Distribution x,
Input: Parameters k, m, p, q, M
Output: A signature b for message u
1: (up,vyp) = Hash(u|B)

2: 1+ x(’i;

3: w1 =pr+up; vi =uiBmod ¢

4: a=v, —vimodp

5 v=vi+a;

6: if ||v]|s > ¢/2 then go to step 2 end if

7: return b = (r + aS;) with probability 1/ (M exp (%W))
8: go to step 2

Algorithm 2 Verification Algorithm
Input: Message p; Public key B; Signature b;Parameters p, g
Output: Accept or Reject the signature
1: (up,vyp) = Hash(u|B)
u=pb+u,
if ||ullsc > ¢/2 then Reject end if
v = uB mod ¢
if v # v, mod p then Reject end if
return Accept

10



3.4 Transcript simulation

By Theorem 4.6 of [24], the signature algorithm specified above must be statisti-
cally indistinguishable from a triple (u,, v,, b), with distribution U;f x Up" x Xk,
where U, is uniform mod p and x* is our discrete Gaussian distribution. Such a
transcript, indistinguishable from a genuine transcript, can be simulated without
knowledge of the secret key in the following way:

1. Choose b at random from y*

2. Set u = pb + u,, with u, chosen at random mod p so that ||ul/- < ¢/2
3. Set v=uB mod ¢, and lift v to the interval (—q/2,q/2]

4. Set vy, =v mod p

Remark 3. We are making the assumption, experimentally corroborated, that
step 4 produces a v, = uB mod ¢ mod p which has entries that are uniform
mod p.

3.5 Security

For the security of the public key, it is easy to see that the ability to find the
secret key (or merely a short enough vector that allows for forging) from a public
key can be reduced to the ability to solve an SIS problem. In this section we are
mainly focused on the difficulty of forging signatures.

To quantify the difficulty of forgery, let us first introduce the learning with
truncation problem.

Definition 3 (LWT, , ...m). Let ¢, p,n,m be positive integers with p co-prime
to q. Sample uniformly at random a matrix A € ngm and a vector s € Zg;
compute b = sA mod g mod p; the decisional LWT problem is: given two pairs
(A,b) and (A, [u],) where u is sampled uniformly at random in Zy, distinguish
those two pairs. The computational problem is: given (A, b), find s.

As mentioned earlier, this LWT problem can be viewed as an inverse of the LWR
problem. Here we show the reduction between the problems.

Lemma 1. Choose a pair (p,q) such that both p and r = p~* mod q are on

the order of \/q. Then, if there exists an algorithm A that solves the computa-
tional LWT with parameters q,p,n,m for any input (A,b) € LZy*™ X Ly, there
exists another algorithm B that solves the computational LWR with parameters
q,m,n,m, with (A’,b’) for A’ sampled uniformly at random from Zg*™.

We sketch the proof here.

Proof. Suppose algorithm A is able to solve the LWT problem, that is, given
(A, Db) it finds a lattice vector v such that

— v =b mod p, and
— v =tA mod ¢ for some t.

11



Then, we can build an oracle that, upon input (A,b), it finds vectors u and t,
such that

v+ pu = tA mod g,

for some [ullec < [55] <7

Given an input of an LWR instance (A’,b’), algorithm B sets A = pA’,
b = b’ and » = p~! mod ¢; then B invokes A with input (A,b). Since A’ is
drawn from uniform, and p is co-prime with ¢, A is also uniform over Zi*™.
Also, since ||bl|s < p by design, (A, b) will be a legitimate input to A. Therefore,
A will find u and t such that b + pu = tA mod ¢, which is

b’ +u=tA'modgq and b’ =[tA'modq],
Therefore, t is the solution to the computational LWR, problem. |
Now we are ready to quantify the hardness of the forgery.

Theorem 1 (Unforgeability). Let B be a public key generated as per our
scheme with parameters q, p,n, m. For any new input message p, if an adversary
A is able to forge a signature with a non-negligible probability p, then there is an
algorithm B that solves LWTy }, k.m with the same probability.

Proof. First, we have modeled the hash function H as a random oracle that
outputs uniformly over Zj. In addition, the forger is asked to sign on a message
that he has not seen before. Hence, if algorithm B is able to forge a signature
for every legitimate input p with non-negligible probability, it must be that A
is able to forge a signature for any legitimate m, = H(u/B). In the meantime,
any new “mod p” vector will look like a legitimate hash output from the forger’s
point of view.

Next, we claim that B is indistinguishable from a matrix randomly and
uniformly chosen from Z’;X’". This follows from the fact that A is indistin-
guishable from a matrix randomly and uniformly chosen from Zg*™. Recall
Ay
Ayl

Therefore, given an LWT instance (A’,b’), the forger cannot distinguish A’
from a legitimately generated public key; it also cannot distinguish b’ from a
legitimately generated public message digest. As a result, it will return a signa-
ture vector v which will pass the verification test with probability p. From v it
is easy to extract the solution to the LWT problem. |

B=A;(—A;) ' modqand A = [

We remark that to have such a tight reduction from the forgery to LWR/LWT
we will have required a rather large p, on the order of /g, which makes this
scheme less efficient. As we will see in next section, our efficient instantiation uses
practical parameters that are derived from best-known attacks (this is also the
design principle for most practical lattice-based signatures, except for [3]). For
this purpose we will choose a small p that allows for efficient rejection sampling.

12



Strong unforgeability. One subtlety in the (standard) unforgeablity notion is that
the forger is asked to sign messages that have never been previously signed. The
notion of strong unforgeability, however, requires an attacker to be unable to
forge a signature on a message, even if a set of signatures of this same message
are given. This is not captured by the above theorem. Indeed, here we show a
modification that allows strong unforgeability to be achieved.

As shown in [18], for a given message digest m,, all candidate signatures
associated with this message digest are short vectors within the intersection of
the original lattice and pZ™ +m,,. Therefore, the task of forgery becomes finding
a short vector in the original lattice that meets the length requirement and the
congruence mod p requirement. This is roughly the reduction to the approx-CVP
in [18].

Now, suppose that the attacker is given a list of signatures on a same message
digest, then, it becomes easier (compared to without this list) for the attacker to
find another short vector in this lattice, that is, generating a new signature on this
same message. However, we note that any linear combination of such signatures
is highly unlikely to also satisfy the correct mod p congruence conditions.

In general, our solution to achieving strong unforgeability is to include a
random salt in the hash when generating the message digest; this salt will be
part of the signature and used during verification. This ensures that it is highly
improbable, (probability (1/p)?" for each message), that the same message digest
will occur more than once. Note that this is also the same technique that provides
similar functionalities for GPV based signatures [15].

Nevertheless, as the strong unforgeability model is sometimes too strong for
practical use (i.e., the attacker doesn’t need to forge a new signature since it
has already got a list of them on a same message), we leave out this salt in our
efficient instantiation to minimize signature size.

4 A practical instantiation with an NTRU lattice

In the previous section we presented an inefficient modular lattice signature
scheme based on the SIS/LWT which requires n =~ mlog(m). Even if we use the
ring-SIS version the scheme is still somewhat inefficient as it requires n ~ log(m)
- the reduction of a factor of m comes directly from the use of the ring. A natural
way to improve its efficiency is to relax the requirement of n = log(m) (This
will make the underlying (ring) SIS problem easier, so we will derive parameters
from the best known attacks).

For example we can reduce n to 2m (2 in the case of ring-SIS). This makes
A a square matrix which causes another issue:

pS1A1 +1,,As = 0mod gq.

When A; is a square matrix and invertible, one can easily recover S; from A;
and As,.

A naive remedy is to set Ay to be private too, and therefore we will have a
Ay

] which also satisfies the above
I,

secret matrix [pSi|As] and a public matrix [

13



equation without giving away S;. This seemingly plausible solution poses another
challenge: we are not able to perform a micro-adjustment on the “t-side” of the
vector anymore, as now Ay is no longer small. If we perform the same micro-
adjustment as before, the coefficients of uy, will explode and will always cause
wrap-around over q.

Hence, the final solution to the above problem is to have a small and private
As. The final key generation becomes finding such As and an invertible S;, and
setting A; = Ay(pS;1)~! mod ¢. This, not surprisingly, yields an NTRU lattice.
In the following, we will slightly change the notation: H := A, G := Ay and
F:=8S;.

4.1 Overview

In the following we will work over the polynomial ring R, = Z4[z]/(z™ + 1).
Our scheme also works over other rings, such as Z,[z]/(z" — 1) with minor
modification. Let f(z), g(x) and h(z) be 3 polynomials in R, where f(z) and
g(z) have very small coefficients; h(z) = p~tg(z)f~!(x). We express by f, g and
h the vector form of the polynomials. Also let F, G and H be the matrix obtained
from nega-cyclic rotations. The NTRU lattice with regard to h is defined as

Ly, ={(u,v) € R : uh = v}
or rather, the vector/matrix form:
Ly ={(u,v) : uH = v mod ¢}

0 qIN
Iy H
We also require g(x) to be invertible over R,, which is the same as G being
invertible mod p.

The rest of the scheme is almost identical to the one presented in the previous
section, except for two differences.

First, we use a bimodal Gaussian distribution to improve the acceptance
rate. To cope with this modification, we set p = 2 so that the change of signs in
b = r 4+ af will vanish after reduction modulo p.

Second, we use [pF|G] rather than [pS;|I,,] to perform the micro-adjustment.
This modification does raise another issue: the “¢-side” vector during the signing
procedure will contain information about G. To be precise, the “t-side” vector
will be v := v; £ ag where v; is indistinguishable from uniform over R,, a
is uniform over Z;V . We will need to perform rejection sampling to seal the
leakage of information about g. As shown in [18], after rejection sampling, the
distribution of v will be computationally indistinguishable from uniform over
(=2 + By, 2 — By) for a public parameter B, which depends on g, the (uniform)
distribution of a, and the number of +1s and —1s in g.

To avoid confusion, we will use M, to denote the rejection rate for the s-side,
M; for the t-side, and M for the overall rate.

where there exists a public basis P = and a secret generator [pF|G].
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4.2 The scheme

Key generation : The key generation algorithm is shown in Algorithm 3. We use

Algorithm 3 Key Generation Algorithm

Input: Parameters N, p, q, d

Output Public key h and secret key (pf, g)

: f+T(d+1,d)

if f is not invertible mod g then go to step 1 end if
g+ T(d+1,d)

if g is not invertible mod p then go to step 3 end if
h = g/(pf) mod ¢

return h, g and f

the classical NTRU flat form (non-product form, cf. [19]) keys with a pre-fixed
number of +1s and —1s. Here, T'(d1, d2) is a set of trinary polynomials of degree
less than IV, where there are exactly d; positive coefficients and do negative
coefficients. One can choose thicker keys for a higher level of security. Since we
require both f and g to be invertible, we have set f(1) = g(1) = 1.

Remark 4. In BLISS [10], there is an extra rejection sampling process on keys f
and g during key generation, so that ||af]| is reasonably bounded for efficient re-
jection sampling on signatures. We do not adopt this process. Rather we perform
rejection sampling on ||af|| during the signing procedure.

Algorithm 4 Signing Algorithm

Input: Message p; Public key h; Secret key f and g; Distribution x,
Input: Parameters N, p, q, Ms, Bs, Bt

Output A signature b for message p

(up,vp) Hash(u|h)

r+xY, b+ {0,1}

u; =pr+ up; vi = urth mod ¢

a= (v, —v1)/g mod p

if ||af||2 > B; or ||ag||s > Bt then go to step 2 end if

v =v; + (—1)ag;

if ||v|lec > ¢/2 — Bt then go to step 2 end if

return b = (r 4 (—1)%af) with probability 1/ (M exp ( Haf“) cosh (%))
go to step 2

Signing algorithm : We highlight the differences between this signing algorithm
and the one described in previous section.
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First, there is a factor of g~! mod p for step 4, which is there to ensure the

congruence condition for the ¢-side.

Second, in step 5, we check the norm requirements for af and ag. This is
to ensure that the rejection samplings in the followed steps deliver the desired
acceptance rate. Note that B, is a public parameter depending only on d;, ds.
It is determined experimentally by an average over a large number of samples of
f chosen randomly from 7T'(d;,ds) and a chosen randomly and uniformly from
/NS

’ Third, in step 7, rejection sampling is performed on the t-side, parameterized
by an additional integer B;. The distribution of the ¢-side vector will be uniform
within the interval (—4 4 By, 4 — B;). The public parameter B is also computed
as an average over a large number of choices of g and a, as described in Section
6.1.

Finally, unlike the scheme in previous section, here we have

(0, v) = (g, v1) + (—1)°(uz, v2)

for a random bit b. This makes the raw distribution of b = (r + (—1)%af) a
bimodal Gaussian distribution. As stated before, one can achieve a much higher
acceptance rate for this distribution. Note that in the initial construction of
BLISS [10], the bimodal Gaussian distribution makes a signature sometimes
unverifiable due to the odd modulus ¢. BLISS solved this problem by moving
the modulus from ¢ to 2g. We solve this problem by setting p = 2. It follows
that v = vy + (—=1)%(v, — v1) = v, mod 2.

Algorithm 5 Verification Algorithm
Input: Message u; Public key h; Signature b; Parameters p, q, B, o, N
Output: Accept or Reject the signature
1: (up, vp) = Hash(u|h)
u=pb+u,
if ||lul|® > p?0>N then Reject end if
v = uh mod ¢
if v # v, mod p or ||v||eo > ¢/2 — B; then Reject end if
return Accept

4.3 Transcript simulation

As in section 3, by Theorem 4.6 of [24] a transcript produced by this signing
algorithm will consist of a triple (u,,v,, b), with distribution Ué\’ X szv x XN,
where U), is uniform mod p and Y is our discrete Gaussian distribution. Such a
transcript, indistinguishable from a genuine transcript, can be simulated without
knowledge of the secret key in the following way:

1. Choose b at random from Y%

16



2. Set u = pb 4 u,,, with entries of u, chosen at random mod p

Set v =uh mod ¢, and lift v to the interval (—q/2,q/2]

4. Reject if ||v|loo > ¢/2 — B, and return to Step 1. Otherwise set v, = v
mod p and accept b as a signature on u,, v,

©w

Remark 5. Because of the potential for rejection of a genuine signature in steps 2
and 3 of the verification algorithm, it appears at first that some message digests
(up,v,), originally chosen by the hash function to be uniform from Uy x Uy,
might be rejected, (by the L? condition), leading to an unknown asymmetrical
distribution of the (u,,v,) in genuine signatures. However, the parameters are
selected so that the chances of this occurring are less than 27'28. Therefore
to simulate transcripts computationally indistinguishable from genuine ones, it
suffices to select, in the simulation process, u, uniformly from U} In step 4 of
the simulation process, the v,, is chosen by setting v, = uh mod ¢ mod p, and
via rejection sampling, uh mod ¢ is guaranteed to have entries uniformly and
randomly distributed in the interval [—¢/2 4+ By, q/2 — B;]. We are making the
assumption, born out by experiment, that after reduction mod p this produces
a v, with entries uniformly distributed mod p.

4.4 Security

A similar reduction to the approximate shortest vector problem can be applied
here, except that we need to adjust the approximation parameter for the y-SVP
because A1 = ||(f, g)]| in the NTRU lattice is smaller than the Gaussian heuristic
length. We omit the details.

5 Batch verification

The modular lattice signature scheme presented here allows for batch verifi-
cation. This is because, as stated in the introduction, the sum of signatures,
after lifting to the integers, is still a valid lattice vector that satisfies the mod p
congruence condition.

However, in order to fully utilize this functionality, it appears at first that
one will need to send the whole lattice vector as the signature. In other words,
one cannot merely send the “s-side” of the vector. To see why this is the case,
suppose that for two signatures (u,v) and (u’,v’) corresponding to messages
(up, vp) and (uy,,v,), one computes

(v+v')mod g = (u+ u')h mod ¢
The difficulty is that (v + v’) will, with high probability, cause a wraparound
mod ¢, as ||V + V'« & ¢ — 2B;. Thus one will recover (v + v’) mod ¢ rather

than v + v/. When this occurs,

(v +v') mod g mod p # (v, + v},) mod p
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and the verification will fail.

One way to solve this issue is to send both the “s-side” and the “t-side” of
the vector. Then one recovers u + u’ and v + v’/ over the integers. The mod p
relationship can be checked from this, and then the lattice relation mod ¢ can be
checked. As a trade-off, one will have to send 2 elements in R, for each signature.
This increases the size of a signature.

We can actually do efficient batch verification with a much smaller cost. We
can send merely the “t-side” of the vectors. Then the sum of the t-side vectors
can be computed over the integers, and the congruence mod p can be checked.
Then, multiplying by h~! and reducing mod ¢ will reveal the sum of the “s-side”
of the vectors mod ¢q. Signature aggregation works so long as the sum of the “s-
side” vectors mod ¢ identically equals the sum over the integers, that is, does
not result in any wrap-around modulo g. Since the “s-side” vectors are Gaussian
distributed with a variance o much smaller than ¢, we are able to sum quite a
few s-side vectors without a wrap-around mod gq.

To be precise, suppose we want to verify k signatures in one batch. Since a
sum of k samples from y, is also a Gaussian with variance vko, we know that
the maximum absolute value of the coefficients, i.e, || >, u;]/oc, Will be bounded
above by Vkro (recall that 7 is the Gaussian tail-cutting parameter). Therefore,
having Vkro < q/2 will eliminate wrap-around. That is, we are able to batch

verify
()"

signatures in one batch. For our parameter choices, to be shown in the next
section, we have k = 529, 0 = 107 and 7 = 13.3. See Algorithm 6, below, for the
batch verification algorithm.

Algorithm 6 Batch Verification Algorithm

Input: Messages {u;}; Public key B; Signature {v;};Parameters p, q, B, k, o
Output: Accept or Reject the signature
1: (up,i, vp,:) = Hash(u;|B)

2: if ||vil|leo > q¢/2 — B then Reject end if

3: (up,vp)=0;v=0

4: for i € [k] do

o: (up, vp) += (Up,is Vp,i)

6: vV +=v;

7: end for

8: u=vh ' modgq

9: if |lufls > VkTpo then Reject end if

10: if (u,v) # (up, vp) mod p then Reject end if
11: return Accept
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5.1 Attack and proof for batch verification

Here is an potential attack on batch setting, which performs better than forging
a single signature directly. For a set of message digests {u\”, vi"} for 1 < i < k,
do the following:

— for each v,(,i), find a random vector vgi) such that vgi) = v](gi) mod p;

—set V= Zf Vgi); V meets the congruent condition by design;

— compute U =Vh™V

— Since we allows (U, V) to be reasonably large, we can simply use the public
key /basis (I, pH™!) for the micro-adjustments. Suppose the micro adjust-
ment vector is (Ug, V)

— Write Vi as a sum of k vectors {v(()i)}

— Publish v; = V(()i) + Vgi) as the signatures.

In short, The attacker finds a large vector (U, V) in the lattice, congruent
to the sum of messages mod p. In addition, V can be written as a sum of k
different v(¥)’s such that v(*) is congruent to Vl(j) for each message mod p. In the
meantime, the U vector also meet the congruence condition; while the attacker
doesn’t need to find individual u(?’s. In the meantime, for sufficiently large k,
the size of (U, V) will be acceptable. Hence, the attack can claim that each such
small vector is a signature for a given message, as collectively they can be batch
verified, although each individual verification will fail.

Note that for this attack to work, k needs to be large. For properly chosen k
this attack will fail. The intuition is that, when k is small enough, the sum of k
valid signatures will remain a short vector in the lattice so that the root Hermite
factor with respect to this lattice/vector is still small (although it will be larger
than in a single verification setting). In other words, if the attacker is able to
find a vector (U, V) sufficiently small, he is also able to find an approximate
shortest vector in the lattice (with a root Hermite factor slightly larger than the
single verification case, see Section 6.2 for an analysis of the lattice strength of
both single and batch verifications against forgery).

6 Parameters and implementations

6.1 Parameter derivation

The script that we used to generate the parameters is available at [2]. Here we
give an example of how to derive parameters for 128 bits security.

We use N = 512 which allows for efficient FFT (together with an FFT-
friendly modulus q = 216 + 1). We also set p = 2, which is relatively prime to q
in both settings, and also enables the use of the bimodal Gaussian. The secret
polynomials f and g are sparse trinary polynomials with roughly 2d; + 1 =
2d, +1 = 0.3N = 155 number of non-zero coefficients. This creates an NTRU
lattice with unique shortest vectors. This is also the NTRU lattice used in [10].
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In next subsection we show the lattice strength against recovering those unique
shortest vectors.

The next most important parameter in our scheme is 0. We need to have o
small enough to avoid wrap-around mod ¢ on the s-side when performing batch
verification. This requires the following upper bound for o < %. As remarked
before, a smaller o produces a more compact signature, in the single signature
verification scenario, but at the cost of worsening the rejection rate. Thus we
may chose smaller ¢ to obtain a slower signature algorithm with smaller (single)
signature size. Alternatively, we can trade the size for faster signing. Here, we
follow the BLISS scheme by setting ¢ = 107. This value seems to give a good
signature size while maintaining an acceptable rejection rate.

Rejection rate. Next, we calculate the rejection rate. As shown in Eq. 1, the
rejection rate parameter My depends on ¢ and maxy o(||af||) = Bs. From Eq.
1, if By = 20, then we can expect a rejection parameter for the “s-side” of
M, = e? = 7.4. Assuming a is uniformly distributed in Zév , our implementation
shows that Prob(]|af||s < By) &~ 89% for this choice of B,. Therefore the overall
probability of acceptance on the “s-side” is 0.89/e? ~ 12%.

For the “t-side”, we simply run an exhaustive search for the optimal B; as
follows:

— Sample many v; uniformly from Rg;

— Sample many a uniformly from {—1,0,1}%;

— Sample many g uniformly from 7'(d + 1,d);

— For each set of samples, compute v = v| + ag
— find B; which minimizes

My =1/ Prob(|laglloe < B, [Vljoe < & = By)-

Our test shows that with By = 40, this quantity is minimized at around 2.

R,N,q df,dy| o |Bs,Bi| PK size | Sig size
512,216 + 1| 77 |107|215,40|8704 bits|4608 bits
Table 1. Parameters.

Zg=]
;vN+1 I

Overall| M, |Prob(||af||2 < Bs)|M:
6% |7.4 89% 2
Table 2. Acceptance rates.
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6.2 Estimating the lattice strength

Security against public key attacks. The public key strength is determined by
the hardness of the unique shortest vector problem of the NTRU lattice, which
is related to the 2/N-th root of the following quantity:

Gaussian Heuristic Length 2N/(2me)qV/(2N) B Ngq/(me)
A1 - If, gl \ 2dy +2d, +2

Security against forgery. We analysis the (batch) forgery attack with a parameter
k. For single verification, we can simply apply the results in this section with
k=1.

In [18] it is shown in Section 5 that the forging a signature can be accom-
plished if an associated approximate closest vector problem in the intersection of
the NTRU lattice, and pZ?" can be solved. Therefore, the task of forgery can be
solved by finding a vector that meets the congruence mod p requirements, and
is sufficiently close to the intersection lattice to satisfy the length requirement.

This problem is harder than that of finding a short vector in the intersection
lattice, and so to simplify our analysis we will use this to quantify the strength
of the lattice problem. The intersection lattice is generated by the rows of the

matrix
0 paly
ply pH' |’

for some appropriate H'. We also assume that this lattice behaves like a random
lattice.

Notice that the lattice is not “balanced” as ||u]| is significantly smaller than
|Iv]|. In general, if the target is a vector (u, v), with u, v each N-dimensional, and
satisfying ||ul| = av/N and ||v|| = byv/N then the optimal matrix for maximizing
strength against lattice reduction attacks, that is, minimizing the ratio of the
norm of the target of the Gaussian expected norm, is the 2N by 2N matrix

0 pqly
aply pH |’

with « chosen so that a = b/a.

The vector (au, v) will be a short vector in this matrix, and it is not surprising
that the optimal a equalizes the lengths of the vectors au, and v. We omit the
details justifying this.

We now determine the values of a,b in our case. As it is a sum of k vectors,
with each coordinate choses from the Gaussian distribution, the expected norm
of |lul| will satisfy ||u||? ~ p?c2kN. Thus a = povk. Also,

k
V= § Vi,
=1
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with the coordinates of each v; approximately randomly and uniformly dis-
tributed between —¢q/2 + B; and q/2 — B;. As uniformly distributed vectors in
high dimensions are close to orthogonal, It follows that

k
IVIZ = Y il
=1

Each coordinate of v; will be approximately randomly and uniformly distributed
between —q/2+ By and ¢/2 — B;. Ignoring the B;, the average squared coefficient
will be approximately
1 [a/2
f/ 2dr = ¢*/12.
q —q/2
Thus v will have norm ||v||? =~ k¢>N/12, so b = q\/k/12 .
As stated above, in our particular case a = povk, b = g\ k/12, so a =
q/(po+v/12), and the length of the target is
Length target ~ bv2N = ¢\/kN/6.

For general, a,b, and o = b/a, the determinant of the matrix is o™V p?N ¢V, and

thus the length of the Gaussian expected shortest vector is

2N Npg?
Gaussian Heuristic Length = a'/2pg!/2(/ =~ = | [ —LL_
2me meoy/ 12

We thus have
Target Length _ [meok
Gaussian Heuristic Length — \| p/3"’

and the strength against forgery is determined by the 2N*" root of this ration,

which equals.
reak 4N
< pV3 > '

k=1 | k=529 [ k=2000

1

Public key strength (%{) o 11238 = 1.0046

GH

1
Forgery strength (M) N 1677 = 1.0027|787% = 1.0043[1092F = 1.0046

k = 1: single verification case
k = 529: theoretical bound without verification errors
k = 2000: practical bound from experiments without verification errors
Table 3. Lattice strength given by root Hermite factor
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We estimate that our parameter set delivers 128 bits security against classical
and quantum attackers, assuming the complexity of BKZ 2.0 using enumeration
with extreme pruning [8,14]. This is using the same metric as was used in [10]
and [18].

6.3 Implementation and performance

We implemented our scheme with C. Our software is available at [2] under GPL
license. We benchmarked our implementation on a dual core Intel i7-6600U pro-
cessor @ 2.60GHz. Our operation system was Linux Ubuntu 16.04. We used gcc
version 5.4.0.

l [Single veriﬁcation[Batch Veriﬁcationl

Signature size 4608 bits 8192 bits
Public key size ~8200 bits ~8200 bits
Signing time 15 ~ 20ms 15 ~ 20 ms
Verification time 0.3ms 0.3 ms

Table 4. Performance

The benchmark results are given in Table 4. As mentioned previously, we
observed that in practice one may perform successful batch verification for a
number of signatures between 1000 to 2000, which is higher than the theoretical
threshold k& = 529.

We also note that we did not use FTT/NTT techniques to accelerate ring
multiplications in signing/verification since we need to perform mod p over the
integers regularly. We leave the investigation of this potential optimization to
future work.

Remark 6. A “t-side” signature vector can always be stored with 16N = 8192
bits as it needs to be smaller than ¢ — B; in infinity norm. For public keys, an
element in R, with ¢ = 2!641 can also be stored efficiently with 8192 bits, except
for the case where one or more coefficients are equal to ¢ — 1. This occurs with
1/q probability if the coefficient is uniformly random in Z,. When this happens,
we need an extra of [log, N = 9 bits for each such coefficient to indicate the
position of the coefficient. The final size of the public is therefore around 8200
bits.

7 Conclusion and comparison

In this paper we revisited the NTRU modular lattice signature scheme [18].
We presented an instantiation of the modular lattice signature, using bimodal
Gaussian sampling [10] and the NTRU lattice [21].

Compared to the original pgNTRUSign scheme, we are able to remove an
extra assumption in the original design. The procedure for generating a signature
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is similar, except for the method of sampling the random lattice vector. We
improve both the signing speed and the signature size. We also enable signature
aggregation with this new construction.

Compared to the BLISS scheme, our approach (hash-then-sign) is an entirely
different approach. However, the final signatures in both schemes are discrete
Gaussian vectors of similar parameters. As explained before, in our scheme we
can efficiently store the s-side vector while the verifier can reconstruct the whole
lattice vector during the verification. This advantage saves us from sending a
helper as done in BLISS. In particular, our parameter set uses identical param-
eter sets for bimodal sampling as in BLISS-II. Our signature is around 400 bits
less than BLISS which is exactly the storage requirement for the helper vector.
In terms of the speed, our scheme has almost same rejection rate as BLISS-II
on the “s-side”. However, our overall speed is twice as slow as BLISS-II, due to
the uniform rejection sampling on “t-side”.
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