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Abstract

In this work, we present a new class of polynomial-time attacks on the original multilin-
ear maps of Garg, Gentry, and Halevi (2013). Previous polynomial-time attacks on GGH13
were “zeroizing” attacks that generally required the availability of low-level encodings of zero.
Most significantly, such zeroizing attacks were not applicable to candidate indistinguishability
obfuscation (iO) schemes. iO has been the subject of intense study.

To address this gap, we introduce annihilation attacks, which attack multilinear maps using
non-linear polynomials. Annihilation attacks can work in situations where there are no low-level
encodings of zero. Using annihilation attacks, we give the first polynomial-time cryptanalysis
of candidate iO schemes over GGH13. More specifically, we exhibit two simple programs that
are functionally equivalent, and show how to efficiently distinguish between the obfuscations of
these two programs.

Given the enormous applicability of iO, it is important to devise iO schemes that can avoid
attack. We discuss some initial directions for safeguarding against annihilating attacks.
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1 Introduction

In this work, we present a new class of polynomial-time attacks on the original multilinear maps
of Garg, Gentry, and Halevi [GGH13a]. Previous attacks on GGH13 were not applicable to many
important applications of multilinear maps, most notably candidate indistinguishability obfusca-
tion (iO) schemes over GGH13 [GGH+13b, BR14, BGK+14, PST14, AGIS14, MSW14, BMSZ16].
Indeed, previous attacks on GGH13 can be classified into two categories:

• Works presenting polynomial-time attacks that either explicitly required the availability of
low-level encodings of zero [GGH13a, HJ16], or required a differently represented low-level
encoding of zero, in the form of an encoded matrix with a zero eigenvalue [CGH+15]. As a
result, such “zeroizing” attacks do not apply to any iO candidates.

• Works that yield subexponential or quantum attacks [CDPR16, ABD16, CJL16]. This in-
cludes the works of [ABD16, CJL16] that were announced concurrently with the initial pub-
lication of our work. We note that the attacks of [ABD16, CJL16] on GGH13 mmaps, for
example, require exponential running time if n = λ log2 q.

iO has been the subject of intense study. Thus, understanding the security of candidate iO schemes
is of high importance. To do so, we need to develop new polynomial-time attacks that do not
require, explicitly or implicitly, low-level encodings of zero.

Annihilation Attacks. To address this gap, we introduce annihilation attacks, which attack
multilinear maps in a new way, using non-linear polynomials. Annihilation attacks can work in
situations where there are no low-level encodings of zero. Using annihilation attacks, we give the
first polynomial-time cryptanalysis of several candidate iO schemes over GGH13 from the literature.
More specifically, we exhibit two simple programs that are functionally equivalent, and show how
to efficiently distinguish between the obfuscations of these two programs. We also show how to
extend our attacks to more complex candidate obfuscation schemes over GGH13, namely ones
that incorporate the “dual-input” approach of [BGK+14]. (Note that, even without the dual-input
structure, [BGK+14, AGIS14, MSW14, BMSZ16] were candidates for achieving iO security when
implemented with [GGH13a].) Additionally, we give the first polynomial-time cryptanalysis of the
candidate order revealing encryption scheme due to Boneh et al. [BLR+15] when instantiated over
GGH3.

We now give an overview of our attack. The overview will introduce the main conceptual ideas
and challenges in mounting our attack. After the overview, we will discuss potential defenses that
may thwart our attack and generalizations of it.

1.1 Overview of the Attack

We begin with a simplified description of the GGH13 scheme, adapted from text in [CGH+15].

1.1.1 The GGH13 scheme

For GGH13 [GGH13a] with k levels of multilinearity, the plaintext space is a quotient ring Rg =
R/gR where R is the ring of integers in a number field and g ∈ R is a “small element” in that
ring. The space of encodings is Rq = R/qR where q is a “big integer”. An instance of the scheme
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relies on two secret elements, the generator g itself and a uniformly random denominator z ∈ Rq.
A small plaintext element α is encoded “at level one” as u = [e/z]q where e is a “small element” in
the coset of α, that is e = α + gr for some small r ∈ R.

Addition/subtraction of encodings at the same level is just addition in Rq, and it results in an
encoding of the sum at the same level, so long as the numerators do not wrap around modulo q.
Similarly multiplication of elements at levels i, i′ is a multiplication in Rq, and as long as the
numerators do not wrap around modulo q the result is an encoding of the product at level i + i′.

The scheme also includes a “zero-test parameter” in order to enable testing for zero at level k.
Noting that a level-k encoding of zero is of the form u = [gr/zk ]q, the zero-test parameter is an
element of the form pzt = [hzk/g]q for a “somewhat small element” h ∈ R. This lets us eliminate
the zk in the denominator and the g in the numerator by computing [pzt · u]q = h · r, which is
much smaller than q because both h, r are small. If u is an encoding of a non-zero α, however, then
multiplying by pzt leaves a term of [hα/g]q which is not small. Testing for zero therefore consists of
multiplying by the zero-test parameter modulo q and checking if the result is much smaller than q.

Note that above we describe the “symmetric” setting for multilinear maps where there is only
one z, and its powers occur in the denominators of encodings. More generally, we will equally well
be able to deal with the “asymmetric” setting where there are multiple zi. However, we omit this
generalization here as our attack is agnostic to such choices. Our attack is also agnostic to other
basic parameters of the GGH13, including the specific choice of polynomial defining the ring R.

1.1.2 Setting of our attack

Recall that in our setting, we – as the attacker – will not have access to any low-level encodings of
zero. Thus, in general, we are given as input a vector ~u of ℓ encodings, corresponding to a vector
~α of ℓ values being encoded, and with respect to a vector ~r of ℓ random small elements. Thus, for
each i ∈ [ℓ], there exists some value ji < k such that

ui =

[
αi + gri

zji

]

q
αi 6= 0

What a distinguishing attack entails. In general, we consider a situation where there are
two distributions over vectors of values: ~α(0) and ~α(1). Rather than directly viewing these as
distributions over values, we can think of them as distinct vectors of multivariate polynomials over
some underlying random variables, which then induce distributions over values via the distributions
on the underlying random variables. Thus, from this viewpoint, ~α(0) and ~α(1) are just two distinct
vectors of polynomials, that are known to us in our role as attacker.

Then a challenger chooses a random bit b ∈ {0, 1}, and we set ~α = ~α(b). Then we are given
encodings ~u of the values ~α using fresh randomness ~r, and our goal in mounting an attack is to
determine the challenger’s bit b.

Note that to make this question interesting, it should be the case that all efficiently computable
methods of computing top-level encodings of zero (resp. non-zero) using encodings of ~α(0) should also
yield top-level encodings of zero (resp. non-zero) using encodings of ~α(1). Otherwise, an adversary
can distinguish the encodings simply by zero testing.
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1.1.3 Using annihilating polynomials

Our attack first needs to move to the polynomial ring R. In order to do so, the attack will need
to build top-level encodings of zero, and then multiply by the zero-testing element pzt. Because
we are in a setting where there are no low-level encodings of zero, top-level encodings of zero can
only be created through algebraic manipulations of low-level encodings of nonzero values that lead
to cancellation. Indeed, a full characterization of exactly how top-level encodings of zero can be
created for candidate iO schemes over GGH13 was recently given by [BMSZ16]. In general, our
attack will need to have access to a collection of valid algebraic manipulations that yield top-level
encodings of zero, starting with the encodings ~u.

Generally, then, a top-level encoding of zero e produced in this way would be stratified into
levels corresponding to different powers of g, as follows:

e =
gγ1 + g2γ2 + · · · gkγk

zk

and thus
f := [e · pzt]q = h · (γ1 + gγ2 + · · · gk−1γk)

Above, each γi is a polynomial in the entries of ~α and ~r. As suggested by the stratification
above, our main idea is to focus on just one level of the stratification. In particular, let us focus on
the first level of the stratification, corresponding to the polynomial γ1.

A simple illustrative example. Suppose that we had three ways of generating top-level encod-
ings of zero, e, e′, and e′′, which yield products f, f ′, and f ′′ in the ring R. Suppose further that
e, e′, and e′′ contained polynomials γ1 = xr; γ′

1 = xr2; and γ′′
1 = x, where x is a random variable

underlying ~α(0). Then we observe that there is an efficiently computable annihilating polynomial,
Q(a, b, c) := a2 − bc, such that Q(γ1, γ′

1, γ′′
1 ) is the zero polynomial. Further, because Q is homoge-

neous, Q(h ·γ1, h ·γ′
1, h ·γ′′

1 ) is also the zero polynomial. (We will always ensure that our annihilating
polynomials are homogeneous, which essentially comes for free due to the homogeneity of the γ1

polynomials in the iO setting; see Lemma 5.3.)
Thus, if we compute Q(f, f ′, f ′′), we obtain an element in the ring R that is contained in the

ideal 〈hg〉.
However, consider the top-level encodings of zero e, e′, and e′′ that arise from ~α(1), which is a

different vector of polynomials over x than ~α(0). Suppose that in this case, the encodings e, e′, and
e′′ contain polynomials γ1 = x3r; γ′

1 = xr; and γ′′
1 = x. In this scenario, the polynomial Q is no

longer annihilating, and instead yields Q(γ1, γ′
1, γ′′

1 ) = x6r2 −x2r. Thus, what we have is that if the
challenge bit b = 0, then Q(f, f ′, f ′′) is contained in the ideal 〈hg〉, but if the challenge bit b = 1,
then Q(f, f ′, f ′′) is not contained in the ideal 〈hg〉.

Obtaining this distinction in outcomes is the main new idea behind our attack.

1.1.4 Central challenge: How to compute annihilating polynomials?

While it was easy to devise an annihilating polynomial for the polynomials contained in the simple
example above, in general annihilating polynomials can be hard to compute. Every set of n + 1 or
more polynomials over n variables is algebraically dependent and hence must admit an annihilating
polynomial. Indeed, therefore, if we do not worry about how to compute annihilating polynomials,
our high-level attack idea as described above would apply to every published iO scheme that can be
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instantiated with GGH13 maps that we are aware of, and it would work for every pair of equivalent
programs that output zero sufficiently often. This is simply because every published iO candidate
can be written as an algebraic expression using only a polynomial number of underlying random
variables, whereas the obfuscated program can be evaluated on an exponential number of inputs.

However, unless the polynomial hierarchy collapses (specifically, unless Co-NP ⊆ AM), there
are sets of (cubic) polynomials over n variables for which the annihilating polynomial cannot be
represented by any polynomial-size arithmetic circuit [Kay09]. As a result, for our attack idea to be
meaningful, we must show that the annihilating polynomials we seek are efficiently representable
by arithmetic circuits and that such representations are efficiently computable. In particular, we
seek to do this in the context of (quite complex) candidates for indistinguishability obfuscation.

We begin by looking deeper at the structure of the polynomials γ1 that we need to annihilate.
In particular, let’s examine what these polynomials look like as a consequence of the stratification
by powers of g. We see that by the structure of encodings in GGH13, each polynomial γ1 will
be linear in the entries of ~r and potentially non-linear in the entries of ~α. This is already useful,
since the ~r variables are totally unstructured and unique to each encoding given out, and therefore
present an obstacle to the kind of analysis that will enable us to find an annihilating polynomial.

To attack iO, we will first design two simple branching programs that are functionally equivalent
but distinct as branching programs. To this end, we consider two branching programs that both
compute the always zero functionality. The simplest such program is one where every matrix is
simply the identity matrix, and this will certainly compute the constant zero functionality. To
design another such program, we observe that the anti-identity matrix

B =

(
0 1
1 0

)

can be useful, because it has the property that BB = I. Thus, to make another branching program
that computes the always zero functionality, we can create a two-pass branching program, where
the (two) matrices corresponding to x1 = 0 are both set to B, and all other matrices are set to I.

With these branching programs in mind, we analyze the γ1 polynomials that arise. The main
method that we use to prune the search space for annihilating polynomials is to find changes of
variables that can group variables together in order to minimize the number of active variables. We
use a number of methods, including inclusion-exclusion formulas, to do this. By changing variables,
we are able to reduce the problem to finding the annihilating polynomial for a set of polynomials
over only a constant number of variables. When only a constant number of variables are present,
exhaustive methods for finding annihilating polynomials are efficient. For further details, refer to
Section 5.

Moving to more complex iO candidates. The above discussion covers the main ideas for
finding annihilating polynomials, and by generalizing our methods, we show that they extend to
more challenging settings. Most notably, we can extend our methods to work for the dual-input
technique of [BGK+14], which has been used in several follow-up works [AGIS14, MSW14, BMSZ16].
Previously, no cryptanalysis techniques were know to apply to this setting. For further details, see
Sections 4 and 5.

4



1.1.5 An abstract attack model

We first describe our attacks within a new abstract attack model, which is closely related to a
model proposed in [CGH+15, App. A]. The new model is roughly the same as existing generic
graded encoding models, except that a successful zero test returns an algebraic element rather
than a bit b ∈ {0, 1}. These algebraic elements can then be manipulated, say, by evaluating an
annihilating polynomial over them. This model captures the fact that, in the GGH13 candidate
graded encoding scheme [GGH13a], the zero test actually does return an algebraic element in a
polynomial ring that can be manipulated.

We describe our attacks in this abstract model to (1) highlight the main new ideas for our
attack, and (2) to demonstrate the robustness of our attack to simple “fixes” for multilinear maps
that have been proposed.

Theorem 1.1. Let O denote the single-input variant of the iO candidates in [BGK+14, PST14,
AGIS14, MSW14, BMSZ16] (over GGH13 [GGH13a] maps).

There exist two functionally-equivalent branching programs A, A′ such that O(A) and O(A′)
can be efficiently distinguished in the abstract attack model described in Section 2.

Note that in the single input case, the [BGK+14, AGIS14, BMSZ16] obfuscators over GGH13 [GGH13a]
maps were shown to achieve iO security in the standard generic graded encoding model. This the-
orem shows that such security does not extend to our more refined model.

The attack in Theorem 1.1 works by executing the obfuscated program honestly on several
inputs, which produces several zero-tested top-level 0-encodings. Recall that in our model, each
successful zero-test returns an algebraic element. We then give an explicit polynomial that annihi-
lates these algebraic elements in the case of one branching program, but fails to annihilate in the
other. Thus by evaluating this polynomial on the algebraic elements obtained and testing for zero,
it is possible to distinguish the two cases.

1.1.6 Beyond the abstract attack model

Our abstract attack does not immediately yield an attack on actual graded encoding instances. For
example, when the graded encoding is instantiated with [GGH13a], the result of an annihilating
polynomial is an element in the ideal 〈hg〉, whereas if the polynomial does not annihilate, then the
element is not in this ideal. However, this ideal is not explicitly known, so it is not a priori obvious
how to distinguish the two cases.

We observe that by evaluating the annihilating polynomial many times on different sets of
values, we get many different vectors in 〈hg〉. With enough vectors, we (heuristically) can compute
a spanning set of vectors for 〈hg〉. This is the only heuristic portion of our attack analysis, and it is
similar in spirit to previous heuristic analysis given in other attacks of multilinear maps (see, e.g.,
[CGH+15]). With such a spanning set, we can then test to see if another “test” vector is in this
ideal or not. This is the foundation for our attack on obfuscation built from the specific [GGH13a]
candidate.

Dual-Input Obfuscation and Beyond. Moving on to the dual-input setting, we do not know
an explicit annihilating polynomial for the set of algebraic elements returned by our model. How-
ever, we are able to show both that such a polynomial must exist, and furthermore that it must
be efficiently computable because it has constant size. Thus we demonstrate that there exists an
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efficient distinguishing adversary in the abstract attack model. As before, we can turn this into a
heuristic attack on obfuscation built from [GGH13a] graded encodings. We also show that modify-
ing the branching programs to read d > 2 bits at each level does not thwart the attack for constant
d, because the annihilating polynomial still has constant size (albeit a larger constant).

Theorem 1.2. Let O denote the dual-input variant of the iO candidates found in [BGK+14, PST14,
AGIS14, MSW14, BMSZ16] (over GGH13 [GGH13a] maps).

There exist two functionally-equivalent branching programs A, A′ such that O(A) and O(A′)
can be efficiently distinguished in the abstract attack model described in Section 2.

We do not currently know how to extend these attacks to the multilinear maps of Coron, Lepoint,
and Tibouchi [CLT13].

1.2 Attacking Candidate Order-Revealing Encryption

We show how to apply annihilating polynomials to the candidate order-revealing encryption (ORE)
scheme of Boneh et al. [BLR+15]. ORE is a symmetric key encryption scheme where it is possible
to learn the order of plaintexts without knowing the secret key, but nothing else is revealed by
the ciphertexts. Such a scheme would allow, for example, making range queries on an encrypted
database without the secret key. The ORE of [BLR+15] is one of the few implementable applications
of multilinear maps. We demonstrate a polynomial such that whether or not the polynomial
annihilates depends on more than just the order of the plaintexts. We therefore get an attack in
our refined abstract model:

Theorem 1.3. Let E denote the ORE scheme of [BLR+15] (over GGH13 [GGH13a] maps). There

exist two sequences of plaintexts m0
1 < · · · < m

(0)
ℓ and m

(1)
1 < · · · < m

(1)
ℓ such that E(m0

1), · · · , E(m0
ℓ )

and E(m1
1), · · · , E(m1

ℓ ) can be efficiently distinguished in the abstract attack model described in
Section 2.

We also show how to extend our attack to obtain an explicit attack when instantiated over
GGH13 maps. This attack has an analogous heuristic component as in our attack on obfuscation.

1.3 Defenses

The investigation of the mathematics needed to build iO remains in its infancy. In particular, our
work initiates the study of annihilation attacks, and significant future study is needed to see how
such attacks can be avoided. We begin that process here with a brief discussion of some promising
directions. (Following the initial publication of our work, Garg, Mukherjee, and Srinivasan [GMS16]
gave a new candidate iO construction, based on a new variant of the [GGH13a] multilinear maps,
that provably resists all known polynomial-time attacks, including ours, assuming an explicit PRF
in NC1. Following that, we [MSZ16] gave a simpler candidate iO construction, using the original
[GGH13a] multilinear maps, that provably resists all known polynomial-time attacks under a more
general assumption.)

As noted above, the primary obstacle to mounting annihilation attacks is finding an efficiently
representable annihilating polynomial. Indeed, at present we only know how to mount our attack
for a small class of matrix branching programs. Many iO candidates work by first transforming a
general program into one of a very specific class of branching programs, that does not include any
of the matrix branching programs that we know how to attack using annihilation attacks. However,
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exactly which iO candidates can be attacked using annihilation attacks, and how annihilation
attacks can be prevented, remains unclear.

Is it possible that more complex algebraic constructions of iO candidates can avoid the existence
of such annihilating polynomials? For example, we do not know how to extend our attack to the
original iO candidate of [GGH+13b], and it is still a possibility that their candidate is secure. The
difficulty of extending our attack to their scheme stems from the extra defenses they apply, namely
appending random elements to the diagonal of the branching program. This randomization of the
branching program means our polynomials do not annihilate, and has so far prevented us from
pruning the search space of polynomials to find new annihilating polynomials.

On the other hand, there may still be efficiently computable annihilating polynomials for [GGH+13b],
or for that matter any other candidate iO scheme. Given any candidate, how would we argue that
no such annihilating polynomials exist? As one approach, we propose exploring ideas from the
proof of [Kay09] that shows the existence of sets of polynomials for which no efficient annihilat-
ing polynomial can be found, unless Co-NP ⊆ AM. Perhaps these ideas can be combined with
ideas from [BR14, MSW14] to identify a candidate iO scheme where finding relevant annihilating
polynomials will be provably as hard as inverting a one-way function.

Going further, we propose exploring non-algebraic methods for randomizing the matrix branch-
ing programs being obfuscated, in such a way that this randomization destroys all algebraic de-
scriptions of the ~α values that are being given out in encoded form. For example, suppose a matrix
branching program can be randomized (while preserving functionality) using matrices drawn ran-
domly from discrete matrix subgroups, resulting in matrices whose entries cannot be written as
Z-linear (or Zp-linear) polynomials. Then the usual algebraic notion of annihilating polynomials
may no longer be capable of yielding an attack.

2 Model Description

We now describe an abstract model for attacks on current multilinear map candidates. There are
“hidden” variables X1, . . . , Xn for some integer n, Z1, . . . , Zm for another integer m, and g. Then
there are “public” variable Y1, . . . , Ym, which are set to Yi = qi({Xj}) + gZi for some polynomials
qi. All variables are defined over a field F.

The adversary is allowed to make two types of queries:

• In a Type 1 query, the adversary submits a “valid” polynomial pk on the Yi. Here “valid”
polynomials come from some restricted set of polynomials. These restrictions are those that
are enforceable using graded encodings. Next, we consider p as a polynomial of the formal

variables Xj , Zi, g. Write pk = p
(0)
k ({Xj}, {Zi}) + gp

(1)
k ({Xj}, {Zi}) + g2....

If pk is identically 0, then the adversary receives ⊥ in return. If p
(0)
k is not identically 0,

then the adversary receive ⊥ in return. If pk is not 0 but p
(0)
k is identically 0, then the

adversary receives a handle to a new variable Wk, which is set to be pk/g = p
(1)
k ({Xj}, {Zi})+

gp
(2)
k ({Xj}, {Zi}) + ....

• In a Type 2 query, the adversary is allowed to submit arbitrary polynomials r with small
algebraic circuits on the Wk that it has seen so far. Consider r({Wk}) as a polynomial of
the variables Xj , Zi, g, and write r = r(0)({Xj}, {Zi}) + gr(1)(({Xj}, {Zi})) + g2.... If r(0) is
identically zero, then the model responds with 0. Otherwise the model responds with 1.

7



In current graded encoding schemes, the set of “valid” polynomials is determined by the re-
strictions placed by the underlying set structure of the graded encoding. Here we consider a more
abstract setting where the set of “valid” polynomials is arbitrary.

In the standard abstract model for graded encodings, Type 1 queries output a bit as opposed
to an algebraic element, and there are no Type 2 queries. However, this model has been shown to
improperly characterize the information received from Type 1 queries in current candidate graded
encoding schemes. The more refined model above more accurately captures the types of attacks
that can be carried out on current graded encodings.

2.1 Obfuscation in the Abstract Model

We now describe an abstract obfuscation scheme that encompass the schemes of [AGIS14, BMSZ16],
and can also be easily extended to incorporate the scheme of [BGK+14]. The obfuscator takes as
input a branching program of length ℓ, input length n, and arity d. The branching program contains
an input function inp : [ℓ] → 2[n] such that |inp(i)| = d for all i ∈ [ℓ]. Moreover, the branching
program contains 2dℓ + 2 matrices A0, {Ai,Si

}i∈[ℓ], Aℓ+1 where Si ranges over subsets of inp(i), and
A0Aℓ+1 are the “bookend” vectors. To evaluate a branching program on input x, we associate x
with the set T ⊆ [n] where i ∈ T if and only if xi = 1. To evaluate the branching program on input
x (set T ) compute the following product.

A(T ) = A0 ×
ℓ∏

i=1

Ai,T ∩inp(i) × Aℓ+1

The output of the branching program is 0 if and only if A(T ) = 0.
The obfuscator first generates random matrices {Ri}i∈[ℓ+1] and random scalars {αi,Si

}i∈[ℓ],Si⊆inp(i).

Then it computes the randomized branching program consisting of the matrices Ãi,Si
= αi,Si

(Ri ·

Ai,Si
· Radj

i+1) and bookend vectors Ã0 = A0 · Radj
1 and Ãℓ+1 = Rℓ+1 · Aℓ+1. Here Radj

i denotes the

adjugate matrix of Ri that satisfies Radj
i × Ri = det(Ri) · I. It is easy to see that this program

computes the same function as the original branching program.
Finally, the obfuscator sets the “hidden” variables in the model to the Ã matrices. Denote

the “public” variables as Yi,S = Ãi,S + gZi,S = αi,SRi · Ai,S · Radj
i+1 + gZi,S (and define Y0, Yℓ+1

analogously). The set of valid Type 1 polynomials is set up so that honest evaluations of the
branching program are considered valid. That is, the polynomials

pT = Y0 ×
ℓ∏

i=1

Yi,T ∩inp(i) × Yℓ+1

are explicitly allowed. Notice that the g0 coefficient of pT is exactly Ã(T) ≡ A(T ), so the evaluator
can run the program by querying on pT , and checking if the result is ⊥.

In the case d = 1, this obfuscator corresponds to the basic single-input branching program
obfuscator of [AGIS14, BMSZ16]. In the more restricted model where there are no Type 2 queries,
it was shown how to set the underlying graded encodings so that the only valid Type 1 queries are
linear combinations of arbitrarily-many pT polynomials. This is sufficient for indistinguishability
obfuscation. When d = 2 this corresponds to the dual-input version of these obfuscators, in which
it was shown how to set up the underlying graded encodings so that the the linear combination has

8



polynomial size. This is sufficient for virtual black box obfuscation (again in the more restricted
model).

In any case, since for functionality the set of allowed queries must include honest executions
of the program, we always allow queries on the pT polynomials themselves. As such, our attacks
will work by only making Type 1 queries on honest evaluations of pT . Thus with any restrictions
in our abstract model that allow for such honest evaluations of pT , we will demonstrate how to to
break indistinguishability security.

An equivalent formulation. When the obfuscator described above is concretely implemented,
the final step is to encode each element of each Y matrix in the GGH13 candidate multilinear
map scheme [GGH13a]. Recall that for this, an element a ∈ Zp is mapped to a polynomial
a + gr ∈ Z[x]/(xn + 1) (here we omit the level of the encodings, which is without loss of generality
since we only compute honest evaluations of the branching program). Then, when evaluating on
an input whose output is 0, the g0-coefficient in pT will be 0 in the GGH13 ring, namely it will be
0 modulo the ideal 〈g〉. However, we would like this coefficient to be identically 0.

To this end, we note that the obfuscation procedure can be viewed in a slightly different way
that will guarantee this. Namely, we first encode the A matrices in the GGH13 ring, and then
we perform the randomization steps over this ring. We note that, crucially, the necessary adjoint
matrices Radj

i can be computed over this ring. Then by the properties of the adjoint, we are

guaranteed that the off-diagonal entries of each (Radj
i × Ri) are identically 0, and this ensures that

the g0-coefficient of pT is as well.

3 Abstract Attack

Here we describe an abstract attack on obfuscation in our generic model. For simplicity, we describe
the attack for single input branching programs, which proves Theorem 1.1.

Theorem 1.1. Let O denote the single-input variant of the iO candidates in [BGK+14, PST14,
AGIS14, MSW14, BMSZ16] (over GGH13 [GGH13a] maps).

There exist two functionally-equivalent branching programs A, A′ such that O(A) and O(A′)
can be efficiently distinguished in the abstract attack model described in Section 2.

We extend to dual-input and more generally d-input branching programs in Section 5, which
will prove Theorem 1.2.

3.1 The branching programs

The first branching program A is defined as follows. It has 2n + 2 layers, where the first and last
layers consist of the row vector A0 := (0 1) and the column vector A2n+1 := (1 0)T respectively.
The middle 2n layers scan through the input bits twice, once forward and once in reverse, with
input selection function inp(i) := min(i, 2n + 1 − i) (so x1 is read in layers 1 and 2n, x2 is read in
layers 2 and 2n − 1, etc.)1. In each of these layers, both matrices are the identity, i.e. we have

Ai,0 = Ai,1 =

(
1 0
0 1

)

1Recall that in the single-input case, the set outputted by inp(i) is just a singleton set.
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for i ∈ [2n]. Here, we adopt the more standard notation for branching programs where the matrix
Ai,b is selected if xinp(i) = b.

The branching program A = {inp, A0, A2n+1, Ai,b | i ∈ [2n], b ∈ {0, 1}} is evaluated in the usual
way:

A(x) := A0 ×
2n∏

i=1

Ai,xinp(i)
× A2n+1.

Clearly this satisfies A(x) = 0 for all x.
The second branching program A′ = {inp′, A′

0, A′
2n+1, A′

i,b | i ∈ [2n], b ∈ {0, 1}} is defined almost
identically. The sole difference is that, in the layers reading bits any of the bits x1, . . . , xk for some
integer k ≤ n, the matrices corresponding to “xi = 0” are changed to be anti-diagonal. Namely, we
have

A′
i,0 = A′

2n+1−i,0 =

(
0 1
1 0

)
for i ∈ [k]

and all other components remain the same (i.e. inp′ = inp, A′
0 = A0, A′

2n+1 = A2n+1, and A′
i,b = Ai,b

for all (i, b) where b = 1 or i ∈ [k + 1, 2n − k]). We again have A′(x) = 0 for all x, because the
anti-diagonal matrix above is its own inverse and all the matrices commute.

3.2 The distinguishing attack

We now specialize the abstract obfuscation scheme from Section 2 to the single-input case. We
choose invertible matrices {Ri ∈ Z2×2

p }i∈[2n+1] and non-zero scalars {αi,x ∈ Zp}i∈[2n],b∈{0,1} uni-
formly at random. Next, we define

Ã0 := A0 · Radj
1 Ã2n+1 := R2n+1 · A2n+1 Ãi,b := αi,bRi · Ai,b · Radj

i+1

for i ∈ [2n], b ∈ {0, 1}, where Radj
i is the adjugate matrix of Ri. Finally, each of the entries of the

various Ã are what are actually encoded, meaning the “public” variables consist of

Yi,b = αi,bRi · Ai,b · Radj
i+1 + gZi,b

Next, by performing a change of variables on the Zi,b, we can actually write

Yi,b = αi,bRi · (Ai,b + gZi,b) · Radj
i+1

The underlying graded encodings guarantee some restrictions on the types of Type 1 encodings
allowed — however, the restrictions must allow evaluation of the branching program on various
inputs. In particular, the query

px := Y0 ×
2n∏

i=1

Yi,xinp(i)
× Y2n+1

is allowed. Now, the coefficient of g0 in px is given by

p(0)
x := Ã0 ×

2n∏

i=1

Ãi,xinp(i)
× Ã2n+1 = ρ

∏

i

αi,xinp(i)
A0 ×

2n∏

i=1

Ai,xinp(i)
× A2n+1

10



which evaluates to 0 by our choice of branching programs. (Note that by the discussion at the end
of Section 2, we can take this coeffficient to be identically 0, and not merely divisible by g.) Here

ρ :=
∏

i det(Ri) satisfies ρI =
∏

i RiR
adj
i , and we abuse notation by letting Y0,xinp(0)

denote Y0 (and
similarly for the other matrices).

Thus, the model, on Type 1 query px, will return a handle to the variable

p(1)
x := ρ

∏

i

αi,xinp(i)

2n+1∑

i=0

(
A0,xinp(0)

· · · Ai−1,xinp(i−1)
· Zi,xinp(i)

· Ai+1,xinp(i+1)
· · · A2n+1,xinp(2n+1)

)

As in Section 2, we will associate x ∈ {0, 1}n with sets T ⊂ [n] where i ∈ T if and only if
xi = 1. For i ∈ [2, n], write α′

i,b = αi,bα2n+1−i,b. Also set α′
1,b = ρα1,bα2n,b. Thus ρ

∏2n
i=1 αi,xinp(i)

=∏n
i=1 α′

i,xi
. Define this quantity as Ux = UT . It is straightforward to show that the UT satisfy the

following equation2 when |T | ≥ 2.

UT = U
−(|T |−1)
∅ ·

∏

j∈T

U{j}

Moreover, any equation satisfied by the UT is generated by these equations.

For the other part of p
(1)
x = p

(1)
T , there are two cases:

• The branching program is all-identity, with bookends (1 0) and (0 1)T . Then Ai,0 = Ai,1 =: Ai.
Here, we write βi,b = A0 · · · Ai−1 ·Zi,b ·Ai+1 · · · A2n+1. Notice that the βi,b are all independent.
For 0 ≤ i ≤ n, let β′

i,b = βi,b + β2n+1−i,b. Thus,

2n+1∑

i=0

(
A0,xinp(0)

· · · Ai−1,xinp(i−1)
· Zi,xinp(i)

· Ai+1,xinp(i+1)
· · · A2n+1,xinp(2n+1)

)
=

n∑

i=0

β′
i,xi

Define this quantity as Vx = VT . It is similarly straightforward to show that the VT satisfy
the following equation when |T | ≥ 2.

VT = −(|T | − 1)V∅ +
∑

j∈T

V{j}

Moreover, any equation satisfied by the VT is generated by these equations.

Piecing together, we have that p
(1)
T = UT VT , where UT , VT satisfy the equations above.

• The branching program is as above, except that it has reverse diagonals for b = 0, i ≤ k.
Consider a term · · · Ai−1,xinp(i−1)

· Zi,xinp(i)
· Ai+1,xinp(i+1)

· · · . Suppose for the moment that
i ≤ k + 1. Since each Ai,b is either diagonal or anti-diagonal, we have that · · · Ai−1,xinp(i−1)

=
· · · Ai−1,xi−1 is equal to the row vector (0 1) if the parity of x[1,i−1] is zero, and is equal

to (1 0) if the parity is 1. Similarly, Ai+1,xinp(i+1)
· · · is equal to the column vector (1 0)T

if the parity of x[1,i−1] is zero, and (0 1)T otherwise3. Therefore, · · · Ai−1,xinp(i−1)
· Zi,xinp(i)

·

Ai+1,xinp(i+1)
· · · is equal to

(
Zi,xinp(i)

)
1,2

or
(
Zi,xinp(i)

)
2,1

, depending on the parity of x[1,i−1].

2See Theorem 5.1 for a proof of a more general identity.
3The rest of the bits of x do not matter, since both matrices for each of these bits occur in the product

Ai+1,xinp(i+1)
· · · , and therefore cancel out.
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Therefore, define γi,b,p to be the result of the product when xi = b and the parity of x[1,i−1]

is p. For i ∈ [2n + k, 2n], the same holds, so we can absorb the product for this i into γi,b,p.
For i ∈ [k + 2, 2n − k − 1], the same holds true, except that it is only the parity of the bits
x[1,k] that matter. Therefore, we can write the product as γi,b,p where xi = b and the parity
of x[1,k] is p. Notice that each of the γi,b,p are independent.

Define

WT = Wx =
n∑

i=1

γi,xi,parity(x[1,min(i−1,k)])

Then we have that p
(1)
T = UT WT .

The WT must satisfy some linear relationships, since the number of W is 2n, but the number
of γ is 4n. We have not derived a general equation, but instead we will focus on two cases. If
the bits x1, . . . , xk are fixed (say to 0), then the parity for these bits is always the same (0).
Therefore, WT for these T satisfy the same equations as the VT . Thus, any equation satisfied

by the p
(1)
T for these T in the all-identity case will also be satisfied in the anti-diagonal case.

In the other case, take T ⊆ {1, 2, 3}, and suppose k = 1. In this simple case, it is straightfor-
ward to show that the following are the only linear relationships among these W :

W1,2,3 + W1 = W1,2 + W1,3

W2,3 + W∅ = W2 + W3

These are different, and fewer, than the equations satisfied by the VT . This will be the basis
for our distinguishing attack.

To distinguish the two branching programs, it suffices to find a polynomial Q that annihilates

the p
(1)
T for T ⊆ {1, 2, 3} in the all-identity case, but does not annihilate in the anti-identity case.

Here is such a polynomial; we note that, though it does not matter for our attack, this is in fact

the minimal annihilating polynomial for {p
(1)
T }T ⊆{1,2,3}.

Q1,2,3 =
(
p

(1)
∅ p

(1)
1,2,3

)2
+
(
p

(1)
1 p

(1)
2,3

)2
+
(
p

(1)
2 p

(1)
1,3

)2
+
(
p

(1)
3 p

(1)
1,2

)2

− 2
(
p

(1)
∅ p

(1)
1,2,3p

(1)
1 p

(1)
2,3 + p

(1)
∅ p

(1)
1,2,3p

(1)
2 p

(1)
1,3 + p

(1)
∅ p

(1)
1,2,3p

(1)
3 p

(1)
1,2

+p
(1)
1 p

(1)
2,3p

(1)
2 p

(1)
1,3 + p

(1)
1 p

(1)
2,3p

(1)
3 p

(1)
1,2 + p

(1)
2 p

(1)
1,3p

(1)
3 p

(1)
1,2

)

+ 4(p
(1)
∅ p

(1)
1,2p

(1)
1,3p

(1)
2,3 + p

(1)
1,2,3p

(1)
1 p

(1)
2 p

(1)
3 )

The fact that Q1,2,3 annihilates in the all-identity case can be verified by tedious computation.
The fact that it does not annihilate in the anti-diagonal case can also be verified by tedious com-

putation as follows. Consider a generic degree 4 polynomial Q in the p
(1)
T for T ⊆ {1, 2, 3}. The

condition “Q annihilates the p
(1)
T ” can be expressed as a linear equation in the coefficients of Q.

Since Q has degree 4 in 8 variables, the number of coefficients is bounded by a constant, so the
linear constraints can be solved. The result of of this computation is that Q = 0 is the only solution.

By Schwartz-Zippel, if Q does not annihilate, then with overwhelming probability over the
randomness of the obfuscation, the result of applying Q is non-zero.
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The attack thus works as follows. First query on inputs x which are zero in every location
except the first three bits. Since the branching program always evaluates to zero, the model will

return a handle to the element p
(1)
T , where T ⊆ {1, 2, 3} is the set of bits where x is 1. Then,

evaluate the polynomial Q1,2,3 on the elements obtained. If the result is 0, then guess that we are
in the all-identity case. If the result is non-zero, then guess that we are in the anti-diagonal case.
As we have shown, this attack distinguishes the two cases with overwhelming probability.

We make one final observation that will be relevant for attacking the specific [GGH13a] candi-
date. We note that, for either branching program, the following is true. Let T0 be some subset of
[k + 1, n] of size 3, and write T0 = i1, i2, i3. Let T1 some subset of [1, n] \ T0. Then for any subset

T ⊆ [3], write p̂
(1)
T := p

(1)
T ′ , where T ′ = {i : i ∈ T1 or i = ij for some j ∈ T }. If we then evaluate the

above polynomial Q1,2,3 over the p̂
(1)
T , we see that it annihilates. This is because the corresponding

p
(1)
T ′ satisfy the same equations as above.

3.3 Extensions

Here we consider the extension of our attack to other settings.

More general branching programs. First, a straightforward extension of our analysis above
shows that Q1,2,3 will successfully annihilate for any “trivial” branching program where, for each
layer i, the matrices Ai,0 and Ai,1 are the same. In other words, the evaluation of the branching
program is completely independent of the input bits. In contrast, above we showed a very sim-
ple branching program which does not satisfy this property for which Q1,2,3 does not annihilate.
More generally, it appears that for more complicated branching programs, Q1,2,3 will typically an-
nihilate. Therefore, our attack generalizes to distinguish “trivial” branching programs from many
complicated branching programs.

Padded-[BMSZ16]. Next, we observe that our attack does not require the branching programs
to compute the all-0s function, and that essentially any desired functionality can be used.

Assume that we are given BPs A, A′ that both compute the same function f : {0, 1}n → {0, 1}.
We augment them to obtain new BPs B, B′ by adding 6 extra “padding” layers anywhere in the
program; the first two of these input layers read (new) input bit xn+1, the next two read xn+2, and
the final two read xn+3. For B we put the identity matrix everywhere in these layers, while for B′

we put the anti-identity matrix when the bit read is 0.
The augmented BPs compute essentially the same function as before, namely f ′ : {0, 1}n+3 →

{0, 1} where f ′(x) = f(x|1···n). So, provided it is easy to find an input x for which the original
function f(x) = 0, we can obtain the outputs B(x ◦ y) and B′(x ◦ y) for every y ∈ {0, 1}3 and
evaluate the annihilating polynomial Q1,2,3 on them. By the same analysis, this will distinguish
the two BPs in our attack model.

[BGK+14] and [BR14]. Our attack also extends to the candidate obfuscator from [BGK+14].
This obfuscator differs slightly from the one described in Section 2, as we describe now. Assume
that we start with a BP consisting solely of w × w matrices (i.e. without bookends), such that the
product matrix = identity iff the function evaluates to 0. The [BGK+14] obfuscator first chooses
random vectors s, t ∈ Zw

p , and adds these as the bookends. Then, in addition to giving out the
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encoded matrices Yi,b and bookends s and t, the obfuscator gives out the encoded value of the inner
product 〈s, t〉, as well an encoding of each αi,b. Finally, evaluation of the obfuscated program on
input x is given by

s ×
∏

i

Yi,xinp(i)
× t − 〈s, t〉 ·

∏

i

αi,xinp(i)

which is an encoding of 0 iff the product of the original BP matrices = identity.
Note that the first term in the subtraction matches the polynomial px that was analyzed above,

so to extend our attack to the [BGK+14] obfuscator we must account for the g1-coefficient of the
second term 〈s, t〉 ·

∏
i αi,xinp(i)

. Denoting α0,xinp(0)
:= 〈s, t〉, the polynomial we need to analyze

becomes
∏

i(αi,xinp(i)
+g ·zi,xinp(i)

), where as above the z variables represent the GGH13 randomness.

The g1-coefficient of this polynomial is
∑

i

(
zi,xinp(i)

∏
j 6=i αj,xinp(j)

)
, which we can rewrite as

∏

i

αi,xinp(i)

∑

i

z̃i,xinp(i) (3.1)

via the change of variables z̃i,xinp(i) = zi,xinp(i)/αi,xinp(i). Finally, observe that expression (3.1) can be
easily absorbed into the previous decomposition

p(1)
x = ρ

∏

i

αi,xinp(i)

∑

i

β′
i,xi

and indeed the same annihilating polynomial Q1,2,3 works for the [BGK+14] obfuscator as well.
We also believe that our attack extends to the candidate obfuscator in [BR14], because eval-

uating the program in that setting corresponds to a subtraction similar to the one just analyzed.
However, we have not completely verified this due to the complexity of the [BR14] construction.

[PST14]. The main difference between the candidate obfuscator in [PST14] and the one in Sec-
tion 2 is that the initial BP matrices are first padded with extra 1s along the diagonal, i.e. they
transform

Ai,b 7→

(
Ai,b

I

)

However, since this preserves the property of a layer having the same matrix for both bits, our
analysis can be applied to attack this candidate as well.

[GGH+13b]. The only candidate branching program obfuscator to which we do not know how
to apply our attack is the original candidate due to [GGH+13b]. In this candidate, the initial BP
matrices are first padded with extra random elements on the diagonal, i.e. they transform

Ai,b 7→

(
Ai,b

Di,b

)

where Di,b is a random diagonal matrix of dimension d (and Ai,b is assumed to have dimension 5).
Then, bookend vectors s and t are chosen

s = (s1, . . . , s5, 0, . . . , 0︸ ︷︷ ︸
d/2

, $, . . . , $︸ ︷︷ ︸
d/2

) t = (t1, . . . , t5, $, . . . , $︸ ︷︷ ︸
d/2

, 0, . . . , 0︸ ︷︷ ︸
d/2

)
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subject to
∑

i≤5 siti = 0. (This is a slight simplification of [GGH+13b], but it illustrates the core
technical problem in applying our attack.)

Now consider the evaluation on input x:

px = s ×
∏

i

(
Ai,xinp(i)

Di,xinp(i)

)
× t = s ×

(∏
i Ai,xinp(i) ∏

i Di,xinp(i)

)
× t

While this product indeed encodes value
∑

i≤5 siti = 0 when
∏

i Ai,xinp(i)
= I, the g1-coefficient

becomes quite complicated. This is due to the uniform entries in s and t, which select some of the
GGH randomization variables from the “southwest” quadrant of the product matrix. As a result,
we do not know how to extend our attack to this setting.

4 Attack on GGH13 Encodings

In this section we explain how the abstract attack above extends to actual obfuscation schemes
[BGK+14, AGIS14, BMSZ16] when implemented with [GGH13a] multilinear maps. At a high level,
this is done by implementing Type 1 and Type 2 queries ourselves, without the help of the
abstract model’s oracle.

Implementing Type 1 queries is straightforward: for any honestly executed 0-output of the
program, namely an encoding

px =
[(

p(0)
x ({Xj}, {Zi}) + gp(1)

x ({Xj}, {Zi}) + g2...
)

/zk
]

q

with p
(0)
x ({Xj}, {Zi}) = 0, we can multiply by the zero-testing parameter pzt = [hzk/g]q to obtain

Wx := [px · pzt]q = h ·
(
p(1)

x ({Xj}, {Zi}) + gp(2)
x ({Xj}, {Zi}) + g2...

)
(4.1)

This differs from what is returned in the abstract attack because of the factor h. To handle this, we

ensure that our annihilating polynomial Q is homogeneous, and thus Q({h · p
(1)
x ({Xj}, {Zi})}x) = 0

whenever Q({p
(1)
x ({Xj}, {Zi})}x) = 0. (Lemma 5.3 in fact shows we can assume Q is homogeneous

without loss of generality, because the p
(1)
x are all homogeneous and of the same degree.)

To implement Type 2 queries, we must check whether a given polynomial Q over {Wx}x∈S (for

some S ⊆ {0, 1}n) is an annihilating polynomial, i.e. whether Q
(
{h · p

(1)
x ({Xj}, {Zi})}x∈S

)
= 0.

To do this we observe that, for any such Q, Q ({Wx}x∈S) produces a ring element in the ideal
〈hg〉. So, we compute many such elements vi = Qi ({Wx}x∈Si

), where Qi is the (homogeneous)

polynomial that annihilates {p
(1)
x ({Xj}, {Zi})}x∈Si

when the encodings were formed by obfuscating
the all-identity branching program. More specifically, we compute enough vi to (heuristically) form
a basis of 〈hg〉. Then, we compute one more element v∗ which is either in 〈hg〉 or not depending
on which branching program was obfuscated, and finally we use the 〈hg〉-basis to test this.

4.1 The Attack

We use essentially the same pair of branching programs A, A′ that were used in the abstract attack
(see Section 3.1): A consists of all identity matrices, while in A′ the two matrices corresponding to
x1 = 0 are changed to be anti-diagonal.
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Let O denote the obfuscator described in Section 2.1. This obfuscator is exactly the one from
[BMSZ16], with two exceptions. First, it operates on a branching program reading only one bit
per layer, while in [BMSZ16] the branching programs read two bits per layer. In Section 5, we
show that our abstract attack, and thus also the concrete attack described here, extends to the
dual-input setting. (In fact, we show that it extends to arity-d branching programs for any constant
d.) Second, equation (4.1) (and the presence of zk in pzt) assumes that all encodings output by O
are level-1 GGH encodings, while in [BMSZ16] a more complicated level structure is used (following
[BGK+14, MSW14]). However, since our attack only uses these encodings to honestly execute the
obfuscated program, (4.1) holds even for this level structure.

Here is our attack:

• Let m = nO(1) be the dimension of the underlying encodings (this is a parameter of the
[GGH13a] scheme). Note that any m linearly independent elements of 〈hg〉 form a basis for
〈hg〉. Let m′ ≫ m be an integer.

• Repeat the following for t = 1, . . . , m′:

– Choose a random size-3 subset T0 = {i1, i2, i3} ⊆ [n] that does not contain 1. T0 will
correspond to the set of input bits that we vary.

– Choose a random subset T1 ⊆ ([n]\T0). T1 will correspond to a fixing of the bits outside
T0.

– For each T ⊆ [3],

∗ let xT ∈ {0, 1}n be the string such that xi = 1 if and only if either i ∈ T1, or i = ij

for some j ∈ T (recall that T0 = {i1, i2, i3}).

∗ Run the obfuscated program on input x, until the zero test query. Let p
(1)
T be the

vector obtained from zero testing.

– Evaluate the polynomial Q1,2,3 in Section 3 on the p
(1)
T . Let the output be defined as vt.

That is, we let xT vary over the the 8 possible values obtained by fixing all the input
bits outside of T0, run the obfuscated program on each of the xT , and then evaluate the
polynomial Q1,2,3 on the results to get vt.

• Find a linearly independent subset V of the vt.

• Choose a random size-3 subset T ∗
0 = {i1, i2, i3} ⊆ [n] that does contain 1. For each T ⊆ [3],

compute p
(1)
T as above. Then evaluate the polynomial Q1,2,3 on the p

(1)
T to obtain a vector v∗.

• Finally, test if v∗ is in the span of V . If it is, output 1. Otherwise, output 0.

Analysis of our attack. As in Section 3, let T0 ⊆ [n], and choose an arbitrary fixing of the
remaining bits. Suppose we evaluate the branching program on the 8 different inputs corresponding
to varying the bits in T0, and then run the polynomial Q1,2,3 on the results. Then Q1,2,3 annihilates
annihilates in either of the following cases:

• T0 does not contain 1.

• The branching program is the all-identity program, even if T0 contains 1.
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Therefore, we see that Q1,2,3 annihilates for each t = 1, . . . , m′. In the case of [GGH13a], Q1,2,3

annihilating mans that the resulting vector v is an element of the ideal 〈hg〉.
Thus, each of the vt are elements in the ideal, regardless of the branching program. We will

heuristically assume that the vt span the entire ideal. This is plausible since the number m′ of vt

is much larger than the dimension of the ideal. Increasing m′ relative to m should increase the
likelihood of the heuristic being true.

For v∗, however, things are different. v∗ is in the ideal if the branching program is the all-
identity, but outside the ideal (with high probability) if the branching program has anti-diagonals,
since in this case Q1,2,3 does not annihilate. Therefore, our test for v∗ being linearly independent
from v will determine which branching program we were given.

5 Beyond Single-Input Branching Programs

In this section, we show an abstract attack on dual-input branching programs, proving Theorem 1.2.

Theorem 1.2. Let O denote the dual-input variant of the iO candidates found in [BGK+14, PST14,
AGIS14, MSW14, BMSZ16] (over GGH13 [GGH13a] maps).

There exist two functionally-equivalent branching programs A, A′ such that O(A) and O(A′)
can be efficiently distinguished in the abstract attack model described in Section 2.

More generally, we show that generalizing to d-input branching programs for any constant d
will not prevent the attack.

We first recall our semantics of branching programs in the general d-ary setting. Fix integers
d, ℓ and n which respectively correspond to the number of bits read by each layer of the branching
program, the length of the branching program, and the input length. Let inp : [ℓ] → 2[n] be any
function such that |inp(i)| = d for all i ∈ [ℓ]. A branching program of length ℓ then consists of
2dℓ + 2 matrices A0, {Ai,Si

}i∈[ℓ], Aℓ+1 where Si ranges over subsets of inp(i), and A0Aℓ+1 are the
“bookend” vectors.

We associate an input x with the subset T ∈ 2[n] of indices where x is 1. To evaluate the
branching program on input x (set T ) compute the product

A(T ) = A0 ×
ℓ∏

i=1

Ai,T ∩inp(i) × Aℓ+1

Consider the obfuscation of the branching program. Let Ri be the Kilian randomizing matrices.
Let αi,S be the extra randomization terms. Then the encoded values seen by the adversary are the

matrices Yi,S = αi,SRi.Ai,S.Radj
i+1 + gZi,S

By performing a change of variables on the Zi,S, we can actually write Yi,S = αi,SRi · (Ai,S +

gZi,S) · Radj
i+1

The encodings will guarantee some restrictions on the Type 1 queries allowed — however they
must allow evaluation of the branching program. Thus we assume that the following query is
allowed for every T ⊆ [n].

pT = Y0 ×
ℓ∏

i=1

Yi,T ∩inp(i) × Yℓ+1
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Now we will assume a trivial branching program where (1) within each layer, all matrices are
the same (Ai,Si

= Ai,S′
i

for any Si, S′
i ∈ inp(i)), so in particular the program is constant, and (2),

the branching program evaluates to 0 on all inputs. Therefore, the g0 coefficient in pT will evaluate
to zero everywhere. Thus, a Type 1 query will output a handle to the variable

p
(1)
T = ρ

(
∏

i

αi,S∩inp(i)

)
∑

i

(
· · · Ai,T ∩inp(i−1) · Zi,T ∩inp(i) · Ai+1,T ∩inp(i+1) · · ·

)

For any sets S′ ⊆ S ⊆ [n] with |S| = d, define

αS,S′ :=
∏

i:inp(i)=S

αi,S′ βS,S′ :=
∑

i:inp(i)=S

βi,S′

and for any set T ⊆ [n], define

UT :=
∏

S:|S|=d

αS,T ∩S VT :=
∑

S:|S|=d

βS,T ∩S

Then we have that p
(1)
T = UT VT .

The following theorem shows that, for |T | > d, UT and VT can each be written as rational
polynomials in the variables UT ′ , VT ′ for |T ′| ≤ d.

Theorem 5.1. Let T ⊆ [n] with |T | > d. Then,

UT =
∏

T ′⊆T :|T ′|≤d

U
(−1)d−|T ′ |·(|T |−|T ′|−1

d−|T ′| )
T ′

and

VT =
∑

T ′⊆T :|T ′|≤d

(−1)d−|T ′| ·

(
|T | − |T ′| − 1

d − |T ′|

)
· VT ′ .

Proof. We prove this equation for VT , the proof for UT is analogous. Consider expanding the left
and right sides of the equation in terms of the βS,Z and equating the coefficients of βS,Z on both
sides, we see that the following claim suffices to prove the theorem:

Claim 5.2. For any sets T, S, Z,

∑

T ′⊆T :|T ′|≤d,T ′∩S=Z

(
|T | − |T ′| − 1

d − |T ′|

)
(−1)d−|T ′| =

{
1 if T ∩ S = Z

0 if T ∩ S 6= Z

The left hand side (resp. right hand side) of the above equation corresponds to the coefficient
of βS,Z in the right hand side (resp. left hand side) of the V equation in Theorem 5.1. Hence the
theorem follows from the claim.

We now prove the claim. First, suppose Z * T ∩ S. Then the sum on the right is empty, so
the result is zero, as desired. Next, suppose Z ⊆ T ∩ S. Then for any T ′ in the sum, we can write
T ′ = Z ∪ T ′′ where T ′′ ⊆ T \ (S ∪ Z) and |T ′′| ≤ d − |Z|. Therefore, we can think of the sum as
being over T ′′. The number of T ′′ of size i is

(|T \(S∪Z)|
i

)
. Therefore, the sum on the left is equal to

d−|Z|∑

i=0

(
|T \ (S ∪ Z)|

i

)(
|T | − |Z| − i − 1

d − |Z| − i

)
(−1)d−i−|Z|
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Let e = d − |Z|, t = |T | − |Z| = |T \ Z| (since Z ⊆ (T ∩ S) ⊆ T ), and k = |T \ (S ∪ Z)|. Notice
that k ≤ t, and that k = t if and only Z = T ∩ S. Thus, we need to show that

e∑

i=0

(
k

i

)(
t − i − 1

e − i

)
(−1)e−i =

{
1 if k = t

0 if k < t

First, we use the identity (−1)s
(s−r−1

s

)
=
(r

s

)
with s = e−i and r = e−t to replace

(t−i−1
e−i

)
(−1)e−i

with
(e−t

e−i

)
(note that the binomial coefficients are defined for negative integers such as e − t).

Then we have that the left hand side becomes
∑e

i=0

(k
i

)(e−t
e−i

)
. The Chu-Vandermonde identity

shows that this is equal to
(k+(e−t)

e

)
=
(e−(t−k)

e

)
. Notice that if t = k, the result is 1. Moreover, if

k < t, then the upper index of the binomial is less than the bottom index, so the result is 0. This
proves the claim and hence the theorem.

Annihilating polynomial for p
(1)
T . We now describe our abstract attack using annihilating

polynomials. The first step is to argue that it is possible to efficiently devise a non-zero polynomial

Q on several of the p
(1)
T such that Q is identically zero when the p

(1)
T come from the obfuscation. In

particular, we need Q to be identically zero as a polynomial over the α’s and β’s. Using Theorem 5.1,
it suffices to find Q that is identically zero as a rational function over the UT , VT for |T | ≤ d.

We will first consider the values p
(1)
T as polynomials in the VT , UT , |T | ≤ d over the rationals.

Let k = 2d + 2, and consider all p
(1)
T for T ⊆ [k]. Then each p

(1)
T is a rational function of the UT , VT

for T ⊆ [k], |T | ≤ d. There are
∑d

i=0

(k
i

)
< 22d+1 such T , and therefore fewer than 22d+2 such

UT , VT . Yet there are 22d+2 different p
(1)
T for T ⊆ [k] of arbitrary size. Thus, there must be some

algebraic dependence among the p
(1)
T . Notice moreover that the expression for p

(1)
T , T ⊆ [k] in terms

of the UT ′ , VT ′ , T ′ ⊆ [k], |T ′| ≤ d are fixed rational functions with integer coefficients, independent
of the branching program, n, or ℓ; the only dependence is on d. Recall that we are taking d to be

a constant, so the number of p
(1)
T , VT ′ , UT ′ and the coefficients in the relation between them are all

constants. Therefore, there is a fixed polynomial Qd in the p
(1)
T over the rationals such that Qd is

identically zero when the p
(1)
T come from obfuscation.

We note that by a more tedious argument, it is actually possible to show there must be an

algebraic dependence among the p
(1)
T , and hence an annihilating polynomial for them, when T

varies over the subsets of [k] for k = 2d + 1 (as opposed to 2d + 2).
By multiplying by the LCM of the denominators of the rational coefficients, we can assume

without loss of generality that Qd has integer coefficients. Therefore, there is a fixed integer

polynomial Qd such that Qd(p
(1)
T ) is identically 0. Since the coefficients are integers, this polynomial

actually also applies in any field or ring; we just need to verify that it is not identically zero in the
field/ring. This will be true as long as the characteristic of the ring is larger than the largest of
the coefficients. Since in our case, the ring characteristic grows (exponentially) with the security
parameter, for high enough security parameter, the polynomial Qd will be non-zero over the ring.

Computing the annihilating polynomial Qd. In Section 3, we gave an annihilating polyno-
mial for the case d = 1. For more general d, we do not know a more general expression. However,
we still argue that such a Qd can be efficiently found for any d:

19



• The polynomial Qd is just a fixed polynomial over the integers; in particular is has a constant-
sized description for constant d. Thus, we can assume that Qd is simply given to the adversary.

• If we want to actually compute Qd, this is possible using linear algebra. Using degree bounds
for the annihilating polynomial due to [Kay09], we can determine an upper bound t on the

degree of Qd. Then, the statement “Qd annihilates the p
(1)
T ” can be expressed as a system

of linear equations in the coefficients of Qd, where the equations themselves are determined

by expressions for p
(1)
T in terms of the UT ′ , VT ′ . By solving this system of linear equations, it

is possible to obtain a polynomial Qd. We note that, for constant d, t will be constant, the
system of linear constraints will be constant, and hence it will take constant time to compute
Qd. In terms of d, the running time is necessarily exponential (since the number of variables

p
(1)
T is exponential).

The following lemma shows that we can take Q to be a homogeneous polynomial, which will be
necessary for obtaining an attack over [GGH13a].

Lemma 5.3. Let p1, . . . , pk be homogeneous polynomials each of the same degree d. Let Q be any
polynomial that annihilates {pi}i, and let Qr denote the homogeneous degree-r part of Q. Then Qr

annihilates {pi}i for each r ≤ deg(Q).

Proof. If Qr({pi}i) 6= 0 for some r ≤ deg(Q), then Qr contains some degree-dr monomial m. Then

because
∑deg(Q)

r=0 Qr({pi}i) = Q({pi}i) = 0, some Q(r′) for r′ 6= r must contain the monomial −m.
However, since Q(r′) is homogeneous of degree dr′ 6= dr, this is a contradiction.

Completing the attack. Using the annihilating polynomial above, we immediately get an attack
on the abstract model of obfuscation. The attack distinguishes the trivial branching program where
all matrices across each layer are the same, from a more general all-zeros branching program that
always outputs zero, but has a non-trivial branching program structure.

The attack proceeds as follows: query the model on Type 1 queries for all pT as T ranges over
the subsets of [k]. Since the branching program always outputs 0, the model will return a handle

to the p
(1)
T polynomials. Then evaluate the annihilating polynomial Qd above on the obtained p

(1)
T .

If the result is non-zero (as will be the case for many non-trivial branching programs), then we
know the branching program was not the trivial branching program. In contrast, if the result is
zero, then we can safely guess that we are in the trivial branching program case. Hence, we breach
the indistinguishability security of the obfuscator.

6 Attacking Order Revealing Encryption

In this section, we describe how to attack the order revealing encryption (ORE) scheme of Boneh
et al. [BLR+15], proving Theorem 1.3.

Theorem 1.3. Let E denote the ORE scheme of [BLR+15] (over GGH13 [GGH13a] maps). There

exist two sequences of plaintexts m0
1 < · · · < m

(0)
ℓ and m

(1)
1 < · · · < m

(1)
ℓ such that E(m0

1), · · · , E(m0
ℓ )

and E(m1
1), · · · , E(m1

ℓ ) can be efficiently distinguished in the abstract attack model described in
Section 2.

We first recall the definition of an order revealing encryption scheme.
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Definition 6.1. An order revealing encryption scheme consists of four algorithms (Gen, Enc, Dec, Comp)
such that:

• Gen takes as input the security parameter, and outputs public parameters PP and a secret key
sk.

• Enc(sk, m) is a secret key encryption algorithm that outputs a ciphertext c.

• Dec(sk, c) is a decryption algorithm that outputs a plaintext.

• Comp(PP, c0, c1) is a public key comparison procedure that takes as input two ciphertexts, and
outputs a bit b.

• Correct Decryption. This is the standard correctness requirement for secret key encryption.
For any m, with overwhelming probability over the choice of (PP, sk) and the random coins
of Enc, we have that Dec(sk, Enc(sk, m)) outputs m.

• Correct Comparison. For any messages m0, m1, m0 < m1, we have that with overwhelming
probability over the choice of (PP, sk) and the random coins of Enc, Comp(PP, Enc(sk, m0), Enc(sk, m1)) =
0 and Comp(PP, Enc(sk, m1), Enc(sk, m0)) = 1.

• Security. For any two polynomial-length sequences of ordered messages m
(0)
0 < m

(0)
1 < · · · <

m
(0)
ℓ and m

(1)
0 < m

(1)
1 < · · · < m

(1)
ℓ of the same length ℓ, we have that the following two distri-

butions are computationally indistinguishable: PP, Enc(sk, m
(0)
0 ), Enc(sk, m

(0)
1 ), . . . , Enc(sk, m

(0)
ℓ )

and PP, Enc(sk, m
(1)
0 ), Enc(sk, m

(1)
1 ), . . . , Enc(sk, m

(1)
ℓ ).

We note that the security definition is much weaker than that defined in [BLR+15], which
allowed for adaptive message queries. Nonetheless, we will give an attack on their scheme even for
our weaker definition

6.1 Description of [BLR+15] in Abstract Model

We now given an abstract description of the [BLR+15] order revealing encryption scheme in our
model for graded encodings. We will actually describe a simplified variant for which, for any
ciphertext, that ciphertext can be inserted into either the first or second ciphertext slot of Comp,
but not both. That is, Enc now takes as input an additional bit b, and if b = 0, and Comp(PP, c0, c1)
is only required to be correct where c0 is encrypted using bit 0, and c1 is encrypted using bit 1.
This is how the Boneh et al. [BLR+15] protocol works; to obtain the usual notion of order revealing
encryption, the encryption procedure simply encrypts twice, once to each input.

The starting point for the construction is a branching program A1,0, A1,1, B1,0, B1,1, . . . , An,0, An,1, Bn,0, Bn,1

such that:

• For any two n-bit integers x, y,
∏n

i=1 Axi
· Byi

= 0 if and only if x < y. Note that it is trivial
to extend our attacks to work in the case where < is replaced with ≤, >, or ≥.

• For any j ∈ [n], the products
∏j

i=1 Axi
· Byi

and
∏n

i=n−j+1 Axi
· Byi

, which will be vectors of
some dimension, only depend on the result of comparing the first or last, respectively, j bits
of x and y. That is,

∏j
i=1 Axi

· Byi
takes on one of 3 possible values, depending on the three

possible results of comparing x[1,i], y[1,i], <, >, or =.
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Note that here we describe a branching program without bookends, but where the matrices are
shaped so that the output is a scalar. It is straightforward to obtain a branching program in this
form by multiplying the branching program by the bookend vectors.

The secret key sk for the ORE scheme consists of 2n − 1 random matrices Ri, as well as the
necessary information to compute encodings in the graded encoding. The public key will be the
description of the graded encoding scheme, which allows for Type 1 and Type 2 queries, with the
class of valid Type 1 queries to be specified later.

Encryption. To encrypt integer x into the left input to Comp, choose random αx,i for i ∈ [n], and

compute Ãx,i = αx,iR2i−2 · Ai,xi
· Radj

2i−1. Here, R0 is just the integer 1. Then the Ãx,i are encoded,
meaning the public values seen by the adversary are

Xx,i = αx,iR2i−2 · (Ai,xi
+ gZx,i) · Radj

2i−1

for random Zx,i. Here, we use the re-labeling of the Z variables used in Section 3.

Encryption in the right input to Comp is analogous. Choose random βx,i for i ∈ [n], and compute

B̃x,i = βx,iR2i−1 · Bi,xi
· Radj

2i . Here, R2n is just the integer 1. Then the B̃x,i are encoded, meaning
the public values seen by the adversary are

Yx,i = βx,iR2i−1 · (Bi,xi
+ gWx,i) · Radj

2i

for random Wx,i.

Comparison. To compare two ciphertexts c0, c1 consisting of Xx,i and Yy,i for integers x, y,
perform a Type 1 query on the product

n∏

i=1

Xx,i · Yy,i =
n∏

i=1

αx,iβy,i (Ai,xi
+ gZx,i) · (Bi,yi

+ gWy,i)

Notice that the g0 term is exactly equal to
∏n

i=1 Axi
·Byi

, up to scaling by the αx,i, βy,i. Therefore,
the result is zero if and only if x < y. Thus, it is possible to determine the order of the two plaintexts.

Note that these Type 1 queries must be explicitly allowed for correctness. [BLR+15] analyze
the types of queries that are allowed in the standard generic model for graded encodings; however,
for our attack, we do not require any other Type 1 queries.

6.2 Our Attack

Suppose Comp gives 0 on encryptions of x and y. The coefficient of g1 will be:

V (x, y) =

(
n∏

i=1

αx,iβy,i

)
n∑

i=1




i−1∏

j=1

Aj,xj
· Bj,yj


 · (Ai,xi

· Wy,i + Zx,i · Bi,yi
) ·




n∏

j=i+1

Aj,xj
· Bj,yj




Define αx =
∏n

i=1 αx,i and βy =
∏n

i=1 βy,i. Recall that
∏i−1

j=1 Aj,xj
· Bj,yj

only depends on the
result of comparing the first i − 1 bits, and that

∏n
j=i+1 Aj,xj

· Bj,yj
only depends on the result of

comparing the last n − i bits. Therefore, we can re-write the g1 coefficient as:

V (x, y) = αxβy

n∑

i=1

(
Zx,i,Comp(x[1,i−1],y[1,i]),yi,Comp(x[i+1,n],y[i+1,n]) + Wy,i,Comp(x[1,i−1],y[1,i−1]),xi,Comp(x[i+1,n],y[i+1,n])

)

For variables Zx,i,a,b,c, Wy,i,a,b,c where a, c ∈ {<, =, >} and b ∈ {0, 1}.
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Choosing the query points. We now describe how we choose our query points. Let k be a
positive integer, and n = 2k + 4. Let X0, Y0, X1, Y1 be sets of n-bit integers that have the form:

• Xb: x = 0 x̂ 00 0k 0 for a k-bit integer x̂. In particular X0 = X1.

• Yb: y = b 1k 11 ŷ b for a k-bit integer ŷ.

Then Xb, Yb satisfy the following:

• For any x ∈ Xb, y ∈ Yb, x < y.

• For any x ∈ X1, y ∈ Y1, x[1,i] < y[1,i] for all i ∈ [n]. That is, the result of comparing the first
i bits for any i is always <.

• For any x ∈ X0, y ∈ Y0, x[1,i] < y[1,i], unless

– i = 1

– i ∈ [2, k + 1] and x̂[1,i−1] = 1i−1.

• For any x ∈ X1, y ∈ Y1, x[i,n] < y[i,n] for any i ∈ [n]. That is, the result of comparing the last
n − i + 1 bits for any i is always <.

• For any x ∈ X0, y ∈ Y0, x[i,n] < y[i,n], unless

– i = n

– i ∈ [k + 4, 2k + 3] and ŷ[i−k−3,k] = 1i−k−3.

We first consider X1, Y1. For these x, y, Comp(x[1,i−1], y[1,i−1]) and Comp(x[i+1,n], y[i+1,n]) will
always be the independent of the choice of x ∈ X1 and y ∈ Y1, namely <.4 Moreover, for i = 1
or i ∈ [k + 2, n], xi is independent of x. Therefore, the Zx,i,Comp(x[1,i−1],y[1,i]),yi,Comp(x[i+1,n],y[i+1,n]) for
these i are independent of y. They can thus be absorbed into the other Zx’s. Similar statements
hold for the yi’s for i ∈ [1, k + 3] or i = n.

This lets us write

V (x, y) = αxβy

k∑

i=1

(Zx,i,ŷi
+ Wy,i,x̂i

)

for x ∈ X1, y ∈ Y1, and variables Zx,i,b, Wy,i,b. We write this as the sum of two inner products:
V (x, y) = Zx · Γy + ∆x · Wy where

Zx = αx(Zx,1,0 Zx,1,1 Zx,2,0 Zx,2,1 · · · Zx,n,0 Zx,n,1)

Wy = βy(Wy,1,0 Wy,1,1 Wy,2,0 Wy,2,1 · · · Wy,n,0 Wy,n,1)

∆x = αx( (1 − x̂1) x̂1 (1 − x̂2) x̂2 · · · (1 − x̂n) x̂n )

Γy = βy( (1 − ŷ1) ŷ1 (1 − ŷ2) ŷ2 · · · (1 − ŷn) ŷn )

4Technically, in the case i = 1, Comp(x[1,i−1], y[1,i−1]) will give =. However, this is still independent of the choice
of x and y, so all of the following arguments are still valid.
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Let V be the matrix of V (x, y) values as x, y vary over X1, Y1, respectively. Let Z, ∆ be
the matrices containing the vectors Zx, ∆x (respectively) as rows, and let W, Γ be the matrices
containing the vectors Wy, Γy (respectively) as columns. Then we can write

V = Z · Γ + ∆ · W = (Z Γ) ·

(
∆
W

)

Now, the smallest dimension of the matrices Γ, ∆ is 2k, so their rank is clearly at most 2k. We
now argue that the rank is in fact at most k + 1 for each. To see this, note that the columns of ∆

are spanned by the following k + 1 column vectors: v
(0)
x = αx, and v

(i)
x = x̂i for i ∈ [k]. Thus the

rank of ∆ is at most k + 1. Moreover, it is straightforward to argue that any k′ ≤ k + 1 rows of ∆
are linearly independent. Similar arguments hold for Γ.

Since Z, W are full rank with overwhelming probability, Z ·Γ and ∆ ·W each have rank min(k +
1, 2k). Therefore, their sum V has rank at most 2k + 2. Moreover, since Z, W are random matrices,
the ranks will add with overwhelming probability, so the total rank is min(2k + 2, 2k).

We now consider X0, Y0. Performing a similar treatment as we did in the case of X1, Y1, for any
x ∈ X0, y ∈ Y0, we can therefore write

V (x, y) = αxβx

((
k−1∑

i=1

Zx,i,ŷi,δ0(ŷ[i+1,k])

)
+

(
k∑

i=2

Wy,i,x̂i,δ1(x̂[1,i−1])

))

where δb(z) is 1 if and only if all the bits of z are equal to b, and 0 otherwise. Note that one might
expect there to be a Zx,0,δ0(ŷ) term. However, δ0(ŷ) is determined by ŷ1 and δ0(ŷ[2,k]), and hence
Zx,0,δ0(ŷ) can be absorbed into Zx,1,ŷ1,δ0(ŷ[2,k]). Similar statements hold for Wy,k+1,δ1(x̂), Zx,k,ŷk

, and
Wy,1,x̂1.

Through a similar analysis as in the X1, Y1 case, the matrix V whose entries are V (x, y) can be
written as Z · Γ + ∆ · W for 2k × (4k − 4) matrices Z, ∆ and (4k − 4) × 2k matrices Γ, W , where
Z, W contain the variables Zx,i,b,c, Wy,i,b,c and ∆, Γ are matrices that depend on the bits of x, y.
Note that these matrices will be different than those computed in the X1, Y1 case. The matrices
∆, Γ can each be shown to have rank min(2k, 2k). Then V has rank min(4k, 2k).

Hence, the rank of V will depend on whether we consider X0, Y0 or X1, Y1. This will be the
basis for our attack.

The attack. We now describe our distinguishing attack. Set k = 4, and let X0, Y0, X1, Y1 be the
sets of 2k = 16 integers each, as above.

• Query on the sequences (X0, Y0) and (X1, Y1), obtaining 32 ciphertexts corresponding to
encryptions of (Xb, Yb). Let D be the ciphertexts encrypting Xb, and E be the ciphertexts
encrypting Yb. Note that we only need the ciphertexts in D to be valid left inputs to Comp,
and the ciphertexts in E to be valid right inputs.

• For each d ∈ D, e ∈ E, make a Type 1 query on the polynomial corresponding to runing
the comparison procedure on d, e. Since x < y for each x ∈ Xb, y ∈ Yb, the polynomial will
evaluate to 0, and hence result of the query will be an algebraic element Vd,e.

• Assemble the 2k = 16 × 2k = 16 matrix V of the Vd,e components.

24



• Compute the determinant of V . If the result is zero, output 1. Otherwise, output 0.

In the case b = 1, V will have rank 2k + 2 = 10 < 16. Hence the determinant gives 0. In the
vase b = 0, V will have rank 4k = 16. Hence the determinant will be non-zero with overwhelming
probability. Thus, our attack successfully determines which set of encryptions it received.

Attack over GGH13. We now describe how to turn this into an actual attack on ORE built
on GGH13 multilinear maps. Let ℓ be some integer. Let X(a) be X1, except with the ℓ-bit integer
a prepended to each of the elements in X1. Similarly define Y (a). Define X∗

b , Y ∗
b as Xb, Yb, except

with 0ℓ prepended to each element.
Let m = nO(1) be the dimension of the underlying encodings, and m′ ≫ m be an integer. Let

S ⊆ {0, 1}ℓ be a set of size m′ that does not contain zero. We will attack ORE instantiated with
(12 + ℓ)-bit integers.

The attack works as follows:

• Query on sequences (X∗
0 , Y ∗

0 ), {(X(s), Y (s))}s∈S and (X∗
1 , Y ∗

1 ), {(X(s), Y (s))}s∈S , obtaining ci-
phertexts (D∗, E∗), {(D(s), E(s))}s∈S . Note that we only need the D ciphertexts to be valid
left inputs, and the E ciphertexts to be valid right inputs to Comp.

• For each s ∈ S, do the following:

– Construct the matrix V (s), which consists of all the results of comparing d, e for d ∈
D(s), e ∈ E(s).

– Compute the determinant polynomial on V (s), obtaining vs.

• Find a linearly independent subset U of the vs.

• Construct the matrix V ∗, which consists of all the results of comparing d, e for d ∈ D∗, e ∈ E∗.

• Compute the determinant polynomial on V ∗, obtaining v∗.

• Test if v∗ is in the span of U . If it is, output 1, otherwise output 0.

From our prior analysis, V (s) is not full rank, so the determinant annihilates each of the V (s),
giving a vector vs in the idea 〈hg〉5. We will heuristically assume that the vs span the entire ideal,
which is plausible since the number of s, namely m′, is much larger relative to the dimension of the
ideal. Meanwhile, the determinant only annihilates V ∗ in the case b = 1. Thus v∗ will be in 〈hg〉
if b = 1, but not if b = 0. Our linear independence test therefore distinguishes the two cases.
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