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Abstract. The security of pairing-based cryptosystems is closely related
to the difficulty of the pairing inversion problem(PI). In this paper, we
discuss the difficulty of pairing inversion on the generalized ate pairings of
Vercauteren. First, we provide a simpler approach for PI by generalizing
and simplifying Kanayama-Okamotos approach; our approach involves
modifications of exponentiation inversion(EI) and Miller inversion(MI),
via an auxiliary pairing. Then we provide a complexity of the modified
MI, showing that the complexity depends on the sum-norm of the integer
vector defining the auxiliary pairing. Next, we observe that degenerate
auxiliary pairings expect to make modified EI harder. We provide a suf-
ficient condition on the integer vector, in terms of its max norm, so that
the corresponding auxiliary paring is non-degenerate. Finally, we define
an infinite set of curve parameters, which includes those of typical pair-
ing friendly curves, and we show that, within those parameters, PI of
arbitrarily given generalized ate pairing can be reduced to modified EI
in polynomial time.

1 Introduction

Pairings [1, 9, 12, 13, 18, 25, 29] play an important role in cryptography [2–4, 14,
27]. The security of pairing-based cryptosystems is closely related to the difficulty
of the pairing inversion problem (PI): for a given pairing 〈∙, ∙〉, an argument
Q(or P ) and a pairing value z, compute the other argument P (or Q) such that
z = 〈P,Q〉.

PI on elliptic curves was first recognized by Verheul [26] as a potentially hard
cryptographic computational problem. Satoh [23, 24] considered the polynomial
interpolations to find the x-coordinate of P for given Q and z, providing evi-
dences that support the difficulty of PI. Galbraith-Hess-Vercauteren [11] defined
PI formally and discussed two approaches for PI. (1) Try to solve PI in a single
step. (2) Solve PI by inverting exponentiation first and then inverting Miller step
- Since pairings on elliptic curves are computed in two steps, namely the Miller
step and the exponentiation step, they suggested inverting them in reverse or-
der to solve PI, i.e. exponentiation inversion(EI) and then Miller inversion (MI).



They discussed the possibilities on the reduction of MI to PI (precisely FAPI-1)
vice versa for Tate-Lichtenbaum pairing after the observation that the EI for
Tate-Lichtenbaum pairing can be defined as returning a random value satisfying
its exponentiation relation, which is very easy. They remarked that the situation,
of EI, is quite different for the ate pairing. Recently, [17] showed that, when a
preimage of Tate-Lichtenbaum pairing was restricted, its PI was equivalent to
the PI of the ate pairing. Kanayama-Okamoto [15] studied the PI on the atei

pairings and suggested a clever idea for a reduction of PI to EI.
In this paper, inspired by significant previous works [26, 22–24, 11, 20, 28, 15,

7], we provide further contributions toward understanding the difficulty of pair-
ing inversion. In order to provide the context and the motivation for the main
contributions of this paper, we first review informally some of the previous works
particular [11, 15] on PI by recasting them for the generalized ate pairing of
Vercauteren [25], which currently is one of the most general constructions of
cryptographic pairings.

For a given integer vector ε, the generalized ate pairing aε : G2 × G1 → G3

takes two points P ∈ G1, Q ∈ G2 and produces a value z. It is carried out in two
steps: Miller step (M) [19] and Exponentiation step (E).

1. [Mε] γε = Zε (Q,P )
2. [Eε] z = γL

ε

where Zε is a certain rational function depending on the integer vector ε and L
is a certain natural number. Depending on the choice of ε, one gets a different
pairing (see [25] and Section 2.2 for details).

Pairing inversion problems are defined in two types [11]. In this paper, we
consider one of them (FAPI-1): for given Q ∈ G2, z ∈ G3, find P such that
z = aε(Q,P ). Following [11, 15], we consider the two-step approach i.e., first
inverting the exponentiation step (EI) and then inverting the Miller step (MI).

For the generalized ate pairings, there is a subtlety in the formulation of EI,
as observed for example in [17], due to the fact that, for a fixed Q, the map
aε(Q, ∙) : G1 → G3 is one-to-one, unlike for Tate-Lichtenbaum pairing. One
could think of three possible formulations of EI. For a given L and z, find

F1: any γ such that z = γL. (γ might not be γε)
F2: all γ’s such that z = γL. (one of them will be γε)
F3: the “right” γ such that z = γL. ( γ = γε)

In [15], it is not stated explicitly which formulation of EI is intended. From
the context, we conclude that it cannot be F1. If it were F1, then we get into
a strange conclusion that PI could be solvable in polynomial time since F1 is
obviously solvable in polynomial time (due to fact that L is relatively prime to
the order of z) and [15] showed that PI can be reduced to EI. We also conclude
that it cannot be F2 either. If it were F2, then one would have to carry out
MI for each of the exponentially many γ’s, contradicting the claim of [15] that
PI can be reduced to EI in polynomial time. Hence, the only formulation of EI
which is consistent with the claim of [15] is F3. Therefore, we will use F3 as the
formulation of EI. Summarizing, we have the following formulation of PI :



1. [EIε] Find the “right” γε from the set {γ : z = γL}
2. [MIε] Find P from γε = Zε (Q,P )

In [15], Kanayama-Okamoto proposed an interesting modification of the nat-
ural approach for PI, which amounts to the following:

1. [Choice] Choose an integer vector e (which might be different from ε), giving
rise to another generalized ate pairing, which we will call an auxiliary pairing,
which may or may not be non-degenerate.

2. [EIε,e] Find the “right” γe by carrying out several “related” exponentiation
inversions (See Section 2.3).

3. [MIe] Find P from γe = Ze (Q,P )

From now on, we will call EIε,e and MIe as the modified exponentiation inversion
and the modified Miller inversion, respectively. If e = ε, then EIε,e and MIe are
exactly same as EIε and MIε. The key idea is to choose an integer vector e which
may be different from ε, but which may be better for PI. Specifically, Kanayama-
Okamoto suggested that the integer vector e is chosen from either coefficients
of cyclotomic polynomials or (1, . . . , 1), because such e yields Ze of low degree,
making MIe easy.

This concludes the informal review of the previous works on PI (recast for
the generalized ate pairing). Finally we are ready to describe informally the main
contributions of this paper.

1. In Section 3, we provide another approach for pairing inversion (Approach 1),
by simplifying the step EIε,e of Kanayama-Okamoto’s approach. The simplic-
ity of the proposed approach significantly facilitates the subsequent inves-
tigation. We prove its correctness (Theorem 1), and then compare the two
approaches with respect to the search spaces(Theorem 2).

2. In Section 4, we provide a complexity analysis of MIe (Theorem 3). It essen-
tially says that the complexity is bounded by ||e||21 where ||e||1 stands for
the sum norm of the chosen integer vector e. Hence, in order to reduce the
complexity of MIe, one needs to choose e with small sum norm.

3. In Section 5, we provide an incremental result toward the understanding of
the complexity of EIε,e. We begin by observing that the degeneracy of the
auxiliary pairing has a potential impact on the difficulty of EIε,e (Proposi-
tion 1 and Remark 2). More precisely, if the auxiliary paring defined by the
choice of e is degenerate, then the exponential relation in EIε,e step becomes
independent of the input z, that is, the exponential relation does not capture
any information about the input. As a result, EIε,e is expected to be harder
than EIε, when such e is chosen. If the auxiliary pairing corresponding to
e is non-degenerate, then EIε,e is likely as hard as EIε. Hence, in order to
reduce the complexity of EIε,e, one better choose e such that the auxiliary
paring defined by e is non-degenerate. We provide a sufficient condition on
e, in terms of the max norm of e, so that the pairing corresponding to e is
non-degenerate (Theorem 4).



4. In Section 6, we discuss when pairing inversion can be reduced to modified
exponentiation inversion EIε,e. This was inspired by Kanayama-Okamoto [15]
where pairing inversion was reduced to several (unmodified) exponentiation
inversions. Specifically we are looking for a condition on e so that MIe is easy.
As explained above, we need to find small e. Thus, one might be naturally
tempted to choose the integer vector e from either coefficients of cyclotomic
polynomials or (1, . . . , 1). However such e makes the corresponding auxil-
iary pairing degenerate. Hence the modified exponentiation inversion EIε,e

is expected to be hard. Therefore, in order to meaningfully reduce pairing
inversion to modified exponentiation inversion, one needs find e such that it
is small and the corresponding auxiliary pairing is non-degenerate. In this
section, we investigate the existence of such e in various cases. In particular,
we define an infinite set of curve parameters (Definition 1), which includes
those of typical pairing friendly curves as in Table 1 of [10] and show that,
within those parameters, pairing inversion of an arbitrarily given pairing can
be reduced to modified exponentiation inversion in polynomial time (Theo-
rem 5). We furthermore provide tighter upper bounds on the number of bit
operations needed by such reductions for several concrete cases (Table 1).

2 Preliminaries

In this section, we briefly review elliptic curves, the generalized ate pairings due
to Vercauteren [25] and an approach to pairing inversion due to Kanayama-
Okamoto [15]. We encourage all the readers to skim through them, as the no-
tations and the assumptions therein will be extensively used throughout the
subsequent sections.

2.1 Elliptic curves

We fix the basic notations for elliptic curves. Let q be a power of a prime and let
r be a prime such that gcd(q, r) = 1. Let k be the embedding degree defined as
the multiplicative order of q in F∗r , denoted by k = ordr (q) , and L = (qk−1)/r.
Let E be an elliptic curve defined over Fq such that r | #E(Fq). Let G1 =
E[r]∩ ker(πq − [1]) and G2 = E[r]∩ ker(πq − [q]) where πq : E → E denotes the
q-power Frobenius endomorphism.

2.2 Vercauteren’s generalized ate pairings

We review the generalized ate pairings [25]. Let μr =
{

u ∈ F×
qk : ur = 1

}
. Let

fn,Q, lP,Q and vP be the normalized functions with divisors n (Q) − ([n] Q) −
(n− 1) (O) , (P )+(Q)+(−(P + Q))−3 (O) and (P )+(−P )−2 (O) respectively,
where O denotes the identity element of the group E. Let

g (X) = Xk − 1, λε (X) =
k−1∑

j=0

εjX
j , Wε(X) = det

(
g (X) λε(X)
g′ (X) λ′

ε(X)

)



for ε = (ε0, . . . , εk−1) ∈ Zk. Vercauteren [25] defined a map aε : G2 × G1 → μr

such that, for all P ∈ G1, Q ∈ G2,

aε(Q,P ) = Zε (Q,P )L
, where

Zε (Q,P ) =
k−1∏

j=0

fεj ,qjQ(P )
k−2∏

j=0

lεjqjQ, (εj+1qj+1+∙∙∙+εk−1qk−1)Q

v(εjqj+∙∙∙+εk−1qk−1)Q

(P )

and showed that it is a well-defined bilinear map if r | λε (q), r2 - λε(q) and
r2 - g (q). He also showed that aε is non-degenerate if and only if r2 - Wε(q).

From now on, we will assume r | λε (q) , r2 - λε(q), r2 - g (q) and r2 - Wε(q),
so that aε is a non-degenerate pairing. We will also assume, without losing
generality, that gcd (ε0, . . . , εk−1) = 1 because the vector ε is selected as small
as possible for faster pairing computation. In summary, Vercauteren proposed
the following approach for pairings.

In: P ∈ G1, Q ∈ G2

Out: z = aε(Q,P )

1. [Mε] γε ← Zε (P,Q)
2. [Eε] z ← γL

ε

2.3 Kanayama-Okamoto’s approach to pairing inversion

We review an approach for pairing inversion due to Kanayama-Okamoto [15].
They proposed the following approach and proved its correctness.

In: Q ∈ G2, z ∈ μr

Out: P ∈ G1 such that z = aε(Q,P ).

1. [Choice] Choose e ∈ Zk such that r | λe(q) and gcd (e0, . . . , ek−1) = 1.
2. [EIε,e] Find γe by carrying out the following.

(a) Tj ← rem
(
qj , r

)
, the remainder of qj modulo r

(b) aj ← ordr(Tj)

(c) nj ←
T

aj
j −1

r
(d) Nj ← gcd(T aj

j − 1, qk − 1)

(e) dj ←
∑aj−1

h=0 T
aj−1−h
j qjh

(f) cj ← rem(dj , Nj)
(g) c′j ← c−1

j mod r.

(h) Ue ← 1
r

∑k−1
j=0 ejTj

(i) Uε ← 1
r

∑k−1
j=0 εjTj

(j) ψε ← Uε −
∑k−1

j=0 εjc
′
jnj

(k) ψ′
ε ← ψ−1

ε mod r.
(l) Find the “right” τ such that τL = zψ′

ε

(m) Find the “right” αj such that αL
j = τLc′jnj



(n) γe ← τUe
∏k−1

j=0 α
ej
j

.

3. [MIe] Find P from γe = Ze (P,Q) .

By the “right” τ and the “right” αj , we mean the ones satisfying the condition
τ = fr,Q(P ) and αj = fTj ,Q(P ) for some P ∈ G1.

Remark 1. The above description is a bit different from the original one by
Kanayama-Okamoto [15] in three ways.

– They used the quantity
∏k−1

j=0 α
ej
j

τUe for γe, which is the reciprocal of the quantity
shown above. We changed it in the current form, because it is more consistent
with the notation used in Vercauteren’s generalized pairings [25].

– They elaborated their idea for atei pairing (corresponding to a particular
class of ε) and indicated that it could be extended to the generalized ate pair-
ing of Vercauteren [25] (corresponding to a general class of ε). Indeed, such
an extension is straightforward. The above description allows arbitrary ε.

– They elaborated their idea for particular choices of e such as coefficients of
cyclotomic polynomials or (1, . . . , 1). The extension to arbitrary e is also
straightforward. The above description allows arbitrary e.

3 A Simpler Approach for Paring Inversion

In this section, we describe an approach for inverting the generalized ate pairing
of Vercauteren (Approach 1). We will use the notations introduced in Section 2.2.
Comparing to Kanayama-Okamoto’s approach (See Section 2.3), one sees that
the modified exponentiation inversion step EIε,e is simplified. The simplicity of
the proposed approach facilitates the subsequent investigation. We prove its cor-
rectness (Theorem 1). Then we compare the simpler approach with Kanayama-
Okamoto’s approach (Theorem 2). We let a ≡n b abbreviate a ≡ b (mod n) for
simplicity.

Approach 1 Pairing Inversion

In: Q ∈ G2, z ∈ μr

Out: P ∈ G1 such that z = aε(Q,P ).

1. [Choice] Choose e ∈ Zk such that r | λe(q) and gcd (e0, . . . , ek−1) = 1.

2. [EIε,e] Find the “right” γe from Γε,e,z =
{

γ ∈ F×
qk : γL = zδε,e

}
, where

δε,e ≡r we/wε and wη = 1
r Wη (q).

3. [MIe] Find P from γe = Ze (P,Q) .

By the “right” γe, we mean the ones satisfying the condition γe = Ze (Q,P )
for some P ∈ G1.

Theorem 1 (Correctness). If γe = Ze (Q,P ), then γL
e = zδε,e .



Proof. Recall that γL
e = ae(Q,P ) and z = aε(Q,P ). Hence we need to show that

ae(Q,P ) = aε(Q,P )δε,e .

Recall, from the proof of Theorem 4 in [25], that

fq,Q(P )L
λe(q)

r g′(q)( g(q)
r )−1

= fq,Q(P )Lλ′
e(q) ∙ ae(Q,P ).

and thus

ae(Q,P ) = fq,Q(P )
L
(

λe(q)
r g′(q)( g(q)

r )−1
−λ′

e(q)
)

= fq,Q(P )
L
(
−( g(q)

r )−1
we

)

.

Similarly, one gets

aε(Q,P ) = fq,Q(P )
L
(
−( g(q)

r )−1
wε

)

.

Thus,

ae(Q,P ) = fq,Q(P )
L
(
−( g(q)

r )−1
we

)

= aε(Q,P )wew−1
ε = aε(Q,P )δε,e . ut

One may wonder how the above approach compares to the approach of
Kanayama-Okamoto. Since the MIe steps are the same, we only need to com-
pare EIε,e steps. Since EIε,e is essentially a search problem (finding the “right”
elements), we need to compare the search spaces. Recall that the search space
of Approach 1 is Γε,e,z when “brute-force” search is used. Likewise, the search
space for the approach of Kanayama-Okamoto (see Section 2.3) amounts to

Θε,e,z =

{
τUe

∏k−1
j=0 α

ej

j

: ∃τ, αj ∈ F
×
qk αL

j = τLc′jnj ∧ τL = zψ′
ε

}

The following theorem states that the two “brute-force” search spaces are the
same.

Theorem 2. We have
Γε,e,z = Θε,e,z .

Proof. We will prove the inclusion in both directions.

Claim 1: Θε,e,z ⊂ Γε,e,z

Let τ ∈ F×
qk and αj ∈ F

×
qk be such that αL

j = τLc′jnj and τL = zψ′
ε . Let

θ = τUe
∏k−1

j=0 α
ej
j

. We need to show that θL = zδε,e . Note

θL =

(
τUe

∏k−1
j=0 α

ej

j

)L

=
τLUe

∏k−1
j=0 α

Lej

j

=
τLUe

∏k−1
j=0 τLejc′jnj

= τL(Ue−
∑k−1

j=0 ejc′jnj) = τLψe

As z = τLψε , we have θL = zψeψ′
ε . Since Ze (Q,P ) ∈ Θe,z as [15] showed, we

also have Ze (Q,P )L = zψeψ′
ε . Recall Ze (Q,P )L = aε (Q,P )wew′

ε = zwew′
ε .

Thus,

θL = zψeψ′
ε = Ze (Q,P )L = aε (Q,P )wew′

ε = zwew′
ε = zδε,e .



Claim 2: Γε,e,z ⊂ Θε,e,z

Let γ ∈ F×
qk be such that γL = zδε,e . We need to find τ and αj such that

αL
j = τLc′jnj and τL = zψ′

ε and γ = τUe
∏k−1

j=0 α
ej
j

. Let P ∈ G1 and Q ∈ G2 be

such that z = aε(Q,P ). Such P,Q exist because the map G1 → μr, P 7→
aε(Q,P ) is bijective if Q ∈ G2 − {O}. Let τ̃ = fr,Q(P ) and α̃j = fTj ,Q(P )

and γ̃ = τ̃Ue
∏k−1

j=1 α̃
ej
j

. Let h ∈ Zk be such that
∑k−1

j=0 hjej = 1. Such h exists

because gcd (e0, . . . , ek−1) = 1. Let

τ = τ̃ , αj = α̃j

(
γ̃

γ

)hj

Then we have

τL = τ̃L = zψ′
ε

αL
j =

(

α̃j

(
γ̃

γ

)hj
)L

= α̃L
j

(
γ̃

γ

)Lhj

= α̃L
j

(
zδε,e

zδε,e

)hj

= τ̃Lc′jnj = τLc′jnj

γ = γ̃
γ

γ̃
=

τ̃Ue

∏k−1
j=0 α̃

ej

j

k−1∏

j=0

(
γ

γ̃

)hjej

=
τ̃Ue

∏k−1
j=0

(

α̃j

(
γ̃
γ

)hj
)ej

=
τUe

∏k−1
j=1 α

ej

j

ut

4 Complexity of Modified Miller Inversion

In this section, we provide a bit-complexity of the modified Miller inversion step
MIe. It essentially says that, when q and k are fixed, the complexity is bounded
by ||e||21 where ||e||1 stands for the sum norm of the integer vector e. Hence in
order to reduce the complexity of MIe, one needs to choose e with small sum
norm. This result can be viewed as an adaptation of the results/ideas [11] to the
generalized ate pairing.

Theorem 3 (Complexity of MIe). There exists an algorithm for MIe requiring
at most

28 ||e||21 k2 (log2 q)3

bit operations.

In the remainder of this section, we will prove Theorem 3. We will divide the
proof into several lemmas that are interesting on their own. We begin with a
slight reformulation of the expression for the generalized ate pairing [25], because
it greatly simplifies the derivation of the above upper bound.

Lemma 1. Let e(+), e(−) ∈ Zk be

e
(+)
i =

{
ei if ei > 0
0 else

and e
(−)
j =

{
ej if ej < 0
0 else



Then, for all Q ∈ G2 and all P ∈ G1, we have

Ze (Q,P ) =
Ze(+) (Q,P )
Z−e(−) (Q,P )

Proof. See the Appendix. ut

Lemma 2. For every Q ∈ G2, θ ∈ F∗qk and e ∈ Z`, there exists a bivariate
polynomial h over Fqk such that

(a) ∀(x, y) ∈ G1 θ = Ze(Q, (x, y)) =⇒ h(x, y) = 0
(b) degX (h) ≤ ||e||1
(c) degY (h) ≤ 2max{s, t}, where s := #{j : ej > 0} and t := #{j : ej < 0}.

Proof. See the Appendix.. ut

Proof (Proof of Theorem 3). To solve MIe for given Q ∈ G2 and e ∈ Z`, we have
to find P = (x, y) ∈ G1 such that

θ = Ze(Q, (x, y)), y2 = x3 + ax + b (1)

Let h be a bivariate polynomial over Fqk satisfying the three conditions in
Lemma 2 and let, for the h,

F (X,Y ) = Y 2 −X3 − aX − b

u (X) = resY (h (X,Y ) , F (X,Y )) .

Note, for all (x, y) ∈ G1, if θ = Ze(Q, (x, y)), then u (x) = 0 and

deg u ≤ degY F degX h + degY h degX F ≤ 2 ∙ ||e||1 + 2||e||1 ∙ 3 = 8 ||e||1 .

From [11], there exists an algorithm for solving a polynomial of degree d in
Fq whose complexity is O(d2k2 (log q)3). In fact, a more detailed analysis shows
that the algorithm requires at most 4 d2 k2 (log2 q)3 bit operations. Since solving
u(X) = 0 is enough to solve the system of equations (1), we see that MIe can be
solved within

4 (8 ||e||1)
2
k2 (log2 q)3 = 28 ||e||21 k2 (log2 q)3 .

bit operations. ut

5 Toward Complexity of Modified Exponentiation
Inversion

It would be nice to have a complexity estimate for the modified exponentia-
tion inversion EIε,e, just as for the modified Miller inversion MIe (Theorem 3).
Unfortunately, we do not have a result on it. We are not aware of any results



in the literature either. We expect it to be a very non-trivial task, most likely
requiring patient and long arduous efforts of many researchers, each making an
incremental contribution. In this section, we report on an incremental finding
toward complexity of EIε,e.

Recall that EIε,e asks to find the “right” γe from the search space Γε,e,z .
Hence it is reasonable to begin with the study of the relationship between the
search space Γε,e,z and the chosen vector e.

Proposition 1. We have

1. If the auxiliary pairing ae is degenerate, then Γε,e,z = Γε,ε,1 = μL.
2. If the auxiliary pairing ae is non-degenerate, then Γε,e,z = Γε,ε,zδε,e .

Proof. Note that δε,ε = 1. Recall that δε,e ≡r we/wε and we = 1
r We(q) ∈ Z.

Therefore we have

ae is degenerate ⇐⇒ r2|We(q) ⇐⇒ we ≡r 0 ⇐⇒ δε,e ≡r 0

If ae is degenerate, then we have

Γε,e,z =
{

γ ∈ F×
qk : γL = z0

}
=
{

γ ∈ F×
qk : γL = 1δε,ε

}
= Γε,ε,1 = μL

If ae is non-degenerate, then we have

Γε,e,z =
{

γ ∈ F×
qk : γL = zδε,e

}
=
{

γ ∈ F×
qk : γL =

(
zδε,e

)δε,ε
}

= Γε,ε,zδε,e

ut

Remark 2. From the above proposition, we observe the followings:

– If ae is degenerate then the search space of EIε,e is independent of the input z,
that is, the exponential relation in EIε,e does not capture any information
about the input. Thus the modified exponentiation inversion EIε,e will be
most likely harder when ae is degenerate than when ae is non-degenerate.

– If ae is non-degenerate then the search space of EIε,e for an input z is the
same as that of EIε for another input zδε,e . Thus the modified exponentiation
inversion EIε,e is likely as hard as the original exponentiation inversion EIε.

Therefore, as a first step toward finding an efficient method for EIε,e, we better
ensure that ae is non-degenerate. The following theorem (Theorem 4) gives a
sufficient condition on e, in terms of the max norm of e, for the non-degeneracy
of ae. We will use the following lemma in the proof of the theorem, hence we
state it first.

Lemma 3. Let s be a primitive k-th root of unity modulo r2 and s ≡ q mod r.
Then r2 - λe(s) iff ae is non-degenerate.

Proof. The claim follows easily from the proof of [12, Theorem 3]. See the Ap-
pendix for a detailed proof in terms of our terminologies.



Theorem 4. Let e ∈ Zk be such that r | λe(q) and Φk(X) - λe(X). Let me =
[Q(ζk) : Q(λe(ζk))]. If

||e||∞ <
r2me/ϕ(k)

ϕ(k)

then ae is non-degenerate.

Proof. We will prove the contra-positive. Assume that ae is degenerate. We claim

||e||∞ ≥
r2me/ϕ(k)

ϕ(k)
.

Let s ∈ Z be such that s ≡ q (mod r) and ordr2(s) = k. To prove the claim,
we will use the fact that ae is degenerate if and only if r2 | λe(s) (Lemma 3).
Note r2 | (sk − 1) =

∏
d|k Φd(s). Since r | Φd(s) = Φd(q + ιr) implies r | Φd(q), r

divides only Φk(s) and r - Φd(s) for all d < k. Therefore, r2 | Φk(s).
Let μe(X) = rem(λe(X), Φk(X)) and ζk ∈ C be a primitive k-th root of

unity. Note that μe 6= 0 from the assumption. Let v(X) ∈ Q[X] be the minimal
polynomial of μe(ζk) over Q. Note that v(x) ∈ Z[x] as μe(ζk) ∈ Z[ζk], the ring
of integers of Q(ζk). Since v(μe(X)) is zero at ζk and Φk(x) is monic, we have

v(μe(X)) = Φk(X)h(X) for some h(X) ∈ Z[X].

From r2 | λe(s) and r2 | Φk(s), we have r2 | μe(s) and

v(0) ≡r2 v(μe(s)) ≡r2 Φk(s)h(s) ≡r2 0

Therefore, we have either v(0) = 0 or |v(0)| ≥ r2. Noting that, by [6, Proposition
4.3.2] and the fact that v is monic,

|v(0)| = |Norm(μe(ζk))| =
∣
∣NormQ(ζk)/Q(μe(ζk))

∣
∣

1
me =

∣
∣
∣
∣
∣
∣

∏

gcd(j,k)=1

μe(ζ
j
k)

∣
∣
∣
∣
∣
∣

1
me

,

we conclude that v(0) 6= 0. Indeed if v(0) = 0, then Φk | λe, a contradiction to
μe 6= 0. Thus, we have

r2 ≤ |v(0)| =

∣
∣
∣
∣
∣
∣

∏

gcd(j,k)=1

μe(ζ
j
k)

∣
∣
∣
∣
∣
∣

1
me

≤




∏

gcd(j,k)=1

ϕ(k)||e||∞





1
me

= (ϕ(k)||e||∞)
ϕ(k)
me

Therefore, we finally have the claim. ut

6 Reducing Paring Inversion to Modified Exponentiation
Inversion

In this section, we discuss when pairing inversion can be reduced to modified
exponentiation inversion EIε,e.



Specifically we are looking for a condition on e so that MIe is easy. Accord-
ing to Theorem 3, we need to find small e. One might be naturally tempted to
choose the integer vector e from either coefficients of cyclotomic polynomials or
(1, . . . , 1). However according to Corollary 6 of Vercauteren [25], such e makes
the corresponding auxiliary pairing degenerate. Hence, from Proposition 1, the
modified exponentiation inversion EIε,e is expected to be hard because the search
space does not depend on z. Therefore, in order to meaningfully reduce pairing
inversion to modified exponentiation inversion, one needs find e such that it is
small and the corresponding auxiliary pairing is non-degenerate. In this section,
we investigate the existence of such e in various cases (Theorem 5 and the sub-
sequent examples in Table 1). We begin by introducing a definition that was
inspired by the discussions in[11].

Definition 1. Let Cα be the set of all (r, k) ∈ Z2
>0 satisfying

C1: r1/ϕ(k) > ϕ (k)
C2: r1/ϕ(k) ≤ (log2 r)α

Remark 3. In the following figure, the bottom curve is from the condition C1 in
Definition 1 and the top curve is from the condition C2 when α = 10. Thus, the
regions between the two curves is the set C10, The black dots represent typical
pairing friendly curves from Table 1 in [10]. Note that the parameters for the
typical pairing friendly curves belong to C10.
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Lemma 4. If α > 1, then Cα is an infinite set.

Proof. See the Appendix. ut

Theorem 5. Let α > 1, (r, k) ∈ Cα and r ≥
√

q. Then the inversion of ev-
ery generalized ate pairing can be reduced to modified exponentiation inversion
in polynomial time in log2 r. Specifically, there exists e such that the auxiliary
pairing ae is non-degenerate and MIe can be carried out in at most

213 (log2 r)8α+3

bit operations.



Proof. Let (q, r) ∈ Cα and r ≥
√

q. We need to find a “witness” e such that
ae is non-degenerate and MIe can be carried out in the claimed number of bit
operations. From Minkowski’s theorem (see III.C of [25]), there exists e ∈ Zk

with r | λe(q) such that the last k − ϕ(k) elements of e are zero and

||e||∞ ≤ r1/ϕ(k)

We will take it as the witness.
First we show that ae is non-degenerate. Since the last k − ϕ(k) elements of

e are zero, we have λe(X) - Φk(X). From the condition that r1/ϕ(k) > ϕ (k), we
have

r(2me−1)/ϕ(k)

ϕ(k)
≥

r1/ϕ(k)

ϕ(k)
> 1

and thus

||e||∞ ≤ r1/ϕ(k) < r1/ϕ(k) r(2me−1)/ϕ(k)

ϕ(k)
=

r2me/ϕ(k)

ϕ(k)

Therefore, by Theorem 4, ae is non-degenerate.
Next we show that MIe can be carried out in the claimed number of bit

operations. Let N be the number of bit operations for MIe. Note that ||e||1 ≤
ϕ(k) ||e||∞ . Hence ||e||1 ≤ ϕ(k)r1/ϕ(k). Therefore, from Theorem 3, we have

N ≤ 28
(
ϕ(k)r1/ϕ(k)

)2

k2 (log2 q)3

From the condition r ≥
√

q, we have

N ≤ 28
(
ϕ(k)r1/ϕ(k)

)2

k2 (2 log2 r)3 = 211 ϕ(k)2 r2/ϕ(k) k2 (log2 r)3

Since
√

k ≤
√

2ϕ(k) and ϕ (k) < r1/ϕ(k), we have

N ≤ 211 ϕ(k)2 r2/ϕ(k) 4 ϕ(k)4 (log2 r)3 = 213 r8/ϕ(k) (log2 r)3

Since r1/ϕ(k) ≤ (log2 r)α
, we have

N < 213 (log2 r)8α (log2 r)3 = 213 (log2 r)8α+3 ut

The upper bound in Theorem 5 is not tight. In Table 1, we provide tighter
upper bounds for several examples. For each example, the first row of the table
shows k, ϕ(k), log2 r, α with which we can estimate an upper bound of the bit
complexity for reducing PI to EIε,e , using Theorem 5. The next rows show actual
parameters q, r and a vector e ∈ Zϕ(k). The vector e is the one with smallest
sum norm among the LLL reduced vectors for the lattice with respect to q, r, k
[25]. The vector e is verified to yield non-degenerate ae. For the vector e, the last
row has been calculated using Theorem 3, which estimates the bit complexity of
MIe on the curve more precisely. The estimated upper bounds on the computing



times are based on the assumption that one uses the currently fastest super-

computer [8], which can perform about 17 ∙ 1015 flops × 1000bops
flops = 264bops

(bit operations per second).
The first example BN is the smallest value taken from Table 1 in [21]. Since

ϕ(k) for the BN curves [5] are small (ϕ(k) = 4), they easily satisfy the condition
C1 in Definition 1 but large α values are needed to satisfy C2. Therefore, from
Theorem 5, we expect that it will be difficult to reduce PI to EIε,e for BN
curves. The tighter upper bound on the bit operation on the last row, based on
Theorem 3, supports the observation. Next two examples are the KSS curves
described in Example 4.6 and Example 4.7 in [16]. The parameters are obtained
by evaluating the polynomials in the Examples in [16] at x0 = −188 for KSS1 and
x0 = 107 for KSS2. The example CP1 is constructed by Cocks-Pinch method to
have small α and “typical” parameters (k, log2 r) in Table 1 in [10]. The example
C6.6 is obtained from evaluating the polynomials in Construction 6.6 with k = 33
in [10] at x0 = −9727, which is also a pairing-friendly curve (Definition 2.3 in
[10]). The ϕ(k) for these curves are small enough to satisfy C1, and big enough
for small α values to satisfy C2. Therefore, from Theorem 5, we expect that it
will be relatively easy to reduce PI to EIε,e for these curves. The tighter upper
bound on the bit operations on the last row, based on Theorem 3, supports the
observation.
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Appendix

In this appendix, we provide proofs of several technical lemmas.

Proof (Proof of Lemma 1). Let em1 , . . . , ems
> 0 and en1 , . . . , ent

< 0 and all
other components of e are zero. Then we have

e(+)
mi

= emi
e(−)

nj
= enj

and all other components of e(+) and e(−) are zero. Note

Uer − en1q
n1 − ∙ ∙ ∙ − entq

nt = em1q
m1 + ∙ ∙ ∙+ emsq

ms

Thus

fem1qm1+∙∙∙+ems qms ,Q

=
s∏

i=1

f
emi

qmi ,Q

s∏

i=1

femi
,qmi Q

s−1∏

i=1

lemi
qmi Q,(emi+1qmi+1+∙∙∙+ems qms)Q

v(emi
qmi+∙∙∙+ems qms)Q

=
s∏

i=1

f
emi

qmi ,Q(P ) ∙ Ze(+)(Q,P )

fUer−en1qn1−∙∙∙−ent qnt ,Q

= fUer,Qf−en1qn1−∙∙∙−ent qnt ,Q

= fUe

r,Q(P )
t∏

j=1

f
−enj

qnj ,Q
(P ) ∙ Z−e(−)(Q,P )

Hence

fUe

r,Q(P )
t∏

j=1

f
−enj

qnj ,Q
(P ) ∙ Z−e(−)(Q,P ) =

s∏

i=1

f
emi

qmi ,Q ∙ Ze(+)(Q,P )

and, from [25], we have

Ze (Q,P ) =
fUe

r,Q (P )
∏k−1

i=0 fei

qi,Q (P )
=

Ze(+)(Q,P )
Z−e(−)(Q,P )

ut

Proof (Proof of Lemma 2). Let Q ∈ G2, θ ∈ F∗qk and e ∈ Z`. We will construct
a witness for the existentially quantified h. From Lemma 14 of [11], we have

fμ, νQ (X,Y ) =

{
1 μ = 1

fμ,ν,1(X)+Y fμ,ν,2(X)
vμνQ

μ > 1



where fμ,ν,1, fμ,ν,2 ∈ Fqk [X] such that

deg(fμ,ν,1) ≤

⌊
μ + 1

2

⌋

, deg(fμ,ν,2) ≤
⌊μ

2
− 1
⌋

From Lemma 1, we have

Ze (Q, (x, y)) =
Ze(+)(x, y)
Z−e(−)(x, y)

=:
A(x, y)
B(x, y)

for all (x, y) ∈ G1

where

A =
∏

1≤i≤s
emi

≥2

(
femi

,qmi ,1 + Y femi
,qmi ,2

) ∏

1≤j≤t
enj

≤−2

v−enj
qnj Q

s−1∏

i=1

lemi
qmi Q,(emi+1qmi+1+∙∙∙+ems qms)Q

t−1∏

j=1

v(−enj+1qnj+1−∙∙∙−ent qnt)Q

B =
∏

1≤j≤t
enj

≤−2

(
f−enj

,qnj ,1 + Y f−enj
,qnj ,2

) ∏

1≤i≤s
emi

≥2

vemi
qmi Q

t−1∏

j=1

l−enj
qnj Q,(−enj+1qnj+1−∙∙∙−ent qnt)Q

s−1∏

i=1

v(emi
qmi+∙∙∙+ems qms)Q

Finally, we propose the following h as a witness for the existential quantification:

h = A− θB.

We will show that h is indeed a witness satisfying the three conditions.

(a) ∀(x, y) ∈ G1, Ze(Q, (x, y)) = θ =⇒ h(x, y) = 0.: Let (x, y) ∈ G1.

Assume that θ = Ze(Q, (x, y)). Then Obviously θ = A(x,y)
B(x,y) . Thus h(x, y) =

A(x, y)− θB(x, y) = 0.



(b) degX (h) ≤ ||e||1: Note

degX(A) ≤
∑

ei≥2

⌊
ei + 1

2

⌋

+
∑

ei≤−2

1 +
∑

ei≥1

1 +
∑

ei≤−1

1

=
∑

ei≥2

⌊
ei + 3

2

⌋

+
∑

ei≤−2

2 +
∑

ei=1

1 +
∑

ei=−1

1

≤
∑

ei≥2

|ei|+
∑

ei≤−2

|ei| +
∑

ei=1

|ei|+
∑

ei=−1

|ei|

= ||e||1

degX (B) ≤
∑

ei≤−2

⌊
−ei + 1

2

⌋

+
∑

ei≥2

1 +
∑

ei≤−1

1 +
∑

ei≥1

1

=
∑

ei≤−2

⌊
−ei + 3

2

⌋

+
∑

ei≥2

2 +
∑

ei=−1

1 +
∑

ei=1

1

≤
∑

ei≤−2

|ei|+
∑

ei≥2

|ei| +
∑

ei=−1

|ei|+
∑

ei=1

|ei|

= ||e||1

Hence degX(h) ≤ ||e||1.
(c) degY (h) ≤ 2max{s, t}: Note

degY (A) ≤ s + s ≤ 2s, degY (B) ≤ t + t ≤ 2t

Hence degY (h) ≤ 2max{s, t}.
ut

Proof (Proof of Lemma 3). Note

f
sk−1

r

r,Q = fsk−1,Q = fsk,Q = fsk−1

s,Q fsk−2

s,sQ ∙ ∙ ∙ fs,sk−1Q

Since s ≡ q (mod r) and fs,sQ = fs,qQ = fq
s,Q, we have

f
sk−1

r

r,Q = fsk−1

s,Q fqsk−2

s,Q ∙ ∙ ∙ fq
s,sk−2Q

= fsk−1+qsk−2+∙∙∙+qk−1

s,Q (2)

Let u = sk−1 + qsk−2 + ∙ ∙ ∙ + qk−1. Then u ≡ kqk−1 mod r. Raising Eq. (2) to
the power (qk − 1)/r, we have

t(Q,P )
sk−1

r = fs,Q(P )
(qk−1)

r ∙u.

Since r | sk−1
r , we have

t(Q,P )
sk−1

r = 1

fs,Q(P )
(qk−1)

r = 1.



Therefore, fsi,Q(P )
qk−1

r = f
(si−1+si−2q+...+qi−1) qk−1

r̃

s,Q = 1 for 0 ≤ i ≤ k− 1. Note

t(Q,P )
λe(s)

r = fr,Q(P )
λe(s)

r
qk−1

r

= fλe(s),Q(P )
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1ej
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= Ze (Q,P )
qk−1

r = ae(Q,P )

The claim follows immediately from the relation t(Q,P )
λe(s)

r = ae(Q,P ). ut

Proof (Proof of Lemma 4). We first observe that r = 9 and ϕ (k) = 2 satisfy the
above two conditions. We will show that the two curves defined by

r1/ϕ(k) = ϕ (k) , r1/ϕ(k) = (log2 r)α

do not meet when ϕ (k) > 2. The above system is equivalent to

r1/ϕ(k) = ϕ (k)

(log2 r)α = ϕ (k)

The first equation is equivalent to

log2 r = ϕ (k) log2 ϕ (k)

By substituting it into the second equation, we have

ϕ (k)α (log2 ϕ (k))α = ϕ (k) ,

which does not have a solution when ϕ (k) > 2. Thus the above two curves do
not meet when ϕ (k) > 2. Therefore, we conclude that Cα is an infinite set. ut


