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Abstract In this paper, we estimate the lower bounds on third-order nonlinearities of some biquadratic mono-
mial Boolean functions of the form Trn

1(λxd) for all x ∈ F2n , where λ ∈ F∗2n ,

(1) d = 2i +2 j +2k +1, i, j,k are integers such that i > j > k ≥ 1 and n > 2i.
(2) d = 23` +22` +2` +1, ` is a positive integer such that gcd(i,n) = 1 and n > 6.
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1 Introduction

Let Bn be the set of all Boolean functions on n variables and let r be a positive integer smaller than n.
Reed–Muller code, RM(r,n), of order r and length 2n is the set of all Boolean functions in Bn with algebraic
degree less than or equal to r. The rth-order nonlinearity of any function f ∈ Bn is defined as nlr( f ) =
minh∈RM(r,n) d( f ,h). The sequence of values, nlr( f ), 1≤ r ≤ n−1, is said to be the nonlinearity profile of f .
Since RM(r−1,n)⊂ RM(r,n), therefore nlr( f )≤ nlr−1( f ).

The first order nonlinearity of f is nl1( f ), is the nonlinearity of f which we denote by nl( f ). The non-
linearity of a Boolean function f is related to the immunity of f against “best affine approximation attacks”
[9] and “fast correlation attacks” [14], when f is used as a combiner function or a filter function in a stream
cipher. Attacks based on higher-order approximations of Boolean functions are found in Golić [9], Courtois
[6]. Computing rth-order nonlinearity is not an easy task (r ≥ 2). Unlike the first-order nonlinearity there
is no efficient algorithms to compute second-order nonlinearities for n ≥ 11. Most efficient algorithm due
to Fourquet and Tavernier [7] works for n ≤ 11 and, up to n = 13 for some special functions. Thus, there
is a need to construct Boolean functions with high rth-order nonlinearity. The following is the best known
asymptotic upper bound on nl3( f ) due to Carlet and Mesnager [5]

nl3( f )≤ 2n−1−
√

15 · (1+
√

2) ·2
n
2−1 +O(n).

Carlet [3] developed a technique for computing lower bounds of higher-order nonlinearities of Boolean
functions recursively and using this approach he has obtained the lower bounds of nonlinearity profiles for
functions belonging to several classes of functions such as Kasami functions, Welch functions, inverse func-
tions etc.. The classes of Boolean functions for which the lower bound on third nonlinearity is known are
inverse functions [3], Dillon functions [4] and Kasami functions, f (x) = Trn

1(λx57) [8]. In this paper, we
deduce the lower bounds on third-order nonlinearities of some biquadratic monomial Boolean functions of
the form Trn

1(λxd) for all x ∈ F2n , where λ ∈ F∗2n ,

(1) d = 2i +2 j +2k +1, i, j,k are integers such that i > j > k ≥ 1 and n > 2i.
(2) d = 23` +22` +2` +1, ` is a positive integer such that gcd(i,n) = 1 and n > 6.

Remainder of the paper is organized as follows: The main results on lower bounds of third-order nonlin-
earities are presented in Section 3. The numerical compression of our bounds with the previous known results
is provided in Section 4. Section 5 is conclusion.
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2 Preliminaries

Let F2n be the finite field consisting of 2n elements. The group of units of F2n , denoted by F∗2n , is a cyclic
group consisting of 2n−1 elements. An element α ∈ F2n is said to be a primitive element if it is a generator
of the multiplicative group F∗2n . Any function from F2n to F2 is said to be a Boolean function on n variables.
Let Z and Zq, where q is a positive integer, denote the ring of integers and integers modulo q, respectively. A
cyclotomic coset modulo 2n−1 of s ∈ Z is defined as [13, pp. 104]

Cs = {s,s2,s22, . . . ,s2ns−1}, (1)

where ns is the smallest positive integer such that s ≡ s2ns (mod 2n− 1). It is a convention to choose the
subscript s to be the smallest integer in Cs and refer to it as the coset leader of Cs and ns denotes the size of
Cs. The trace function Trn

1 : F2n → F2 is defined as

Trn
1(x) = x+ x2 + x22

+ . . .+ x2n−1
, for all x ∈ F2n . (2)

The functions (x,y) 7→ Trn
1(xy) are inner products on F2n . The trace representation [10] of a function f ∈Bn

is
f (x) = ∑

k∈Γ (n)
Trnk

1 (Akxk)+A2n−1x2n−1, for all x ∈ F2n , (3)

where Γ (n) is the set of all coset leaders modulo 2n − 1 and Ak ∈ F2nk , A2n−1 ∈ F2, for all k ∈ Γ (n). A
Boolean function is said to be a monomial trace function (sometimes monomial Boolean function) or said to
“have monomial trace representation” if its trace representation consists of only one trace term. The binary
representation of an integer d ∈ Z is

d = dm−12m−1 +dm−22m−2 + . . .+d12+d0, (4)

where d0,d1, . . . ,dm−1 ∈ {0,1}. The Hamming weight of d is wH(d) = ∑
m−1
i=0 di, where the sum is over Z.

The algebraic degree, denoted by deg( f ), of f ∈Bn, as represented in (3), is the largest positive integer w for
which wH(k) = w and Ak 6= 0. The support of f ∈Bn is supp( f ) = {x ∈ F2n : f (x) 6= 0}. The weight of f is
wH( f ) = |{x ∈ F2n : f (x) 6= 0}|, where |S| is the cardinality of any set S. The Hamming distance between two
functions f ,g ∈Bn is defined by d( f ,g) = |{x ∈ F2n : f (x) 6= g(x)}|.

The Walsh–Hadamard transform of f ∈Bn at λ ∈ F2n is defined as

Wf (λ ) = ∑
x∈F2n

(−1) f (x)+Trn
1(λx).

The multiset {Wf (λ ) : λ ∈ F2n} is said to be the Walsh-Hadamard spectrum of f . The frequency distribution
of the values in the Walsh-Hadamard spectrum of f is referred to as the weight distribution of the Walsh-
Hadamard spectrum of f . The nonlinearity of a Boolean function f ∈Bn in terms of its Walsh-Hadamard
spectrum is given by

nl( f ) = 2n−1− 1
2

max
λ∈F2n

|Wf (λ )|.

By Parseval’s identity,
∑

λ∈Fn
2

Wf (λ )2 = 22n,

it can be shown that max{|Wf (λ )| : λ ∈ F2n} ≥ 2
n
2 which implies that nl( f )≤ 2n−1−2

n
2−1.

Definition 1 [15] A function f ∈ Bn (for even n) is said to be a bent function if and only if Wf (λ ) ∈
{2 n

2 ,−2
n
2 } for all λ ∈ F2n or equivalently f is bent if and only if nl( f ) = 2n−1−2

n
2−1.

Definition 2 The derivative of f ∈Bn with respect to a ∈ F2n is defined as

Da f (x) = f (x)+ f (x+a) for all x ∈ F2n .

The higher-order derivatives of a Boolean function are defined as follows.

Definition 3 Let V be an r-dimensional subspace of Fn
2 generated by a1, . . . ,ar, i.e., V = 〈a1, . . . ,ar〉. The rth-

order derivative of f ∈Bn with respect to V , is the function DV f ∈Bn, defined by DV f (x) = Da1 . . .Dar f (x).

It is to be noted that rth-order derivative of f depends only on the choice of the r-dimensional subspace V
and independent of the choice of the basis of V .

The notion of rth-order bent functions have introduced by Iwata, Kurosawa [11] which is defined as
follows.
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Definition 4 [11] For any positive integer r≤ n−3, a function f ∈Bn is said to be rth-order bent if and only
if

nlr( f )≥
{

2n−r−3(r +4), if r = 0 mod 2,
2n−r−3(r +5), if r = 1 mod 2.

Following are some results on recursive lower bounds on third-order nonlinearities due to Carlet [3] which
we use to estimate our bounds.

Proposition 1 [3, Proposition 2] Let f ∈Bn. Then

nl3( f )≥ 1
4

max
a1,a2∈Fn

2

nl(Da2 Da1 f ).

Proposition 2 [3, Eq. 1] Let f ∈Bn. Then

nl3( f )≥ 2n−1− 1
2

√√√√ ∑
a∈Fn

2

√
22n−2 ∑

b∈Fn
2

nl(DaDb f ).

The following result known as McEliece’s Theorem is useful for improving the bounds of the rth-order
nonlinearities.

Proposition 3 [13, Chap. 15, Cor. 13] The rth-order nonlinearities of a Boolean function f ∈Bn with alge-
braic degree d, is divisible by 2d

n
d e−1.

Following proposition is due to Bracken et al. [1] which provides an information on the zeroes of the
linearized polynomials [12,13] of particular type.

Proposition 4 [1, Cor. 1] Let L(x) = ∑
v
i=0 cix2ik

be a linearized polynomial over F2n , where v,k are positive
integers such that gcd(n,k) = 1. Then zeroes of the linearized polynomial L(x) in F2n are at most 2v.

2.1 Quadratic Boolean Functions

Suppose f ∈ Bn be a quadratic Boolean function. The bilinear form [13] associated with f is defined by
B(x,y) = f (0)+ f (x)+ f (y)+ f (x+ y) and the kernel, E f , of B(x,y) is the subspace of F2n defined by

E f = {x ∈ F2n : B(x,y) = 0 for all y ∈ F2n}.

Any element c ∈ E f is said to be a linear structure of f .

Lemma 1 [2, Proposition 1] Let V be a vector space over a field Fq of characteristic 2 and Q : V −→ Fq be
a quadratic form. Then the dimension of V and the dimension of the kernel of Q have the same parity.

If f ∈Bn is a quadratic Boolean function then the weight distribution of the Walsh-Hadamard spectrum to f
depends only on the dimension k of E f which is given in Table 1 [2,13].

Table 1 Weight distribution of the Walsh-Hadamard spectrum of a quadratic Boolean function f ∈Bn

Wf (α) Number of α

0 2n−2n−k

2(n+k)/2 2n−k−1 +(−1) f (0)2(n−k−2)/2

−2(n+k)/2 2n−k−1− (−1) f (0)2(n−k−2)/2



4

3 Main results

In this section, we deduce the lower bounds of third-order nonlinearities of monomial Boolean functions of
degree 4.

Theorem 1 Let fλ (x) = Trn
1(λx2i+2 j+2k+1), for all x ∈ F2n , where λ ∈ F∗2n , i, j,k are integers such that

i > j > k ≥ 1 and n > 2i. Then

nl3( fλ )≥

{
2n−3−2

n+2i−6
2 , if n = 0 mod 2,

2n−3−2
n+2i−7

2 , if n = 1 mod 2.
(5)

In particular, if gcd( j− k,n) = 1, then

nl3( fλ )≥


2n−1− 1

2

√
(2n−1)

√
2

3n+2i
2 +2n+1−2

n+2i+2
2 , if n = 0 mod 2,

2n−1− 1
2

√
(2n−1)

√
2

3n+2i−1
2 +2n+1−2

n+2i+1
2 , if n = 1 mod 2.

(6)

Proof Derivative of fλ with respect to a ∈ F∗2n is

Da fλ (x) = fλ (x+a)+ fλ (x) = Trn
1(λ (x+a)2i+2 j+2k+1)+Trn

1(λx2i+2 j+2k+1)

= Trn
1(λ (ax2i+2 j+2k

+a2i
x2 j+2k+1 +a2 j

x2i+2k+1 +a2k
x2i+2 j+1))+q(x),

where q is a quadratic Boolean function. The second derivative DbDa fλ with respect to a,b ∈ F∗2n , where
a 6= b is

DbDa fλ (x) = fλ (x+a+b)+ fλ (x+a)+ fλ (x+b)+ fλ (x) = Trn
1(λ (x+a+b)2i+2 j+2k+1)

+ Trn
1(λ (x+b)2i+2 j+2k+1)+Trn

1(λ (x+a)2i+2 j+2k+1)+Trn
1(λx2i+2 j+2k+1)

= l(x)+Trn
1(λ ((ab2k

+a2k
b)x2i+2 j

+(ab2 j
+a2 j

b)x2i+2k
+(ab2i

+a2i
b)x2 j+2k

+ (a2 j
b2k

+a2k
b2 j

)x2i+1 +(a2i
b2k

+a2k
b2i

)x2 j+1 +(a2i
b2 j

+a2 j
b2i

)x2k+1)),

where l is an affine function. If DbDa fλ is quadratic, then the Walsh-Hadamard spectrum of DbDa fλ is
equivalent to the Walsh-Hadamard spectrum of the function hλ obtained by removing l from DbDa fλ .

hλ (x) = Trn
1(λ ((ab2k

+a2k
b)x2i+2 j

+(ab2 j
+a2 j

b)x2i+2k
+(a2 j

b2k
+a2k

b2 j
)x2i+1

+(ab2i
+a2i

b)x2 j+2k
+(a2i

b2k
+a2k

b2i
)x2 j+1 +(a2i

b2 j
+a2 j

b2i
)x2k+1)).

Since Ehλ
= {x ∈ F2n : B(x,y) = 0 for all y ∈ F2n }, where B(x,y) is the bilinear form associated with hλ .

Using yn = y and Trn
1(x)

2i
= Trn

1(x) for all x,y ∈ F2n . We compute

B(x,y) = hλ (0)+hλ (x)+hλ (y)+hλ (x+ y)

= Trn
1(λ (y2i

((ab2k
+a2k

b)x2 j
+(ab2 j

+a2 j
b)x2k

+(a2 j
b2k

+a2k
b2 j

)x)

+y2 j
((ab2k

+a2k
b)x2i

+(ab2i
+a2i

b)x2k
+(a2i

b2k
+a2k

b2i
)x)

+y2k
((ab2 j

+a2 j
b)x2i

+(ab2i
+a2i

b)x2 j
+(a2i

b2 j
+a2 j

b2i
)x)

+y((a2 j
b2k

+a2k
b2 j

)x2i
+(a2i

b2k
+a2k

b2i
)x2 j

+(a2i
b2 j

+a2 j
b2i

)x2k
)))

= Trn
1(yP(x)), where

P(x) = (λ (ab2k
+a2k

b)x2 j
+λ (ab2 j

+a2 j
b)x2k

+λ (a2 j
b2k

+a2k
b2 j

)x)2n−i

+(λ (ab2 j
+a2 j

b)x2i
+λ (ab2i

+a2i
b)x2 j

+λ (a2i
b2 j

+a2 j
b2i

)x)2n− j

+(λ (ab2 j
+a2 j

b)x2i
+λ (ab2i

+a2i
b)x2 j

+λ (a2i
b2 j

+a2 j
b2i

)x)2n−k

+λ (a2 j
b2k

+a2k
b2 j

)x2i
+λ (a2i

b2k
+a2k

b2i
)x2 j

+λ (a2i
b2 j

+a2 j
b2i

)x2k
.

Therefore,

Ehλ
= {x ∈ F2n : P(x) = 0 = P(x)2i}. (7)
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Let L(λ ,a,b)(x) = P(x)2i
. Using xn = x, yn = y, an = a, bn = b and λ n = λ , for all x,y,a,b,λ ∈ F2n , we have

L(λ ,a,b)(x) = (P(x))2i
= λ

(
(ab2 j

+a2 j
b)x2k

+(ab2k
+a2k

b)x2 j
+(a2 j

b2k
+a2k

b2 j
)x
)

+ λ
2i
(
(a2i+ j

b2i+k
+a2i+k

b2i+ j
)x22i

+(a2i+k
b22i

+a22i
b2i+k

)x2i+ j
+(a22i

b2i+ j
+

a2i+ j
b22i

)x2i+k
)

+λ
2i− j
(
(a2i− j

b2i
+a2i

b2i− j
)x22i− j

+(a2i− j
b22i− j

+a22i− j
b2i− j

)x2i

+ (a22i− j
b2i

+a2i
b22i− j

)x2i− j
)

+λ
2i−k
(
(a2i−k

b2i+ j−k
+a2i+ j−k

b2i−k
)x22i−k

+ (a2i−k
b22i−k

+a22i−k
b2i−k

)x2i+ j−k
+(a22i−k

b2i+ j−k
+a2i+ j−k

b22i−k
)x2i−k

)
. (8)

The coefficient of x in L(λ ,a,b)(x) is zero if and only if a2 j
b2k

+ a2k
b2 j

= 0, i.e., a2 j−k
b + ab2 j−k

= 0 which
implies that b ∈ aF2 j−k . Therefore, for every 0 6= a,b ∈ F2n such that b 6∈ aF2 j−k , the degree of linearized
polynomial, L(λ ,a,b) in x is at most 22i, this implies that k(a,b)≤ 2i if n is even otherwise k(a,b)≤ 2i−1.
The Walsh-Hadamard transform of DbDa fλ at µ ∈ F2n is

WDbDa fλ (µ)≤

{
2

n+2i
2 , if n = 0 mod 2,

2
n+2i−1

2 , if n = 1 mod 2.

Therefore,

nl(DbDa fλ ) =

{
2n−1−2

n+2i−2
2 , if n = 0 mod 2,

2n−1−2
n+2i−3

2 , if n = 1 mod 2.
(9)

Using Proposition 1, we have

nl3( fλ )≥

{
2n−3−2

n+2i−6
2 , if n = 0 mod 2,

2n−3−2
n+2i−7

2 , if n = 1 mod 2.

In particular, if gcd( j−k,n) = 1, we have k(a,b)≤ 2i if n is even otherwise k(a,b)≤ 2i−1 for all a,b ∈ F2n

such that a 6= 0 and b 6∈ aF2. Therefore, Eq. (9) holds for all a,b ∈ F2n such that a 6= 0 and b 6∈ aF2.
Using Proposition 2, we have

– When n = 0 mod 2

nl3(gλ ) ≥ 2n−1− 1
2

√
(2n−1)

√
22n−2(2n−2)(2n−1−2

n+2i−2
2 )

= 2n−1− 1
2

√
(2n−1)

√
2

3n+2i
2 +2n+1−2

n+2i+2
2 . (10)

– When n = 1 mod 2

nl3(gλ ) ≥ 2n−1− 1
2

√
(2n−1)

√
22n−2(2n−2)(2n−1−2

n+2i−3
2 )

= 2n−1− 1
2

√
(2n−1)

√
2

3n+2i−1
2 +2n+1−2

n+2i+1
2 . (11)

ut

Theorem 2 Let gλ (x) = Trn
1(λx23`+22`+2`+1), for all x ∈ Fn

2 and λ ∈ F∗2n , where ` is a positive integer such
that gcd(`,n) = 1 and n > 6. Then

nl3(gλ )≥


2n−1− 1

2

√
(2n−1)

√
2

3n+6
2 +2n+1−2

n+8
2 , if n = 0 mod 2,

2n−1− 1
2

√
(2n−1)

√
2

3n+5
2 +2n+1−2

n+7
2 , if n = 1 mod 2.
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Proof The proof is similar to that of Theorem 1 upto Eq. (8). Here the kernel of B(x,y) associated with
DbDagλ is E = {x ∈ F2n : P(x) = 0 = L(λ ,a,b)(x)}, where L(λ ,a,b)(x) is obtained by replacing i, j and k in (8)
by 3`,2` and ` respectively

L(λ ,a,b)(x) = P(x)23`
= λ

23`
(
(a25`

b24`
+a24`

b25`
)x26`

+(a24`
b26`

+a26`
b24`

)x25`

+ (a26`
b25`

+a25`
b26`

)x24`
)

+λ
2`
(
(a2`

b23`
+a23`

b2`
)x24`

+(a2`
b24`

+a24`
b2`

)x23`

+ (a24`
b23`

+a23`
b24`

)x2`
)

+λ
22`
(
(a22`

b24`
+a24`

b22`
)x25`

+ (a22`
b25`

+a25`
b22`

)x24`
+(a25`

b24`
+a24`

b25`
)x22`

)
+ λ (ab22`

+a22`
b)x2`

+λ (ab2`
+a2`

b)x22`
+λ (a22`

b2`
+a2`

b22`
)x. (12)

The coefficient of x in L(λ ,a,b)(x) is zero if and only if a22`
b2`

+ a2`
b22`

= 0, i.e., a2`
b + ab2`

= 0. But

gcd(`,n) = 1, therefore, by Proposition 4, we have b ∈ aF2. Moreover, L(λ ,a,b)(x) is of the form ∑
6
i=0 cix2i`

,
therefore by Proposition 4, the equation L(λ ,a,b)(x) = 0 has at most 26 roots for all a,b ∈ F2n such that a 6= 0
and b 6∈ aF2, this implies that k(a,b)≤ 6 if n is even otherwise k(a,b)≤ 5. The Walsh-Hadamard transform
of DbDagλ at µ ∈ F2n is

WDbDagλ
(µ)≤

{
2

n+6
2 , if n = 0 mod 2,

2
n+5

2 , if n = 1 mod 2.

Therefore,

nl(DbDagλ )≥

{
2n−1−2

n+4
2 , if n = 0 mod 2,

2n−1−2
n+3

2 , if n = 1 mod 2.

Using Proposition 1, we have

nl3(gλ )≥

{
2n−3−2

n
2 , if n = 0 mod 2,

2n−3−2
n−1

2 , if n = 1 mod 2.

Using Proposition 2, we have

– When n = 0 mod 2

nl3(gλ ) ≥ 2n−1− 1
2

√
(2n−1)

√
22n−2(2n−2)(2n−1−2

n+4
2 )

= 2n−1− 1
2

√
(2n−1)

√
2

3n+6
2 +2n+1−2

n+8
2 . (13)

– When n = 1 mod 2

nl3(gλ ) ≥ 2n−1− 1
2

√
(2n−1)

√
22n−2(2n−2)(2n−1−2

n+3
2 )

= 2n−1− 1
2

√
(2n−1)

√
2

3n+5
2 +2n+1−2

n+7
2 . (14)

ut

Remark 1 Let f ∈Bn a biquadratic Boolean function. If there exists at least elements a,b ∈ Fn
2 such that

DbDa f is quadratic, then the lower bound of third-order nonlinearity of f ∈Bn is at least 2n−4. This result is
follows from Proposition 1 and the fact that the nonlinearity of any quadratic function in Bn is at least 2n−2

[3,16].

4 Comparison

In Table 2 and Table 3, we present the computational results of lower bounds of third-order nonlinearities
obtained by Theorem 1 for i = 3,4,5 and j,k are taken in such a way that gcd( j− k,n) = 1. We compare
these bounds with the general bounds on third-order nonlinearity for any biquadratic Boolean function, i.e.,
nl3( f ) ≥ 2n−4. It is observed that the bounds for i = 3,4 are efficiently large and decreases with increasing
the value of i. It is claimed that class (1) is more general class of biquadratic monomial Boolean functions
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Table 2 The lower bounds on the third-order nonlinearities obtained by Theorem 1 for odd n and i = 3,4,5

n 7 9 11 13 15 17 19
i = 3 11 75 415 2047 9493 42361 184199
i = 4 −− 41 330 1660 8191 37979 169457
i = 5 −− −− 163 1200 6642 32767 151923
general bounds 8 32 128 512 2048 8192 32768

Table 3 The lower bounds on the third-order nonlinearities obtained by Theorem 1 for for even n and i = 3,4,5

n 8 10 12 14 16 18 20
i = 3 21 150 830 4094 18988 84726 368407
i = 4 −− 82 560 3321 16283 75960 338919
i = 5 −− −− 326 2400 13284 65535 303849
general bounds 16 64 256 1024 4096 16384 65536

containing several classes of highly nonlinear Boolean functions. For example, Kasami functions of degree 4
coincide with class (1) when i = 5, j = 4,k = 3.

In Table 4 and Table 5, we present the computational results on lower bounds of third-order nonlinearities
obtained by Theorem 2 on applying Proposition 3 and compare these values with known classes of functions
[8,3,11]. It is observed from Table 4 and Table 5 that the bound obtained by Theorem 2 is better than the
bounds obtained by Gode et al. [8] for Kasami functions: Tr(λx57), Iwata and Kurosawa’s general bound [11]
for all n > 8. These bounds are also improved upon Carlet’s [3] bound for inverse function when n is odd (see
Table 4) or n = 8,12, and equal for the rest values of even n (see Table 5).

Table 4 Comparison of the value of lower bounds on third-order nonlinearities obtained by Theorem 2 with the bound obtained
in [8], [11] and [3] for odd n

n 7 9 11 13 15 17 19
Bounds in Theorem 2 12 76 416 2048 9496 42368 184208
Bounds in [8] 8 −− 240 992 −− 16256 65280
Bounds in [11] 16 64 256 1024 4096 16384 65536
Carlet’s bound [3] 6 60 360 1864 8872 40272 177168

Table 5 Comparison of the value of lower bounds on third-order nonlinearities obtained by Theorem 2 with the bound obtained
in [8], [11] and [3] for even n

n 8 10 12 14 16 18 20
Bounds in Theorem 2 22 152 832 4096 18992 84736 368416
Bounds in [8] 28 120 −− 2016 −− −− 130816
Bounds in [11] 32 128 512 2048 8192 32768 131072
Carlet’s bound [3] 20 152 828 4096 18992 84736 368416

5 Conclusion

In this paper, we obtained the lower bounds of third-order nonlinearities of two more general classes of
biquadratic monomial Boolean functions. It is demonstrated that in some cases our bounds are better than the
bounds obtained previously.
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