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Abstract—We propose compact architectures of the SHA-
3 candidates BLAKE-32 and BLAKE-64 for several FPGA
families. We harness the intrinsic parallelism of the algorithm to
interleave the computation of four instances of the Gi function.
This approach allows us to design an Arithmetic and Logic Unit
with four pipeline stages, and to achieve high clock frequencies.
With careful scheduling, we completely avoid pipeline bubbles.
For the time being, the designs presented in this work are the
most compact ones for any of the SHA-3 candidates. We show for
instance that a fully autonomous implementation of BLAKE-32
on a Xilinx Virtex-5 device requires 56 slices and two memory
blocks.

I. INTRODUCTION

In this article we present compact architectures of the
SHA-3 candidates BLAKE-32 and BLAKE-64, proposed by
Aumasson et al. [1], on Field-Programmable Gate Arrays
(FPGAs). Such implementations are extremely valuable for
constrained environments such as wireless sensor networks
or Radio Frequency Identification (RFID) technology, where
some security protocols mainly rely on cryptographic hash
functions (see for example [2]).

After a short introduction to the BLAKE family of hash
functions (Section II), we explain how to implement the
required arithmetic operations on several FPGAs (Section III).
Then, we harness the intrinsic parallelism to interleave several
computations, and design two pipelined Arithmetic and Logic
Units (ALUs) (Section IV). We have prototyped our archi-
tecture on several Altera and Xilinx FPGAs and discuss our
results in Section V.

II. ALGORITHM SPECIFICATION

The BLAKE family combines three previously studied
components, chosen by Aumasson et al. for their complemen-
tarity [1]: the iteration mode HAIFA, the internal structure of
the hash function LAKE, and a modified version of Bernstein’s
stream cipher ChaCha as compression function. BLAKE is a
family of four hash functions, namely BLAKE-28, BLAKE-
32, BLAKE-48, and BLAKE-64 (Table I). In the following, we
focus on BLAKE-32 and refer the reader to [1] for more details
about BLAKE-28, BLAKE-48, and BLAKE-64. The main
differences lie in the length of words and in some constants
involved in the algorithm. Once one has a coprocessor for
BLAKE-32, writing a VHDL description of another member
of the BLAKE family is therefore straightforward.

TABLE I
PROPERTIES OF THE BLAKE FAMILY OF HASH FUNCTIONS (REPRINTED

FROM [1]). ALL SIZES ARE GIVEN IN BITS.

Algorithm Word Message Block Digest Salt
BLAKE-28 32 < 264 512 224 128
BLAKE-32 32 < 264 512 256 128
BLAKE-48 64 < 2128 1024 384 256
BLAKE-64 64 < 2128 1024 512 256

BLAKE-32 involves only two arithmetic operations: the ad-
dition modulo 232 of two 32-bit unsigned integers (denoted by
�) and the bitwise exclusive OR of two 32-bit words (denoted
by ⊕). The latter is sometimes followed by a rotation of k
bits to the right (denoted by≫ k). The compression function
of BLAKE-32 produces a new chain value h′ = h′0, . . . , h

′
7

from a message block m = m0, . . . ,m15, a chain value
h = h0, . . . , h7, a salt s = s0, . . . , s3, a counter t = t0, t1,
and 16 constants ci defined in [1, p. 8]. This process consists
of three steps. First, a 16-word internal state v = v0, . . . , v15
is initialized as follows:

v0 v1 v2 v3
v4 v5 v6 v7
v8 v9 v10 v11
v12 v13 v14 v15



←


h0 h1 h2 h3
h4 h5 h6 h7

s0 ⊕ c0 s1 ⊕ c1 s2 ⊕ c2 s3 ⊕ c3
t0 ⊕ c4 t0 ⊕ c5 t1 ⊕ c6 t1 ⊕ c7

 .

Then, a series of ten rounds is performed. Each of these
rounds consists of a transformation of the internal state v based
on the Gi function described by Algorithm 1, where σr de-
notes a permutation of {0, . . . , 15} parametrized by the round
index r (see Table II). A column step updates the four columns
of matrix v as follows: G0(v0, v4, v8, v12), G1(v1, v5, v9, v13),
G2(v2, v6, v10, v14), and G3(v3, v7, v11, v15). Note that each
call to Gi updates a distinct column of matrix v. Since
we focus on compact implementations of BLAKE-32 in
this work, we interleave the computation of G0, G1, G2,
and G3. This approach allows us to design an ALU with
four pipeline stages and to achieve high clock frequencies.
Then, a diagonal step updates the four diagonals of v:
G4(v0, v5, v10, v15), G5(v1, v6, v11, v12), G6(v2, v7, v8, v13),



Algorithm 1 The Gi function of BLAKE-32.
Input: A function index i and four 32-bit integers a, b, c, and

d.
Output: Gi(a, b, c, d).

1. a← a� b;
2. a← a� (mσr(2i) ⊕ cσr(2i+1));
3. d← (d⊕ a)≫ 16;
4. c← c� d;
5. b← (b⊕ c)≫ 12;
6. a← a� b;
7. a← a� (mσr(2i+1) ⊕ cσr(2i));
8. d← (d⊕ a)≫ 8;
9. c← c� d;

10. b← (b⊕ c)≫ 7;

and G7(v3, v4, v9, v14). Here again, each call to Gi modifies
a distinct diagonal of the matrix, allowing us to interleave the
computation of G4, G5, G6, and G7.

At the end of the tenth round, a new chain value h′ =
h′0, . . . , h

′
7 is computed from the internal state v and the

previous chain value h (finalization step):

h′0 ← h0 ⊕ s0 ⊕ v0 ⊕ v8, h′4 ← h4 ⊕ s0 ⊕ v4 ⊕ v12,
h′1 ← h1 ⊕ s1 ⊕ v1 ⊕ v9, h′5 ← h5 ⊕ s1 ⊕ v5 ⊕ v13,
h′2 ← h2 ⊕ s2 ⊕ v2 ⊕ v10, h′6 ← h6 ⊕ s2 ⊕ v6 ⊕ v14,
h′3 ← h3 ⊕ s3 ⊕ v3 ⊕ v11, h′7 ← h7 ⊕ s3 ⊕ v7 ⊕ v15.

In order to guarantee that the length ` < 264 of a message
is a multiple of 512, Aumasson et al. suggest the following
approach [1]: first, they append a bit 1 followed by a sufficient
number of 0 bits such that the length is congruent to 447
modulo 512. Then, they append a bit 1 followed by the 64-bit
binary representation of `. The hash can now be computed
iteratively (Algorithm 2): the padded message is divided into
16-word blocks m(0), . . . ,m(N−1) and the chain value h(0) is
set to the same initial value as SHA-2 [1, p. 8]. The counter
t(i) denotes the number of message bits in m(0), . . . ,m(i)

(i.e. excluding padding bits). Note that, if the last block
contains only padding bits, then t(N−1) is set to zero. In
the following, we assume that our coprocessor is provided
with padded messages. A hardware wrapper interface for the
SHA-3 candidates comprising communication and padding is
described in [3].

Algorithm 2 Iterated hash.
Input: A padded message split into N 16-word blocks and a

salt s.
Output: A 256-bit digest.

1.
(
h
(0)
0 , . . . , h

(0)
7

)
← (IV0, . . . , IV7);

2. for i← 0 to N − 1 do
3. h(i+1) ← compress

(
h(i),m(i), s, t(i)

)
;

4. end for
5. return h(N);

III. FPGA-SPECIFIC ISSUES AND THEIR IMPLICATIONS ON
THE DESIGN OF BLAKE

Modern FPGAs are mainly designed for digital signal pro-
cessing applications involving rather small operands (16 to 64
bits). Several FPGA manufacturers (Altera, Xilinx, etc.) chose
to include dedicated carry logic enabling the implementation
of fast Carry-Ripple Adders (CRA) for such operand sizes.

Let us study the architecture of a Xilinx Spartan-3 de-
vice [4]. The slice is the main logic resource for implementing
synchronous and combinatorial circuits (one finds the same
kind of slices in several other Xilinx FPGAs: Virtex, Virtex-
E, Virtex-II, Virtex-II Pro, Virtex-4, etc.). Each slice embeds
two 4-input function generators (G-LUT and F-LUT), two
storage elements, carry logic (CYMUXG and CYMUXF),
arithmetic gates (GAND, FAND, XORG, and XORF), and
wide-function multiplexers. Each function generator is imple-
mented by means of a programmable Look-Up Table (LUT).

A Full-Adder (FA) cell computes the sum of a carry-in bit
carryj (coming from a lower bit position) and two bits of same
magnitude xj and yj . The result is encoded by a sum bit sumj
and a carry-out bit carryj+1 such that 2carryj+1 + sumj =
xj + yj + carryj . Let zj = xj ⊕ yj . Then, we have:

sumj = zj ⊕ carryj , (1)

carryj+1 =

{
xj if zj = 0 (i.e. xj = yj),
carryj otherwise.

(2)

Assume that the F-LUT function generator outputs zj . Then,
the XORF gate computes the sum bit sumj . The generation of
the carry-out bit carryj+1 according to Equation (2) involves
three multiplexers (CYOF, CYSELF, and CYMUXF). Thanks
to the G-LUT function generator, one can implement a second
FA cell within the same slice, which thus embeds a 2-bit CRA
(Figure 1a). The gates GAND and FAND allows one to build
multipliers: one can generate two partial products and compute
their sum with a single stage of LUTs.

Since we focus on compact coprocessors for the BLAKE
family in this work, we perform a single arithmetic operation
at each clock cycle (� or ⊕). A first solution consists in
implementing a modular adder and an array of XOR gates, and
selecting the operation by means of a multiplexer commanded
by a control bit. However, several Xilinx devices (Virtex,
Virtex-E, Virtex-II, Virtex-II Pro, Virtex-4, and Spartan-3)
offer a much more elegant and compact solution: we can
enable or disable carry propagations using a control bit ctrl
as input to the gates GAND and FAND (Figure 1b). Thus,
Equation (2) becomes:

carryj+1 =

{
xj · ctrl if zj = 0 (i.e. xj = yj),
carryj otherwise.

(3)

Assuming that carry0 = 0, we easily check that our operator
now behaves as a CRA when ctrl = 1 and computes the
bitwise exclusive OR of its inputs when ctrl = 0 (since
ctrl = carryj = 0, the output carry carryj+1 is also equal
to zero and carry propagations are disabled). Note that the



TABLE II
PERMUTATIONS OF {0, . . . , 15} USED BY THE BLAKE FUNCTIONS (REPRINTED FROM [1]).

σ0 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
σ1 14 10 4 8 9 15 13 6 1 12 0 2 11 7 5 3
σ2 11 8 12 0 5 2 15 13 10 14 3 6 7 1 9 4
σ3 7 9 3 1 13 12 11 14 2 6 5 10 4 0 15 8
σ4 9 0 5 7 2 4 10 15 14 1 11 12 6 8 3 13
σ5 2 12 6 10 0 11 8 3 4 13 7 5 15 14 1 9
σ6 12 5 1 15 14 13 4 10 0 7 6 3 9 2 8 11
σ7 13 11 7 14 12 1 3 9 5 0 15 4 8 6 2 10
σ8 6 15 14 9 11 3 0 8 12 2 13 7 1 4 10 5
σ9 10 2 8 4 7 6 1 5 15 11 9 14 3 12 13 0

functionality described in Equation (3) is that of a dual-field
adder [5]. On Spartan-3 FPGAs (and on all other Xilinx
FPGAs based on the same slice architecture), it is possible
to compute a sum or any function of up to three Boolean
variables (Figure 1c).

The latest FPGA families introduced by Xilinx (Virtex-5,
Virtex-6, and Spartan-6) are based on 6-input LUTs, each of
them having six independent inputs and two independent out-
puts. It is for instance possible to implement any two 5-input
logic functions with shared inputs thanks to this building block
(LUT6 2 primitive). Each slice embeds four LUTs and a carry
chain that consists of a series of four multiplexers and four
XOR gates (CARRY4 primitive). Figure 1d describes how to
implement an operator returning either the sum or the bitwise
exclusive OR of its two inputs according to a control bit.1 The
carry-out bit carryj+1 is determined according to Equation (3),
the only difference being that the product xj · ctrl is now
computed within a LUT6 2 primitive. The main drawback of
this approach is that design tools are unable to generate such
an architecture from a high-level VHDL description of the
operator. It is necessary to use specific libraries provided by
the FPGA manufacturer and to modify the VHDL code for
each device.

Additionally, modern FPGAs feature embedded memory
blocks to store relatively large amounts of data. They support
several modes (e.g. single port, true dual-port, ROM, etc.) and
port-width configurations. We refer the reader to the technical
literature provided by Altera or Xilinx for further details. In
this work, we will take advantage of such memory blocks to
implement our register file and store the micro-code of our
coprocessors.

IV. TWO COMPACT COPROCESSORS FOR THE BLAKE
FAMILY

Our compact coprocessor for BLAKE-32 is based on the
observation that the four calls to Gi in a column step or a
diagonal step can be computed in parallel. In order to achieve
a high clock frequency, we suggest to design an ALU with
four pipeline stages and to interleave the computation of four
Gi functions. A closer look at Algorithm 1 indicates that each
instruction involves the result of the previous one. Thus, our

1The LUT6 2 primitive offers even more flexibility. One can for instance
compute a sum or any function of up to four Boolean variables.

ALU includes a feedback mechanism to bypass the register
file of the coprocessor.

A. Arithmetic and Logic Unit

Figure 2a describes our first ALU designed for FPGAs
based on 4-input LUTs. It consists of four stages performing
the following tasks:

À Operand selection. The first operand comes from the
register file implemented by means of dual-ported mem-
ory. Routing a signal from a memory block to a slice
is usually expensive in terms of wire delay and it is
recommended to store this signal in a register before per-
forming arithmetic operations. Since a flip-flop is always
associated with a 4-input LUT, we can perform some
simple pre-processing without increasing the number of
slices of the ALU: a control bit ctrl0 selects either a
word read from port A or the bitwise exclusive OR of
two words read from ports A and B. This allows us to
compute mσr(2i)⊕ cσr(2i+1) and mσr(2i+1)⊕ cσr(2i) for
free (Algorithm 1, lines 2 and 7).
As explained above, the second input is almost always
the result of a previous operation. However, we have to
disable this feedback mechanism during the initialization
step: the computation of v8 ← s0 ⊕ c0 involves for
instance two words stored in the register file. An array
of AND gates controlled by ctrl1 allows us to force the
second operand to zero in such cases. The critical path
is limited to a single LUT and a flip-flop.

Á Addition modulo 232 or bitwise exclusive OR. This
stage consists of the arithmetic operator described in the
previous section.

Â Rotation of 0, 7, 8, or 12 bits to the right. The two
multiplexers commanded by ctrl3 are implemented by
means of LUTs. On Xilinx FPGAs, the output of this
stage is then selected thanks to a F5MUX primitive.

Ã Rotation of 0 or 16 bits to the right. The final stage
allows us to perform the rotation of 16 bits towards less
significant bits requested to update d in Algorithm 1
(line 3). Here again, the critical path is limited to a single
LUT and a flip-flop.

Recall that recent FPGAs embed 6-input function genera-
tors. We propose here a simple rewriting of the Gi function
that allows us to take advantage of these new building blocks.
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Fig. 1. Addition and bitwise exclusive OR on Xilinx FPGAs.

It suffices to notice that rotation operations always follow a
bitwise exclusive OR and can thus be performed in two steps.
We have for instance:

(d⊕ a)≫ 16 = ((d≫ 7)⊕ (a≫ 7))≫ 9.

Algorithm 3 describes an alternative version of the Gi function
based on this observation. We obtain a new ALU with three
stages (Figure 2b):

À Operand selection. We slightly modified the selection of
the first operand in order to include the rotation of 7 to
the right: the computation of the first operand involves
now an array of 5-input LUTs.

Á Addition modulo 232 or bitwise exclusive OR. This
stage consists again of the arithmetic operator described
in the previous section.

Â Rotation of 0, 1, 5, or 9 bits to the right. This stage
simply consists of a 4-input multiplexer implemented by
means of an array of 6-input LUTs.

We have two options for the fourth pipeline stage (Figure 2b).
The first one consists in storing the inputs in registers in
order to reduce the critical path between the register file and
the ALU (note that the embedded memory blocks available
in several FPGA families include optional output registers).
The second one is to introduce pipeline registers to shorten
the worst-case carry path of the modulo 232 adder. We
strongly recommend to consider both solutions and to select
the most appropriate one according to place-and-route results.
According to our place-and-route results on Virtex-5 FPGAs,
we obtain the best throughput for BLAKE-32 with the first
option, whereas the second one seems to be more appropriate
for BLAKE-64.

B. Scheduling

We have to be careful in order to avoid pipeline bubbles
between a column step and a diagonal step. Figure 3 describes
the state of the ALU depicted in Figure 2a at the end of a
column step. It suffices to process the four calls to Gi of the
diagonal step in the following order: G7, G4, G5, and G6.
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Algorithm 3 The Gi function of BLAKE-32 revisited.
Input: A function index i and four 32-bit integers a, b, c, and

d.
Output: Gi(a, b, c, d).

1. a← a� b;
2. a← a� (mσr(2i) ⊕ cσr(2i+1));
3. d← ((d≫ 7)⊕ (a≫ 7))≫ 9;
4. c← c� d;
5. b← ((b≫ 7)⊕ (c≫ 7))≫ 5;
6. a← a� b;
7. a← a� (mσr(2i+1) ⊕ cσr(2i));
8. d← ((d≫ 7)⊕ (a≫ 7))≫ 1;
9. c← c� d;

10. b← (b≫ 7)⊕ (c≫ 7);

We check for instance that the ALU outputs the new value
of v4 (last instruction of G0) at time τ + 3. If we load v3
from the register file, we can start the computation of G7 at
time τ + 4. We easily check that this scheduling also avoids
pipeline bubbles between a diagonal step and a column step.
Since each call to Gi involves ten instructions, we need 80
clock cycles to perform a round of BLAKE-32.

The initialization and finalization steps involve 16 and 24
clock cycles, respectively. Furthermore, we need four clock

cycles to load v4, v5, v6, and v7 in the pipeline before the
first call to G0, G1, G2, and G3 (the first operation of G0 is
for instance v0 ← v0 � v4; recall that we bypass the register
file thanks to a feedback mechanism: when we load v0, we
expect the ALU to output v4). Therefore, we need 16 + 4 +
10 · 80 + 24 = 844 clock cycles to process a 16-word block.
In terms of scheduling, the only difference between BLAKE-
32 and BLAKE-64 lies in the number of rounds. The latter
involves four additional rounds and requires 1164 clock cycles
to process a block.

C. Register File and Control Unit

The register file stores the 16 constants ci, a message block
m = m0, . . . ,m15, the internal state v = v0, . . . , v15, the
chain value h = h0, . . . , h7, the salt s = s0, . . . , s3, and
the counter t = t0, t1 (Figure 4). When we process several
message blocks (iterated hash), we use the same salt s for each
call to the compression function. Therefore, the four words
s0⊕c0, s1⊕c1, s2⊕c2, and s3⊕c3 involved in the initialization
step are constants that can be computed only once and stored
in the register file for subsequent calls. Note that no instruction
of BLAKE involves at the same time the salt s and the counter
t. Therefore, if we store s and t from addresses 64 to 69, we
save a control bit: all variables are accessible from port A (7
address bits), but Port B is restricted to the 64 least significant
words of the register file (6 address bits).
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The control unit mainly consists of a program counter that
addresses an instruction memory implemented by means of a
memory block. Our micro-code for BLAKE-32 involves only
14 distinct control words ctrl5:0 and it is therefore possible
to encode them with 4 bits, thus reducing the size of an
instruction to 18 bits at the cost of 6 4-input LUTs. Recall
that BLAKE-32 involves 844 instructions2 and that several
FPGAs embed memory blocks whose aspect ratio (i.e. width
versus depth) is configurable. The 18Kbit blocks available in
Spartan-3 or Virtex-4 devices allow one to store 1024 words
of 18 bits. Consequently, we can load our micro-code in a
single memory block on such FPGAs.

V. RESULTS AND COMPARISONS

We captured our architectures in the VHDL language and
prototyped our coprocessors on several Xilinx and Altera
FPGAs with average speedgrade (Table III). To the best of our
knowledge, the only compact implementations of BLAKE-32
and BLAKE-64 have been proposed by Aumasson et al. [1].
Their lightweight architecture consists of an initialization unit,
a single Gi unit, and a finalization unit. Since they have to
read four elements of the internal state v at each clock cycle,
they can not implement the register file by means of dual-
ported memory and need 16 registers. Our approach leads
to a lower throughput, but our architectures are significantly
smaller and improve the area–time trade-off of the compact
implementations proposed by Aumasson et al. [1].

A few researchers have proposed compact implementations
of other SHA-3 candidates. We include in our comparisons the
results reported in the SHA-3 Zoo [6], in the hash-forum@nist.
gov mailing list, and in the proceedings of the Second SHA-
3 Candidate Conference held in late August 2010. Currently,
only seven algorithms have been evaluated on FPGA, and it
is unfortunately difficult to draw conclusions. Among these
algorithms, the BLAKE family offers one of the best area–
time trade-offs and leads to the smallest coprocessors on
reconfigurable devices.

2Note that it is possible to reduce the size of the code by storing the table
defining the permutation of {0 . . . , 15} parametrized by the round index r
(Table II) and by generating the addresses of mσr(2i) and cσr(2i+1) on the
fly. However, this approach would require a more complex control unit. As
long as the micro-code fits into a single block of memory, there is no need
to try to reduce the number of instructions.

On Xilinx FPGAs, Shabal [7] ranks first in terms of through-
put and area–time trade-off. Detrey et al. [8] noted that only
a small fraction of the internal state of Shabal is used at any
step of the algorithm. They exploited this fact and minimized
the area of the circuit by taking advantage of the dedicated
shift register resources available in the recent Xilinx devices
(SRL16 primitive).

Blue Midnight Wish (BMW) [9] involves almost the same
arithmetic operations as BLAKE: integer addition and subtrac-
tion modulo 232 (or modulo 264), and bitwise exclusive OR
of two 32-bit (or 64-bit) words. On Xilinx FPGAs, BMW
benefits from the technique we proposed in Section III in
order to enable or disable carry propagations (Figure 1). A
second control bit is necessary to select the sign of the operand
Y , however this modification is straightforward and has no
impact on the circuit area. BMW requires a more sophisticated
shifter/rotator and a significantly more complex datapath than
BLAKE. Although it is possible to design a low-area copro-
cessor, the throughput turns out to be disappointing [10].

Several algorithms submitted to the SHA-3 competition
are strongly influenced by the Advanced Encryption Standard
(AES) [11] (Fugue [12] and Grøstl [13]), or even built around
the AES round function itself (ECHO [14] and SHAvite-
3 [15]). We have proposed a compact coprocessor based
on an 8-bit datapath for ECHO-256 [16]. Even though our
architecture does not compete with Shabal or BLAKE in
terms of throughput, ECHO has a clear advantage over the
other candidates: at the price of a small hardware overhead,
it is possible to design a unified architecture for the AES
(encryption, decryption, and key expansion for 128-, 192-, and
256-bit keys) and ECHO (224-, 256-, 384-, and 512-bit mes-
sage digests) [17]. This property is a key asset for embedded
systems, and should be taken into account when selecting the
new SHA-3 function. Even if a low-area coprocessor is not
available yet, Fugue and Grøstl also allow one to combine the
hash algorithm and the AES with reasonable overheads [18].

VI. CONCLUSION

We took advantage of the intrinsic parallelism of the
BLAKE family of hash functions to interleave the computation
of four instances of the Gi function. Thanks to this approach,
we designed an ALU with four pipeline stages and achieved
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high clock frequencies. A careful scheduling allowed us to
totally avoid pipeline bubbles and memory collisions. We
also addressed FPGA-specific issues: we described how to
enable or disable dedicated carry logic in Xilinx devices, thus
sharing slices between addition and bitwise exclusive OR of
two operands. We showed that a rewriting of the Gi function
allows us to fully exploit the 6-input LUTs available in the
most recent FPGAs. For the time being, our designs are the
most compact ones for any of the SHA-3 candidates.
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