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Abstract

In this paper, we present a classification of elliptic curves defined over
a cubic extension of a finite field with odd characteristic which have cov-
erings over the finite field therefore subjected to the GHS attack. The
densities of these weak curves, with hyperelliptic and non-hyperelliptic
coverings, are then analyzed respectively. In particular, we show, for el-
liptic curves defined by Legendre forms, at least half of them are weak.
We also give an algorithm to determine if an elliptic curve belongs to one
of two classes of weak curves.
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1 Introduction

Let q be a power of an odd prime. k := Fq, kd := Fqd .
Among general attacks to discrete logarithms on an abelian group G with

group order l := #G (known as the key-length of the cryptosystem), the so-
called “square-root” attacks such as the Baby-step-giant-step attack or Pollard’s
rho-method and lambda-method have running time in the order of the square
root of the group order, i.e., Õ(l1/2)). (Õ(x) := O(x logm x)).

Besides the square-root algorithms there are two main attacks on algebraic-
curve-based cryptosystems: variations of the index calculus attack [12][9][29][13]
[27] and the GHS attack [10][14][11][22][6][18][19][30][31][8][4].

For a hyperelliptic curve cryptosystem, the double-large-prime variation of
the index calculus attack by Gaudry-Thériault-Thomé-Diem [13] and Nagao [27]

solves discrete logarithms in running time Õ(q2−
2
g ). In particular for g = 3, the

running time is Õ(q4/3) = Õ(l4/9), a little faster than the square-root attacks.
However, the hyperelliptic curves of genus from 5 to 9 can be attacked by these
algorithms more effectively than by the square-root attacks.
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Recently, Gaudry showed a general algorithm for solving discrete logarithms
on Abelian varieties of dimension n in running time Õ(q2−

2
n ) [15]. In particular,

for elliptic curves over the cubic extension field Fq3 , the running time is Õ(q4/3).
In spite of a common belief that non-hyperelliptic curves should be harder

to attack than hyperelliptic ones, Diem recently showed an attack under which
non-hyperelliptic curves of low degree and genus at least 3 are actually weaker
than hyperelliptic curves [7]. More specifically, when C is a non-hyperelliptic
curve of genus g ≥ 3, one can almost always find a birational transform over k
to another curve C ′

C
birat
−−→ C ′ ⊂ P2

such that degC ′ = d ≥ g + 1. (Notice that when C ′ is a hyperelliptic curve,
one has degC ′ = d ≥ g + 2).) Thus when C ′ is defined over k, the running

time of Diem’s double-large-prime variation [7] is Õ(q2−
2

d−2 ). When d = g + 1,

it becomes Õ(q2−
2

g−1 ). In particular, genus 3 non-hyperelliptic curves over Fq
can be attacked in an expected time Õ(q) = Õ(l1/3).

Recently, Smith showed that a certain fraction of hyperelliptic curves of
genus 3 can be transformed to non-hyperelliptic curves [28].

The other main attacks on algebraic-curve-based cryptosystems are GHS
and related attacks. It was Frey who introduced the use of Weil descent into
elliptic curve cryptosystems [10]. The GHS attack has also been conceptually
generalized to the cover attack [6][8]. Let E/kd be an elliptic curve, W :=
Reskd/kE its Weil restriction. Then, since E(kd) ≃W (k), if there is a covering
curve C/k of E, it may be possible to transfer the discrete logarithms on E(kd)
to the Jacobian of the covering curve J(C)(k). The GHS attack proposed in [14]
used the norm-conorm map to transfer the discrete logarithms from Cl(E/kd)
to Cl(C/k).

A natural and important question is then what kind of curves and how many
of them are vulnerable to this attack. Until now, certain weak classes of curves
have been discovered [8][30][31][23]. However, a complete description of the
classes of weak curves and their exact number still remains to be obtained.

In this paper, we first present a classification of elliptic curves defined over
the cubic extension of a finite field with odd characteristic which have coverings
defined over the finite field and therefore can be attacked by the GHS attacks.
We refer to such a curve as a curve with weak covering, or simply a weak curve.

Below, we will follow the formulation in [6] and [4] and refer to them for the
details of the GHS attack.

Let C0 be an algebraic curve over kd with genus g0 := g(C0) ≥ 1. Assume
there exists an algebraic curve C of genus g := g(C) defined over k such that

π : C ↠ C0

is a covering defined over kd.
We assume the following isogeny condition: for the induced map

π∗ : J(C) ↠ J(C0),
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the restriction of scalars of π∗

Res(π∗) : J(C) −→ Res
kd

/
k

(
J(C0)

)
defines an isogeny over k. Therefore, g = dg0.

In order to be able to transfer a discrete logarithm on J(C0) to J(C), we
must have g ≥ dg0. Under the isogeny condition, the curves obtained in the
previous description are the most favorable for a GHS attack.

Based on the classification of the weak curves, we then present a density
analysis of these weak curves or count the number of such curves up to PGL2(k)-
actions and show how to test if a curve has a weak covering so they could be
easily avoided for one of the classes of weak curves.

The main results of this paper are summarized in the following theorem.

Theorem 1. Under the isogeny condition, elliptic curves E over a cubic exten-
sion field k3 which have covering curves C/P1 are as follows.

When C/P1 is a (2, 2, 2)-covering, E has the following form and C is hyper-
elliptic.

E/k3 : y2 = eg(x)(x− α)(x− αq) (1)

α ∈ k3 \ k, e ∈ k×3 , g(x) ∈ k[x], deg g(x) = 1 or 2.

The number of such E is q2 − 2q + 3.

When C/P1 is a (2, 2)-covering, E has one of the following two forms:

Type I: E1 : y2 = (x− α) (x− αq) (x− β) (x− βq) (2)

α, β ∈ k3 \ k, #{α, αq, β, βq} = 4

Type II: E2 : y2 = (x− α)
(
x− αq

3
)
(x− αq)

(
x− αq

4
)

(3)

α ∈ k6 \ {k2 ∪ k3}, β = αq
3

Ei, i = 1, 2 is k3-isomorphic to a Legendre form:

Ei ≃ y2 = eix(x− 1)(x− λi), ei ∈ k×.

If one defines

λ(α, β) :=
(β − αq)(βq − α)

(β − α)q+1

and for Type II curves, let β = αq
3

, then for Type I curves,

e1 = 1, λ1 = λ(α, β).

For Type II curves,

e2 = (α− αq
3

)q+1, λ2 = −λ(α, β)
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and {
e2 ∈ (k×3 )

2 ⇐⇒ q ≡ 3 mod 4
e2 /∈ (k×3 )

2 ⇐⇒ q ≡ 1 mod 4
.

Thus only in the first case we can assume that e2 = 1.

The number of λ1 such that Type I curves have non-hyperelliptic covers is
1
2 (q

3 − q2 − q − 3).
The number of λ2 such that Type II curves have non-hyperelliptic covers is

1
2 (q

3 − q2 + q − 1).
Among either Type I or Type II curves, the number of λi such that the curves

Ei have hyperelliptic covers C equals q2.

For Type I curves, we show in Lemma 7.2 a fast algorithm to test if an
elliptic curve is a Type I curve. Implementation of the GHS attack on these two
types of curves is also discussed in [17].

The density analysis is undertaken using some but not all k3-isomorphisms,
so the above numbers of Legendre forms provide lower bounds for the true
densities.

Besides, at present we do not know if there is any overlap between Type I
and II curves. However, it is conjectured that the overlap is about a half.

The numbers of these weak curves seemed alarmingly large. E.g., if you
choose random elliptic curves E defined over k3 in the Legendre form , then at
least half of them are weak and should not be used in cryptosystems since when
the order #E(k3) are 160-bit prime numbers, their coverings C(k) only have
107-bit key-length under the GHS attack.

The curves over extension fields could often be desirable in practice for fast
and low-cost implementation, especially certain extension fields with good prop-
erties. An example is to use extension fields which possess a normal basis.
Another example is that a fast and cheap way to implement a 160-bit elliptic
cryptosystem is to use a 64-bit processor and an elliptic curve defined over the
cubic extension of a 64-bit prime field. The above results show that such a set-
ting could be dangerous. Therefore, the threat of Weil descent attacks should
not be underestimated.

2 Classification of elliptic curves with (2, 2, . . . , 2)-
coverings

Let k := Fq, kd := Fqd , d ≥ 2. Let C0 be a hyperelliptic curve defined over kd
with genus g(C0) := g0 equals to 1, 2 or 3.

Assume that C is an algebraic curve of genus g defined over k such that
there is a covering

π
/
kd : C −→ C0
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defined over kd. In particular, C is an n-tuple (2, 2, . . . , 2)-covering of P1(x)

with degree 2n, or kd(C) is the compositum of kd(
σi

C0), i = 0, . . . , d − 1 with
extension degree 2n over kd(x).

The Weil restriction of the Jacobian J(C0) of C0 is defined as

Reskd/kJ(C0) :=

d−1∏
i=0

J(σ
i

C0)

which is an Abelian variety of dimension dg0.
Then, the induced map

π∗ : J(C) −→ J(C0)

has the restriction of scalars

Res(π∗) : J(C) −→ Res
kd

/
k

(
J(C0)

)
which we assume to be an isogeny over k. Therefore, g = dg0.

One can prove

Lemma 1.

(1) kerRes(π∗) ⊂ J(C)[2n−1];
(2) If C is hyperelliptic, then the above kernel can be described explicitly.

Similar results for the GHS attack have been proved in [14][18][19].
Hereafter, we assume that C0 is an elliptic curve E and d = 3.

2.1 Classification and defining equations of E with (2, 2, . . . , 2)-
coverings

When the degree of the covering C → P1 is eight, or C/P1 is a (2, 2, 2)-covering,
one can prove under the isogeny condition that C is a hyperelliptic curve over
k of genus three.

Lemma 2. An E/k3 with a covering C/k which is a (2, 2, 2)-covering of P1 has
the following form.

E/k3 : y2 = eg(x)(x− α)(x− αq) (4)

where α ∈ k3 \ k,
g(x) ∈ k[x], deg g(x) = 1 or 2,

e ∈ k×3 .

Proof: Let S be the set of ramification points of the covering C −→ P1 in
P1(x), and let R be the set of ramification points in E. Define Ri := σi

R,

which are sets of ramifications points in σi

E, i = 0, 1, 2, R0 = R. We have
#R = #R0 = #R1 = #R2.

We divide the ramification points of σ
i

E into three parts.
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• T1 = {a ∈ k3 \ k | a belongs to only one of the Ri, i = 0, 1, 2 };

• T2 = {b ∈ k3 \ k | b belongs to two of the Ri but not all three};

• T3 = {c ∈ ∩2
i=0Ri}, or the sets of ramification points which are σ-invariant

(as sets).

By the Riemann-Hurwitz formula,

2g(C)− 2 = deg(C/P1)(2g(P1)− 2) + 2n−1#S,

2g(E)− 2 = deg(E/P1)(2g(P1)− 2) + #R.

Here all ramification points have index 2, and the number of fibres on C over a
ramification point on P1 is 2n−1 = 4. Therefore, #S = 5 and #R = 4.

This implies

#R = #T1 + 2#T2 +#T3 = 4,

#S = # ∪2
i=0 Ri = 3#T1 + 3#T2 +#T3 = 5.

Thus, one has
#T1 = 0,#T2 = 1,#T3 = 2.

Denote
T2 = {α|α ∈ k3 \ k, s.t. {α, αq} ⊂ R}, T3 = {c, c′}.

We have the defining equation of E as

E : y2 = e(x− c)(x− c′)(x− α)(x− αq) = eg(x)(x− α)(x− αq), e ∈ k×3 .

Now, taking the norm over the field extension k3/k,

Nk3/k(y
2) = Nk3/k(e)g(x)

3Nk3/k(x− α)2

one obtains the following curve(
Nk3/k(y)

g(x)Nk3/k(x− α)

)2

= Nk3/k(e)g(x)

which is isomorphic to P1 since deg g(x) ≤ 2. Therefore, the covering of the
curve (4) is indeed a (2, 2, 2)-type. □

When the degree of the covering C −→ P1(x) is four, we have

Lemma 3. An elliptic curve E/k3 with a covering C/k which is a (2, 2)-covering
over P1 is one of the following two types.

Type I: E : y2 = (x− α) (x− αq) (x− β) (x− βq) , (5)

α, β ∈ k3 \ k, #{α, αq, β, βq} = 4; (6)

Type II: E : y2 = (x− α)
(
x− αq

3
)
(x− αq)

(
x− αq

4
)
, (7)

α ∈ k6 \ {k2 ∪ k3}. (8)
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In fact, the equation (5) of Type I was already given as Eq.(10) in [8] as an
example. The existence of Type II curves with hyperelliptic coverings was also
mentioned in [6], footnote 6.

Proof: We use the same notations as in the proof of Lemma 2. By the Riemann-
Hurwitz formula,

2g(C)− 2 = deg(C/P1)
(
2g(P1)− 2

)
+ 2n−1#S.

Then, #S = 6 and one has

#R = #T1 + 2#T2 +#T3 = 4, (9)

#S = 3#T1 + 3#T2 +#T3 = 6. (10)

Since n = 2, one knows #T1 = 0. Thus, #T2 = 2,#T3 = 0, and there are
two possibilities for ramification points. We call the two cases Type I and Type
II hereafter.
In the Type I case:

R = {α, αq, β, βq}, {α, αq, αq
2

} ∩ {β, βq, βq
2

} = ∅. (11)

In the Type II case:

R = {ασ
i

, ασ
i+1

, ασ
j

, ασ
j+1

}, #R = 4.

Then, one has the defining equations of Type I and II curves as follows.

E : y2 = e (x− α) (x− αq) (x− β) (x− βq) , e ∈ k×3

where β = αq
3

in the Type II case.
We now take the norm over the field extension k3/k, then

Nk3/k(y)
2 = Nk3/k(e)Nk3/k(x− α)2Nk3/k(x− β)2.

Since

Nk3/k(e) =

(
Nk3/k(y)

Nk3/k(x− α)Nk3/k(x− β)

)2

,

one knows that e ∈
(
k×3
)2

can thus be assumed to be 1.
Then, for Type I curves,

σ2

y = ±
Nk3/k(x− α)Nk3/k(x− β)

y σy
.

For Type II curves,

σ2

y = ±
Nk3/k(x− α)2

y σy
.

Thus, one has a (2, 2)-covering in both cases. □

7



2.2 Condition for a (2, 2)-covering curve C/P1 to be hyper-
elliptic

Let the defining equation of E be

E : y2 = (x− α)(x− αq)(x− β)(x− βq), (12)

where for Type II curves, β = αq
3

.
Recall that, for a field F , the PGL2(F )-action on r by a matrix A ∈ GL2(F )

is defined as

A :=

(
a b
c d

)
,

A · r :=
ar + b

cr + d
.

We will prove

Lemma 4. C is a hyperelliptic curve if and only if there is a matrix Θ ∈ GL2(k)
such that Tr(Θ) = 0 and β = Θ · α.

Proof: For the (2, 2)-covering C −→ E −→ P1(x), the commutative diagram
of curves when C is hyperelliptic is shown below, where Θ is defined by the
hyperelliptic involution of C/P1, which permutes the ramification points α and
β of E/P1(s).

C

{{www
ww

ww
ww

w

##HHHHHHHHH

E

{{xx
xx

xx
xx

x

##FF
FF

FF
FF

F P1(u)

{{wwwwwwww

P1(x)

##FFFFFFFF
P1(s)

{{xxxxxxxx

P1(t)

C
(2,2)

{{vvvvvvvvv
2

##HHHHHHHHH

P1(x)

2 ##FFFFFFFF
P1(u)

(2,2){{xxxxxxxx

P1(t)

Now, given such a Θ, we will show explicitly the existence of the curves
in the above diagram. Indeed, Θ ∈ Aut(P1(x)) defines a degree-two covering
θ : P1(x) −→ P1(t) such that P1(t) = P1(x)

/
θ.

In fact, Θ ∈ GL2(k) with zero trace can be classified into the following two
forms:

Θ1 =

(
−1 0
0 1

)
, Θ2 =

(
0 e
1 0

)
e ∈ k× \

(
k×
)2
.

We treat the two cases separately below.
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1. For Θ1, one has

Θ1 · x = −x, β = Θ1 · α = −α,

s := x(Θ1 · x) = −x2.

The degree-two covering θ1 : P1(x) −→ P1(t) is defined by

x2 = t.

The defining equation of P1(s) can be found as follows.

Define a map ζ1 by

ζ1 : E −→ E,

(x, y) 7−→ (−x,−y).

Then, P1(s) is the quotient curve E/ζ1. Define

s := xy,

then P1(s) is defined by

P1(s) : s2 = t(t− α2)(t− α2q).

2. For Θ2, one has

Θ2 · x =
e

x
, β = Θ2 · α =

e

α
.

The degree-two covering θ2 : P1(x) −→ P1(t) is defined by

t = x+Θ2 · x = x+
e

x
,

or
x2 − tx+ e = 0.

The defining equation of P1(s) can be found as follows.

Define a map ζ2 by

ζ2 : E −→ E,

(x, y) 7−→
( e
x
,− e

x2
y
)
.

Then, P1(s) is the quotient curve E/ζ2. Define

s := y +
(
− e

x2
y
)
,

P1(s) is defined by

P1(s) : s2 = (t2 − 4e)
(
t−

(
α+

e

α

))(
t−

(
αq +

e

αq

))
.
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Next, we construct explicitly the (2,2)-covering P1(u)/P1(t), then find the
defining equation of C.

Define

γ :=

{
α2 for case 1
α+ e

α for case 2
,

Φ :=

(
γ b
1 −γ

)
.

Denote the determinant of Φ by D = detΦ; then

b = D − γ2.

Denote the map induced by Φ by ϕ : P1(u) −→ P1(u); then the (2, 2)-covering
has the covering group:

Γ := cov
(
P1(u)/P1(t)

)
= {1, ϕ,σ ϕ,σ

2

ϕ},
σϕ · ϕ = ϕ · σϕ = σ2

ϕ.

Thus, we can show that P1(s) = P1(u)/ < σϕ > and further P1(t) = P1(u)/Γ.
In fact,

D = (γ − γq)
(
γ − γq

2
)
.

Thus,

t = u+ ϕ(u) + σϕ(u) + σ2

ϕ(u)

:=
F (u)

Nk3/k(u− γ)
,

F (u) = t4 − 2Trk3/k(γ
q+1)t2 + 8Nk3/k(γ)u− 2Trk3/k(γ)Nk3/k(γ) + Trk3/k(γ

2q+2).

Define
X := u, Y := Nk3/k(X − γ)x,

the defining equation of C is then obtained as

C : Y 2 = F (X)Nk3/k(X − γ)

in the first case.
The defining equation of C in the second case is

C : Y 2 − F (X)Y + eNk3/k(X − γ)2 = 0.

In fact, the ramification points of C in the second case are the zeros of the
discriminant

disc = F (X)2 − 4eNk3/k(X − γ).

□
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3 Density of E with (2, 2, 2)-hyperelliptic cover-
ings C/P1

Lemma 5. The number of E with (2, 2, 2)-hyperelliptic coverings C/P1 is

#{E} = q2 − 2q + 3.

Proof: Given an E such that C/P1 is a (2, 2, 2)-covering, there is an elliptic
curve E′ which is the quotient of an order 2 element in cov(C/E). Since the
density analysis is independent of the choice of this element, we choose it to be
σ2

ϕ; then, E′ = C/σ
2

ϕ. Here we also assume P1(t) = P1(s)/σϕ.
Thus we have the following diagram with C a (2, 2)-hyperelliptic covering

of P1(x), where E′ is unique given C/E and when σ2

ϕ is chosen. Then, we can
count the number of E by counting the number of E′, up to PGL2(k) actions.

C

2

{{vvv
vv

vv
vv

v
2

##HHHHHHHHH

E′

2

{{wwwwwwwww
2

##GG
GG

GG
GG

G

2

��

P1(u)

2{{wwwwwwww

P1(x)

2 ##GGGGGGGG E

2

��

P1(s)

2{{wwwwwwww

P1(t)

We assume P1(x) is defined by

P1(x) : x2 = at2 + bt, a ∈ k, b ∈ k×;

since char(k) ̸= 2, one can always cancel the cross term xt, and remove the
constant term by a PGL2(k)-action.

Denote

ϕ =

(
γ b
1 −γ

)
.

Since P1(s) = P1(u)
/
σ2

ϕ, P1(t) = P1(s)
/
σϕ,

t = s+ σϕ(s)

s = u+ σ2

ϕ(u)

σϕ(s) =
(γqu+ bq)(u− γ) + (u− γq)(γu+ b)

(u− γq)(u− γ)
.

Using the relation σ2

ϕ = ϕ · σϕ, one can show that

b = γq+q
2

− γ1+q − γ1+q
2

.
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Thus,

σϕ(s) =
(γ + γq)s− 4γ1+q

s− (γ + γq)
,

or the matrix of σϕ on P1(s)

σϕ

∣∣∣∣
P1(s)

=

(
γ + γq −4γ1+q

1 −(γ + γq)

)
.

Therefore, one has

t =
s2 − 4γ1+q

s− (γ + γq)
.

Thus, E′ is defined by

E′ : y2 = a

(
s2 − 4γ1+q

s− (γ + γq)

)2

+ b

(
s2 − 4γ1+q

s− (γ + γq)

)
.

Here b ̸= 0; otherwise E′ is genus zero.
When a ̸= 0

E′ : ((s− γ − γq)y)
2

= a(s2 − 4γ1+q)(s2 − 4γ1+q + d(s− γ − γq))

d := b/a ∈ k×

Since the action of PGL2(k) on k3 \ k is transitive, all γ ∈ k3 \ k belong to one
single orbit of the PGL2(k)-action.

Thus, E′ is only determined by the value of (a, d) up to the PGL2(k)-action.
The number of E′ equals to #{(a, d)|a ∈ k×, d ∈ k×} = (q − 1)2.
When a = 0

E′ : ((s− γ − γq)y)
2

= b(s2 − 4γ1+q)(s− γ − γq)

b ∈ k× ≡
{

1 b ∈ (k×3 )
2

−1 b /∈ (k×3 )
2

Again by the transitivity of the PGL2(k)-action on k3\k, E′ only has two orbits.
Therefore,

#{E
/
PGL2(k)} = (q − 1)2 + 2 = q2 − 2q + 3.

□
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4 Type I curves

4.1 Legendre form over k3 of Type I curves

Lemma 6. A Type I elliptic curve E is k3-isomorphic to

E ≃
/k3

y2 = x(x− 1)(x− λ), (13)

λ = (β−αq)(βq−α)
(β−α)(βq−αq) . (14)

Proof:
Define

A :=

(
1 −αq
1 −α

)
,

t := A · x =
x− αq

x− α
.

Since

A−1 =
1

−α+ αq

(
−α αq

−1 1

)
≡

(
α −αq
1 −1

)
mod k×,

one has

x =

(
1 −αq
1 −α

)−1

· t =
(
α −αq
1 −1

)
· t = αt− αq

t− 1
.

x− α =
α− αq

t− 1
,

x− αq =
α− αq

t− 1
t,

x− β =
α− β

t− 1

(
t− β − αq

β − α

)
,

x− βq =
α− βq

t− 1

(
t− βq − αq

βq − α

)
.

Substituting the above equations into (5), one obtains(
(t− 1)2y

)2
= (α− αq)

2
(α− β) (α− βq) t

(
t− β − αq

β − α

)(
t− βq − αq

βq − α

)
.

(15)
Now, define

u :=
βq − α

βq − αq
t.
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Then, (15) becomes

(
(t− 1)2y

)2
= (α− αq)

2
(α− β) (α− βq)

(
βq − αq

βq − α

)3

u(u− 1)

(
u− βq − α

βq − αq
β − αq

β − α

)
,

(
(t− 1)2y

)2
=

(α− αq)
2
(β − α) (βq − αq)

3

(βq − α)2
u(u− 1)

(
u− βq − α

βq − αq
β − αq

β − α

)
.

The Legendre form for Type I curves is obtained after defining

e :=
(α− αq)

2
(β − α) (βq − αq)

3

(βq − α)2

=
(α− αq)

2
(βq − αq)

2

(βq − α)2
(β − α)

1+q

≡ 1 mod
(
k×3
)2
,

λ :=
βq − α

βq − αq
β − αq

β − α
.

□

4.2 Characteristics of Type I curves

The action of PGL2(k) on k3 \ k induces the following action on the set {α, β}:

{α, β} 7−→ {A · α,A · β}, ∀A ∈ GL2(k).

This action transforms E in (5) to a new elliptic curve

E′ : y2 = (x−A · α) (x−A · αq) (x−A · β) (x−A · βq) (16)

which also has a Legendre form the same as (13) with

λ′ :=
(A · β −A · αq)(A · βq −A · α)
(A · β −A · α)(A · βq −Aαq)

. (17)

Then, it is easy to see
λ = λ′

or the Legendre forms are invariant under this action.
According to the above lemma and the transitivity of the action of PGL2(k)

on k3 \k, we can assume that there is an A ∈ GL2(k) and an ϵ ∈ k3 \k such that
α = A · ϵ. Therefore, the first element in the pair {α, β} can be fixed to be some
ϵ ∈ k3 \ k. Hereafter we consider only the pairs {ϵ, β} and the corresponding
values of λ.
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From now on we assume Type I curves to be

E : y2 = (x− ϵ) (x− ϵq) (x− β) (x− βq) , (18)

ϵ, β ∈ k3 \ k, #{ϵ, ϵq, β, βq} = 4, (19)

λ = β−ϵq
β−ϵ · βq−ϵ

βq−ϵq . (20)

Now, we define

µ :=

(
ϵq −ϵ
1 −1

)
· λ; (21)

then, since λ ̸= 0, 1,∞, we have µ ̸= ϵ, ϵq,∞.
Define here two matrices A and B,

A =:

(
−µ+ ϵ+ ϵq −ϵ1+q

1 −µ

)
, (22)

B :=σ
2

A σA A. (23)

Then, we have

Lemma 7.

1. Given λ, there exists some β such that (20) holds if and only if

A · β = βq. (24)

2. The above condition is equivalent to

B · β = β. (25)

Then, one can find β from λ as the solutions of the quadratic equation
obtained from (25).

3. When such a β exists, B is not upper triangular:

B ̸≡
(

∗ ∗
0 ∗

)
mod k×3 (26)

since µ ̸= ϵ, ϵq.

Thus, the quadratic equation in 2. does not degenerate to a linear equation,
or there are always two β’s given one λ.

4. Denote the discriminant of the quadratic equation in 2. by

∆ := (TrB)2 − 4(detB) ∈ k, (27)

∆ = N(ε− εq)2N

(
1

λ− 1

)2

{[Tr(λ)− 1]2 − 4N(λ)}. (28)

Given λ, there exists some β satisfying (20) if and only if ∆ ∈ k2.
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5.

∆ = 0 =⇒

 ∃G ∈ GL2(k), G2 ≡
(

1 0
0 1

)
(modk×)

β = G · ϵ
(29)

The number of β when ∆ = 0 is q2.

Remark 1. Given a random elliptic curve E in Legendre form, one can easily
test if it is of Type I by solving the quadratic equation defined by (25).

Proof of Lemma 7.1:
From (20),

λ =
β − ϵq

β − ϵ
· β

q − ϵ

βq − ϵq
,

one has

0 = (1− λ)β1+q + (λϵ− ϵq)βq + (λϵq − ϵ)β + (1− λ)ϵ1+q.

Since λ ̸= 0, 1,∞,

0 = β1+q − λϵ− ϵq

λ− 1
βq − λϵq − ϵ

λ− 1
β + ϵ1+q.

Define

µ :=

(
ϵ −ϵq
1 −1

)
· λ, (30)

ν :=

(
ϵq −ϵ
1 −1

)
· λ. (31)

Then, one has from (30)

0 = β1+q − µβq − νβ + ϵ1+q

= βq(β − µ)− νβ + ϵ1+q,

βq =
νβ − ϵ1+q

β − µ

=

(
ν −ϵ1+q
1 −µ

)
· β.

On the other hand, from the definitions of µ and ν,

ν =

(
ϵq −ϵ
1 −1

)(
1 −ϵq
1 −ϵ

)
· µ

= −µ+ ϵ+ ϵq.

Therefore, if one defines

A :=

(
−µ+ ϵ+ ϵq −ϵ1+q

1 −µ

)
,
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then, given λ, there is a β such that (20) holds if and only if

βq = A · β.

Proof of Lemma 7.2:
(25)⇐= (24): Easy.
(25)=⇒ (24):

Assume the two solutions of (25) are β and γ.

B · β = β, B · γ = γ. (32)

Since

( σ
2

A σA A) · β = β,

(A σ2

A σA) · βq = βq,

( σ
2

A σA) · βq = A−1 · βq,
( σ

2

A σA A)(A−1 · βq) = A−1 · βq,
B · (A−1 · βq) = A−1 · βq.

Therefore, either

A−1 · βq = β i.e. A · β = βq, (33)

or

A−1 · βq = γ i.e. A · γ = βq. (34)

The latter case is when the action of A interchanges the two solutions; i.e.,

A · γ = βq, A · β = γq. (35)

Then,

( σA A) · β = σA · γq = (A · γ)q = βq
2

, (36)

( σ
2

A σA A) · β = σ2

A · βq
2

= (A · β)q
2

= γ. (37)

This means

B · β = γ, i.e. β = γ. (38)

Proof of Lemma 7.3: See Appendix 1.

Proof of Lemma 7.4:
Denote

B :=

(
a b
c d

)
c ̸= 0,
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then, values of β are solutions of

cx2 + (d− a)x− b = 0.

Hence, given λ, there exist at most two β satisfying B · β = β.
Denote the discriminant of the above quadratic equation by

∆ := (TrB)2 − 4(detB) (∈ k).

Then,

#{β} = 2 iff ∆ ∈ (k×)2, (39)

#{β} = 1 iff ∆ = 0, (40)

#{β} = 0 iff ∆ /∈ (k×)2. (41)

The explicit formula (28) for ∆ is obtained in Appendix 2.

Proof of Lemma 7.5:

Define the matrix mapping β to ϵ to be G ∈ GL2(k), which is unique modulo
k×. Denote the image of ϵ under G by γ, i.e.:

∃! G ∈ PGL2(k), s.t. G · β = ϵ, G · ϵ =: γ. (42)

Then,

G · βq = (G · β)q = ϵq, (43)

G · ϵq = (G · ϵ)q = γq. (44)

Thus, under the action of G, one obtains another elliptic curve E′′ which is
isomorphic to E:

E′′ : y2 = (x− ϵ)(x− ϵq)(x− γ)(x− γq), (45)

which has the same λ as E due to the invariance of λ under the PGL2(k)-action.
When ∆ = 0, there is only one β so one has γ = β.
Thus,

G · β = ϵ, G · ϵ = β, (46)

G2 · β = β. (47)

Since β ∈ k3 \ k,

G2 ≡
(

1 0
0 1

)
mod k×, (48)

but G ̸≡ I mod k×, thus Tr(G) = 0.
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Denote

G =

(
a b
c −a

)
.

When c = 0, one can assume a = 1, thus the number of β = G · ϵ = −ϵ − b
equals #{b ∈ k} = q.

When c ̸= 0, the number of

β = G · ϵ = aϵ+ b

ϵ− a
(49)

equals #{(a, b) ∈ k2|a2 + b ̸= 0} = q(q − 1).
Thus, the number of β when ∆ = 0 is q2. □

5 Classification of the PGL2(k)-actions on Type
I curves

Recall that for Type I curves,

E ≃
/k3

y2 = x(x− 1)(x− λ), (50)

λ = λ(α, β) =
βq − α

βq − αq
β − αq

β − α
, β ∈ k3 \ k, β ̸= α, αq, αq

2

. (51)

Since the action of PGL2(k) on k3 is transitive and fixed-point free, one can
fix α = ε ∈ k3 \ k, then,

λ = λ(ε, β) =
(βq − ε)(β − εq)

(β − ε)q+1
, β ∈ k3 \ k, β ̸= ε, εq, εq

2

.

As shown before, λ is PGL2(k)-invariant:

∀A ∈ PGL2(k), λ(Aα,Aβ) = λ(α, β). (52)

We now define a double-sided action on A ∈ GL2(k) as follows.

PGL2(k) ↷ GL2(k) ↶ PGL2(k).

In particular,
T · β := TAT−1Tε, T ∈ GL2(k).

It can be shown that an A ∈ GL2(k) under the above action has three
representatives as follows:

1.

A1 =

(
a 0
0 1

)
, a ̸= 0, 1;
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2.

A2 =

(
a e
1 a

)
, η2 = e ∈ k× \ (k×)2;

3.

A3 =

(
1 1
0 1

)
.

6 Density of Type I curves with hyperelliptic
coverings

First, we consider the matrix Θ in Lemma 4 under the double-sided PGL2(k)-
action. In fact, Θ can be represented by the following matrices under the double-
sided PGL2(k)-action.

(i) Θ1 =

(
−1 0
0 1

)
,

(ii) Θ2 =

(
0 e
1 0

)
, ∃η ∈ k2, η

2 = e ∈ k× \
(
k×
)2
.

Since

λ =
(β − αq)(βq − α)

(β − α)1+q
̸= 0, 1, β ∈ k3 \ k, β ̸= α, αq, αq

2

,

one has β1 and β2 corresponding to the two representatives Θ1 and Θ2.

β1 = Θ1 · α = −α, (53)

λ1 =
(α+ αq)2

4α1+q
, (54)

β2 = Θ2 · α =
e

α
, (55)

λ2 =
(e− α1+q)2

(e− α2)1+q
. (56)

Lemma 8. The covering curve C/k of a Type I elliptic curve E is hyperelliptic
if and only if the discriminant ∆ in (27) of Lemma 7 equals zero.

Proof:
By Lemma 7.5 and Lemma 4 one knows that ∆ = 0 implies C/k is a hyper-

elliptic covering curve of E.
Now, we prove the other direction. According to Lemma 4 and Appendix 3,

we know that λ is either λ1 in (54) or λ2 in (56) when C/k is hyperelliptic.
Substituting λi into (28), one finds that ∆(λi) = 0, i = 1, 2. □

Remark 2. Using the formula for ∆ in (28), values of λ such that C is a
hyperelliptic covering of E can be calculated by solving the equation ∆ = 0.
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Lemma 9. For λ in the Legendre forms of Type I curves,

#{λ | C/P1 : hyperelliptic} = q2.

Proof: According to Lemma 8, λ defines a Type I curve E such that C/k is
hyperelliptic if and only if ∆ = 0.

On the other hand, by Lemma 7.4, the correspondence between β and λ is
one to one in the hyperelliptic covering case, and by Lemma 7.5, the number of
β such that D = 0 equals q2. Thus, we know that this is also the number of λ
defining hyperelliptic C. □

7 Density of Type I curves with non-hyperelliptic
coverings

Since β ∈ k3 \ k, β ̸= α, αq, αq
2

, one knows that

#{β} = q3 − q − 3.

In fact, there is a symmetry between ε and β:

λ(ε, β) = λ(β, ε).

When C is non-hyperelliptic, the correspondence between β and λ is two to one.
When C is hyperelliptic, by Lemma 8, ∆ = 0; then β and λ are one to one. By
Lemma 9, the number of such λ is q2.

Thus, defining the number of Type I curves with non-hyperelliptic coverings
as

ν := #{λ s.t. C/P1 : non-hyperelliptic},

one has
#{β} = 2ν + q2 = q3 − q − 3.

Therefore,

ν = #{λ} =
1

2
(#{β} − q2) =

1

2
(q3 − q2 − q − 3).

8 Type II curves

8.1 Legendre form over k3 of Type II curves

Lemma 10. For a Type II elliptic curve E/k3,

E/k3 : y2 = (x− α)
(
x− αq

3
)
(x− αq)

(
x− αq

4
)
,

α ∈ k6 \ {k2 ∪ k3},
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there is a k6-isomorphism φ0 mapping E/k3 to E0/k3:

φ0 : E/k3
≃−→
/k6

E0/k3 : y2 = ϵx(x− 1)(x− µ), (57)
µ =

(
αq−α
αq−αq3

)1+q3
= Nk6/k3

(
αq−α
αq−αq3

)
,

ϵ ≡ Nk6/k3

(
α− αq

4
)
mod

(
k×6
)2

≡ 1 mod
(
k×6
)2
.

(58)

Furthermore, there is another k6-isomorphism φ1 mapping E/k3 to E1/k3:

φ1 : E/k3
/k6−→
≃

E1/k3 : v2 = u(u− 1)(u− µ). (59)

Proof: Let

A :=

(
1 −αq3

1 −α

)
and

t := A · x =
x− αq

3

x− α
,

then

x = A−1 · t =
(
α −αq3

1 −1

)
· t = αt− αq

3

t− 1
.

The factors on the RHS in the equation of the Type II curve E become

x− α =
α− αq

3

t− 1
,

x− αq
3

=
α− αq

3

t− 1
t,

x− αq =
α− αq

t− 1

(
t− αq

3 − αq

α− αq

)
,

x− αq
4

=
α− αq

4

t− 1

(
t− αq

3 − αq
4

α− αq4

)
.

Then, E becomes

y2 =
(α− αq

3

)2(α− αq)(α− αq
4

)

(t− 1)4
t

(
t− αq

3 − αq

α− αq

)(
t− αq

3 − αq
4

α− αq4

)
.

Let

t :=
αq

3 − αq

α− αq
u, (60)

then

(
(t− 1)2y

)2
=

(α− αq
3

)2(α− αq
4

)
(
αq

3 − αq
)3

(α− αq)
2 u (u− 1) (u− µ) .
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Define

µ :=
(α− αq)

(β − αq)

(β − βq)

(α− βq)

= Nk6/k3

(
α− αq

αq3 − αq

)
∈ k3,

ϵ :≡ Nk6/k3(α− αq
4

) mod
(
k×6
)2
,

and replace (t− 1)2y by y, u by x; then one has E0/k3 in (57).
Next, define

v :=
(t− 1)2√

e
y (61)

=
(t− 1)2 (α− αq)

(α− αq3)
(
αq3 − αq

)
(α− αq4)

1+q3

2

y, (62)

then one obtains

E1/k3 : v2 = u(u− 1)(u− µ). (63)

□

Lemma 11.

E
/k3≃ E0

/k3≃ E2

where

E0/k3 : y2 = Nk6/k3(α− βq)x(x− 1)(x− µ), (64)

E2/k3 : y2 = (α− β)q+1x(x− 1)(x− λ), (65)

λ :=
1

1− µ
=

(β − αq)(βq − α)

(β − α)q+1
, β = αq

3

. (66)

Here

{
(α− β)q+1 ∈ (k×3 )

2 when q ̸≡ 1 mod 4
(α− β)q+1 /∈ (k×3 )

2 when q ≡ 1 mod 4.

Proof:
We prove that E0 is isomorphic to E2 as follows. Define

x :=

(
1 −1
1 0

)
· s = 1− 1

s
.

Then,

y2 = Nk6/k3(α− βq)x(x− 1)(x− µ)

= (α− β)q+1 1

s4
s (s− 1)

(
s− 1

1− µ

)
.
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Here we have used

µ =
(αq − α)(βq − β)

(αq − β)(βq − α)
, µ− 1 =

(α− β)q+1

(αq − β)(βq − α)
.

Now, replace s2 by y, s by x; one has

E0 ≃ E2 : y2 = (α− β)q+1x (x− 1)

(
x− 1

1− µ

)
.

Since (α− β)q+1 ∈ k×3 ,

e
q3−1

2 =
(
(α− β)q+1

) q3−1
2 (67)

= (−1)
q+1
2 (68)

=

{
+1 ⇐⇒ q ≡ 3 mod 4
−1 ⇐⇒ q ≡ 1 mod 4,

(69)

we know that e ∈ (k×3 )
2 if and only if q ≡ 3 mod 4. □

8.2 k3-isomorphism of Type II curves

Here we further consider k3-isomorphisms of Type II curves and show E is
k3-isomorphic to E1. For simplicity σ3 := (·)q3 .

Let φ1 be the k6-isomorphism of E onto E1:

E/k3
ϕ1/k6−→ E1/k3 = σ3E1, (70)

then we have an k6-isomorphism of E1:

ψ :=σ3 φ1 ◦ φ−1
1 /k6 : E1

≃−→ E1.

E
φ1

~~}}
}}

}}
} σ3φ1

!!DD
DD

DD
DD

E1
ψ=σ3φ1◦φ−1

1

// σ3E1

8.2.1 ψ∗(ω) = −ε(ω), ε = ±1

We first consider the k6/k3-conjugate
σ3

E1 of E1 under the action of σ3 = (·)q3 .
The variable changes under ϕ1 :

u 7−→ t =
αq

3 − αq

α− αq
u 7−→ x = A · t =

(
α −αq3

1 −1

)
· α

q3 − αq

α− αq
u (71)
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have the Galois conjugates below, where u′ :=σ3 u:

u′ 7−→σ3 t =
α− αq

4

αq3 − αq4
u 7−→ x =σ3 A · σ3t =

(
αq

3 −α
1 −1

)
· α− αq

4

αq3 − αq4
u′. (72)

From (71) and (72),

x =

(
αq

3 −α
1 −1

)
· α− αq

4

αq3 − αq4
u′, (73)

α− αq
4

αq3 − αq4
u′ =

(
αq

3 −α
1 −1

)−1(
α −αq3

1 −1

)
· α

q3 − αq

α− αq
u (74)

=
α− αq(

αq3 − αq
)
u
, (75)

u′ =
αq

3 − αq
4

α− αq4
α− αq

αq3 − αq
1

u
=
λ

u
. (76)

The conjugate of E1 is

σ3E1 : (v′)2 = u′(u′ − 1)(u′ − λ) (77)

=
λ2

u4
u (u− 1) (u− λ) (78)

or (
u2

λ
v′
)2

= u (u− 1) (u− λ) . (79)

Comparing with E1, we have
u2

λ
v′ = ±v, (80)

v′ = ± λ

u2
v = ε

λ

u2
v, (81)

ε := ±1. (82)

Consider the differential form on E1

ω =
du

v
, (83)

then

ψ : E1 −→ σ3E1 (84)

induces

ψ∗(ω) = ω′ (85)

= −
λ
u2

ε λu2 v
du (86)

= −εω = ±ω. (87)
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8.2.2 Exact expression for ε

Recall that a rational map f over a field K from a group variety G with the
group unit e to an Abelian variety A is a homomorphism up to a translation. I.e.,
there is a homomorphism f0 : G −→ A over K such that f(P ) = f0(P ) + f(e).
Then,

f∗ = f∗0 ,

and f∗ = f∗0 = 1 means

f0 = 1 or f(P ) = P +Q, Q = f(e).

Now, one has

ψ : E1
≃−→ σ3E1

P 7−→ ±P +Q, Q = ψ(O) ∈ E1(k3),

ω 7−→ ψ∗(ω) = −εω.

In order to find an exact expression for ε, define

y1 := (t− 1)2y; (88)

then

v =
(t− 1)2√

e
y =

1√
e
y1 (89)

by the definition of v. Here

1√
e

=
(α− αq)

(α− αq3)
(
αq3 − αq

)
(α− αq4)

1+q3

2

. (90)

From (60), one has

t− 1 =
αq

3 − αq

α− αq

(
u− α− αp

αq3 − αq

)
, (91)

(t− 1)2√
e

=
(αq

3 − αq)
(
u− α−αq

αq3−αq

)2
(α− αq)(α− αq3)(α− αq4)

1+q3

2

.

By (89)

y =

√
ev

(t− 1)2
=

(α− αq)(α− αq
3

)(α− αq
4

)
1+q3

2

(αq3 − αq)
(
u− α−αq

αq3−αq

)2 v. (92)
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Meanwhile,

y = σ3y (93)

=
(αq

3 − αq
4

)(αq
3 − α)(αq

3 − αq)
1+q3

2

(α− αq4)
(
u′ − αq3−αq4

α−αq4

)2 v′. (94)

The second factor in the denominator of (94) can be further calculated using
u′ = λ/u as

u′ − αq
3 − αq

4

α− αq4
= λ/u− αq

3 − αq
4

α− αq4

= −α
q3 − αq

4

α− αq4

(
1− α− αq

αq3 − αq
1

u

)
.

Substituting this into (94), one obtains

y =
(α− αq

4

)(αq
3 − α)(αq

3 − αq)
1+q3

2

(αq3 − αq4)

u2(
u− α−αq

αq3−αq

)2 v′. (95)

Thus,

v′ =
(αq

3 − αq
4

)

(α− αq4)(αq3 − α)(αq3 − αq)
1+q3

2

(
u− α−αq

αq3−αq

)2
u2

y. (96)

Now, substitute y in (92) into the above equation,

v′ = − (α− αq)(αq
3 − αq

4

)

(αq3 − αq)
3+q3

2

(α− αq
4

)
q3−1

2
v

u2

:= ε1
v

u2
.

The exact value of ε1 can be obtained as follows.

ε1 = −λ

(
α− αq

4

αq3 − αq

) q3+1
2

.

Therefore,

v′ = ε1
v

u2

= −

(
α− αq

4

αq3 − αq

) q3+1
2

λv

u2

= ε
λv

u2

27



by the definition v′ = ελv/u2.
Thus,

ε = −

(
α− αq

4

αq3 − αq

) q3+1
2

= −
(
αq

3

− αq
) q6−1

2

= ±1.

8.2.3 When ε = 1, ψ∗ = −1

We know already that E is k6-isomorphic to

E1/k3 : y2 = x(x− 1)(x− λ),

and

ψ∗(ω) = −εω,
ε = Nk6/k3(α

q4 − α)(q
3−1)/2 = ±1,

ψ sends a point P to −εP +Q, where Q is the point (0, 0) of E1.
First we treat the case where ε = 1, ψ∗ = −1. Denote the k6/k3-twist E

′
1 of

E1 by

E′
1 : y2 = κx(x− 1)(x− λ),

κ ∈ k×3 , κ
q3−1

2 = −1.

Define the k6/k3-twisting map τ as

τ : E1
≃−→ E′

1

(x, y) 7−→ (x,
√
κy),

τ∗(ω) = τ∗
(
dx

y

)
=

dx√
κy

=
1√
κ
ω.

Moreover,

σ3

τ ◦ τ−1(x, y) = σ3

τ

(
x,

y√
κ

)
=

(
x, κ

q3−1
2 y

)
= (x,−y),

or (
σ3

τ ◦ τ−1(x, y)
)∗

= −1.
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Then,

ψ′ : E′
1 −→ E′

1

ψ′ = σ3τ ◦ ψ ◦ τ−1

(ψ′)∗ = ( σ3τ)∗ ◦ ψ∗ ◦ τ−∗

= −( σ3τ)∗ ◦ τ−∗ = (−1)2 = −1.

Thus, when ε = 1, ψ∗ = −1, we can always use E′
1 and ψ′ instead of E1 and

ψ so that (ψ′)∗ = 1.
Therefore, we need only to discuss the case ε = −1 and ψ∗ = 1.

8.2.4 Construction of the k3-isomorphism ρ/k3 : E −→ E1

Assume ε = −1. Then,

ψ(P ) = P +Q,

σ3

φ1 ◦ φ−1
1 (P ) = P +Q.

Let

R := φ−1
1 (P ),

P = φ1(R),

i.e.,

σ3

φ1(R) = φ1(R) +Q.

Lemma 12. For Q ∈ E1(k3), there exists an

S ∈ E1(k) such that S − σ3

S = Q.

Proof: This is due to the following short exact sequence:

0 −→ E1(k3) −→ E1(k)
σ3−1

−→ E1(k) −→ 0

or the surjectivity of σ3 − 1 and the fact that E1(k) is a divisible group. □

Remark 3. In fact, such an S is unique up to translations by E1(k3). Indeed,
if one defines

S1 := S + T ∀T ∈ E1(k3),

then

σ3

S1 = σ3

S +σ
3

T = S −Q+ T

= S1 −Q.
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Lemma 13. Define a map ρ by

ρ : E
∼−→ E1 (97)

P 7−→ ρ(P ) := φ1(P ) + S. (98)

Then, ρ is an isomorphism of E to E1 defined over k3.

Proof: Since

σ3

ρ(P ) = σ3

φ1(P ) +
σ3

S

= φ1(P ) + (Q+σ
3

S)

= φ1(P ) + S

= ρ(P ),

which means ρ is defined over k3. □

9 Density of Type II curves

We first notice that the action

PGL2(k2) ↷ k6
/
k2 (99)

is also transitive and fixed-point free. The proof is obtained by replacing k with
k2 in the proof for PGL2(k) ↷ k3 \ k.

Then, for any α ∈ k6 \ k2, one can find an ε ∈ k3 \ k and a V ∈ PGL2(k2)
such that α is the image of ε under the action of V . In fact,

∃ε ∈ k3 \ k ∃V ∈ GL2(k2) \ k×2 GL2(k)

s.t. α = V · ε
β = σV · ε.

We know that λ(α) is invariant under the left-action of PGL2(k):

∀U ∈ GL2(k), U · α = UV · ε ∈ k6 \ k2,

λ(UV · ε) = λ(V · ε).

Now, we consider also the action on the other side or the right-action on V :

∀W ∈ GL2(k), ∃ε′ ∈ k3 \ k
s.t. ε = Wε′.

Then,

λ(V · ε) = λ(VW · ε′),
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i.e., λ is also invariant under this action.
Now, we have two actions from both the left and the right sides on V . We

then consider the double-sided action and the double cosets

k×2 GL2(k)

\
GL2(k2)

/
k×2 GL2(k) (100)

defined by the above left and right actions on V such that

λ(V · ε) = λ(UVW · ε′).

In order to obtain the number of Type II curves E, we will count #λ in their
Legendre forms which are invariant under the action.

Lemma 14. V ∈ GL2(k2)\GL2(k) under the double-sided action can be classi-
fied to the following three cases: (Assume r, s, t ∈ k, η ∈ k2, e = η2 ∈ k×\(k×)2)

(i) V1 =

(
r + η 0
0 1

)
; (101)

(ii) V2 =

(
s+ tη e

1 s+ tη

)
, t ̸= 0, (s, t) ̸= (0,±1); (102)

(iii) V3 =

(
1 η
0 1

)
. (103)

Proof:
One can always choose an η ∈ k2 such that η2 = e ∈ k× \ (k×)2; then

∀V ∈ GL2(k2) \GL2(k), V = V ′ + ηV ′′, V ′, V ′′ ∈M2(k).

First, we assume V ′ is a regular matrix.
Then, under the double-sided action, V ′ can be transformed into the identity

matrix I2 while the ε′ remains inside k3 \ k. (Here V ′′ is used again.)

V = I2 + ηV ′′ =

(
1 0
0 1

)
+ ηV ′′, V ′′ ∈M2(k)

Under the double-sided action, V ′′ can be expressed in the following three
forms:

(i) V ′′
1 =

(
r 0
0 s

)
, r ̸= s, r, s ∈ k; (104)

(ii) V ′′
2 =

(
0 re
r 0

)
= r

(
0 e
1 0

)
, r ∈ k×; (105)

(iii) V ′′
3 =

(
0 r
0 0

)
, r ∈ k×. (106)
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Then, V becomes one of the following three forms under the double-sided
action:

(i) V ′
1 =

(
1 + rη 0

0 1 + sη

)
, r ̸= s, r, s ∈ k; (107)

(ii) V ′
2 =

(
1 reη
rη 1

)
= I2 + rη

(
0 e
1 0

)
, r ∈ k×; (108)

(iii) V ′
3 =

(
1 rη
0 1

)
, r ∈ k×. (109)

V ′
1 can be transformed into V1 in the Lemma as follows.

Assume 1+rη
1+sη = (1+rη)(1−sη)

1−s2e = a+ bη, a, b ∈ k; one can use the following two

actions, 1
1+sη ∈ k×2 and

(
1
b 0
0 1

)
∈ GL2(k) on V

′
1 such that

1

1 + sη

(
1
b 0
0 1

)(
1 + rη 0

0 1 + sη

)
=

(
r + η 0
0 1

)
;

here b ̸= 0 since V ′
1 ∈ GL2(k2) \GL2(k).

V ′
2 can be transformed into V2 in the Lemma using a scaling by 1

rη = s+tη ∈
k×2 .

Here, if t = 0 then V2 ∈ GL2(k) which was excluded previously.
Besides, when V2 is a singular matrix, detV2 = (s+ tη)2 − e = s2 + 2stη +

(t2 − 1)e = 0, i.e., s2 + (t2 − 1)e = 0 and st = 0. Since t ̸= 0 for V2 /∈ GL2(k),
this means s = 0, t2 = 1. Therefore, the cases t = 0, (s, t) = (0,±1) should be
excluded.

V ′
3 can be transformed by the following double-sided GL2(k)-action into V3

in the Lemma as follows:(
1 0
0 r

)(
1 rη
0 1

)(
1 0
0 1

r

)
=

(
1 0
0 r

)(
1 η
0 1

r

)
=

(
1 η
0 1

)
.

Next, we consider the case when V ′ is singular. (Here V ′ ̸= O2; otherwise
V ∈ GL2(k) mod k×2 ).

Then, under the double-sided action, one can assume

V ′ =

(
1 0
0 0

)
.

Therefore,

V =

(
1 0
0 0

)
+ ηV ′′.

Now, if V ′′ is regular, then one can change this case to the regular V ′ cases by
the following left GL2(k)-action modk×2 : (Notice here 1/η = η/e.)

1

η
(V ′′)−1V = I2 + ηV ′′′, V ′′′ :=

1

e
(V ′′)−1V ′.
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Now, assume V ′′ is singular,

V ′′ =

(
a b
c d

)
, detV ′′ = ad− bc = 0.

Here we treat the cases of b ̸= 0 and b = 0 separately.
First, in the b ̸= 0 case, V ′′ can be transformed by a right GL2(k)-action

which preserves the form of V ′ =

(
1 0
0 0

)
:

V ′′
(

b 0
−a 1

)
=

(
0 b
0 d

)
.

Thus, we can assume that

V =

(
1 0
0 0

)
+ η

(
0 b
0 d

)
=

(
1 bη
0 dη

)
.

Below, we show that this case can be reduced to case (i) of the regular V ′

cases.
Indeed, since V ∈ GL2(k2), d ̸= 0, dividing V by dη one has

1

dη
V =

1

dη

(
1 bη
0 dη

)
=

(
lη h
0 1

)
mod k×2 .

Now, by another left GL2(k)-action:(
1 −h
0 1

)(
lη h
0 1

)
=

(
lη 0
0 1

)
,

but it becomes a special case of (i) in the regular V ′ cases if one scales it by
1 + η:

(1+η)V = (1+η)

(
lη 0
0 1

)
=

(
le+ lη 0

0 1 + η

)
=

(
le 0
0 1

)
+η

(
l 0
0 1

)
.

Thus, the case when V ′′ is singular with b ̸= 0 is contained in case (i) of the
regular V ′ cases.

In the remaining case, b = 0, first let d ̸= 0; then a = 0 and

V =

(
1 0
cη dη

)
which is the transpose of the b ̸= 0 case.

If d = 0 in the b = 0 case, then

V =

(
1 + aη 0
cη 0

)
/∈ GL2(k2),

which should be excluded. □
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Lemma 15. Elliptic curves of Type II can be classified to the following cases
according to the classification of V under the double-sided action in Lemma 14.
λ in each case has a representative as follows:

(i) λ1 =
r2 − e

4e

(ε− εq)2

εq+1
; (110)

(ii) λ2 =
Nk2/k((s+ tη)2 − e)

4et2
(ε− εq)2

(ε2 − e)q+1
(111)

=
Nk2/k(detV2)

4et2
(ε− εq)2

(ε2 − e)q+1
; (112)

(iii) λ3 =
1

4e
(ε− εq)2. (113)

Proof:
(i) Define

α1 = V1 · ε = (r + η)ε ∈ k6 \ (k2 ∪ k3).

Then,

β1 = αq
3

1 = (r − η)ε.

This is because ε ∈ k3 \ k, εq
3

= ε and η2q = eq = e, ηq = −η. Now,

β1 − α1 = −2ηε,

(β1 − α1)
1+q = 4eε1+q,

β1 − αq1 = (r − η)(ε− εq),

βq1 − α1 = −(r + η)(ε− εq),

(β1 − αq1)(β
q
1 − α1) = −(r2 − e)(ε− εq).

Thus, one has

λ1 = − (r2 − e)

4e

(ε− εq)

ε1+q
.

(ii) Define

α2 = V2 · ε

=
(s+ tη)ε+ e

ε+ s+ tη
.

Then,

β2 =
(s− tη)ε+ e

ε+ s− tη
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and

β2 − α2 =
(s− tη)ε+ e

ε+ s− tη
− (s+ tη)ε+ e

ε+ s+ tη

= − 2tη(ε2 − e)

(ε+ s− tη)(ε+ s+ tη)
,

(β2 − α2)
1+q =

4et2(ε2 − e)1+q

{(ε+ s− tη)(ε+ s+ tη)}1+q
,

β2 − αq2 =
((s− tη)ε+ e)(εq + s− tη)− ((s− tη)εq + e)(ε+ s− tη)

(ε+ s− tη)(εq + s− tη)

=
((s− tη)2 − e)(ε− εq)

(ε+ s− tη)(εq + s− tη)
=

((s− tη)2 − e)(ε− εq)

(ε+ s− tη)(ε+ s+ tη)q
,

βq2 − α2 =
((s+ tη)εq + e)(ε+ s+ tη)− ((s+ tη)ε+ e)(εq + s+ tη)

(εq + s+ tη)(ε+ s+ tη)

= − ((s+ tη)2 − e)(ε− εq)

(εq + s+ tη)(ε+ s+ tη)
= − ((s+ tη)2 − e)(ε− εq)

(ε+ s− tη)q(ε+ s+ tη)
,

(β2 − αq2)(β
q
2 − α2) = − ((s− tη)2 − e)((s+ tη)2 − e)(ε− εq)2

{(ε+ s− tη)(ε+ s+ tη)}1+q
.

Thus, one obtains

λ2 =
((s− tη)2 − e)((s+ tη)2 − e)

4et2
(ε− εq)2

(ε2 − e)1+q

=
Nk2/k(((s+ tη)2 − e)

4et2
(ε− εq)2

(ε2 − e)1+q
.

(iii) Define

α3 = V3 · ε
= ε+ η.

Then,

β3 = αq
3

3

= ε− η
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and

β3 − α3 = −2η,

(β3 − α3)
1+q = −4e,

β3 − αq3 = ε− εq,

βq3 − α3 = −(ε− εq),

(β3 − αq3)(β
q
3 − α3) = −(ε− εq)2.

Thus, one obtains

λ3 =
1

4e
(ε− εq)2.

□

Lemma 16. The three cases in Lemma 14 are pairwise disjoint.

Proof: We will show the orbits of V under the double-sided action are disjoint
in the following three steps.

(i) and (ii) have no overlap
Assume case (i) and case (ii) have an intersection so there is an

A =

(
a b
c d

)
∈ GL2(k), (114)

µ := A · ε = aε+ b

cε+ d
(115)

such that λ1(µ) = λ2(ε). (116)

Then, notice the scaling constants in (110) and (112) are in k and independent
of ε, so one has the following equation up to k×-scaling.

(µ− µq)2

µ1+q
≡ (ε− εq)2

(ε2 − e)1+q
mod k×. (117)

Since

µ− µq =
(aε+ b)(cεq + d)− (aεq + b)(cε+ d)

(cε+ d)(cεq + d)

=
(ad− bc)(ε− εq)

(cε+ d)1+q
, (118)

one has

LHS(117) =
(µ− µq)2

µ1+q

=
(ad− bc)2(ε− εq)2

{(cε+ d)(aε+ b)}1+q
.
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Thus, from (117),

(ad− bc)2(ε− εq)2

{(cε+ d)(aε+ b)}1+q
≡ (ε− εq)2

(ε2 − e)1+q
mod k×,

one has

{(cε+ d)(aε+ b)}1+q ≡ (ε2 − e)1+q mod k×.

Denote this equation by

L1+q ≡ R1+q mod k× or

(
L

R

)1+q

≡ 1 mod k×.

Since (
L

R

)q2−1

≡ 1,

(
L

R

)q3−1

≡ 1,

then L/R ∈ k× since (q2 − 1, q3 − 1) = q − 1.
Therefore,

(cε+ d)(aε+ b) = l(ε2 − e), ∃l ∈ k×.

This means

ac = l( ̸= 0),

ad+ bc = 0,

bd = −le(̸= 0),

which implies

c ̸= 0.

Now, we normalize A with c = 1, then

a = l, b = −ad = −ld, bd = −ld2 = −le,

thus,

d2 = e.

But since e ∈ k× \ (k×)2, such a d does not exist. Thus, the presumed intersec-
tion does not exist.

(i) and (iii) have empty overlap
Now, assume case (i) and case (iii) have an intersection such that under the

action of (114), (115),

λ1(µ) = λ3(ε). (119)
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From (110), (113), one has the following equation up to k×-scaling:

(µ− µq)2

µ1+q
≡ (ε− εq)2 mod k×. (120)

From (119),

(ε− εq)2

{(cε+ d)(aε+ b)}1+q
≡ (ε− εq)2 mod k×.

Then,

{(cε+ d)(aε+ b)}1+q ≡ 1 mod k×.

For the same reason as before,

(cε+ d)(aε+ b) = l, ∃l ∈ k×.

This means

ac = 0,

ad+ bc = 0,

bd = l (̸= 0).

We divide the conditions into two subcases: c = 0 and c ̸= 0.
When c = 0, normalize A so that d = 1; then a = 0,

A =

(
0 b
0 1

)
̸∈ GL2(k)

which is contrary to the assumption on A.
When c ̸= 0, we can normalize A so that c = 1. Then, a = b = 0,

A =

(
0 0
1 d

)
̸∈ GL2(k)

which is again contrary to the assumption on A; thus the presumed intersection
does not exist.

(ii) and (iii) have empty overlap
Assume case (iii) and case (ii) have an intersection such that under the action

of (114), (115),
λ3(µ) = λ2(ε).

From (113) and (112), one has the following equation up to k×-scaling:

(µ− µq)2 ≡ (ε− εq)2

(ε2 − e)1+q
mod k×. (121)
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From (118)

(ε− εq)2

(cε+ d)2+2q
≡ (ε− εq)2

(ε2 − e)1+q
mod k×.

Then,

(cε+ d)2+2q ≡ (ε2 − e)1+q.

Using the same reasoning as before again,

(cε+ d)2 = l(ε2 − e) ∃l ∈ k×.

Therefore,

c2 = l (̸= 0),

2cd = 0,

d2 = −le ( ̸= 0).

Thus,
d = 0, 0 = −le

which is impossible since l, e ∈ k×. Thus, the presumed intersection does not
exist. □

Lemma 17. The numbers of Type II curves in the three cases of Lemma 14 are
as follows.

(i) #{λ1} =
1

4
q(q + 1)2; (122)

(ii) #{λ2} =
1

4
q(q − 1)2; (123)

(iii) #{λ3} =
1

2
(q2 − 1). (124)

The total number of Type II curves is

1

2
(q3 + q2 + q − 1).

Proof:
(i) From (110), one can observe that λ1 in case (i) is a product of two factors
f1, f2:

λ1 = f1f2, f1 :=
r2 − e

4e
, f2 :=

(ε− εq)2

εq+1
.

We will count the two factors separately.
First, look at the factor f2 which contains ε. Recall that ε ∈ k3 \ k.
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In order to count the orbits of f2 under the GL2(k)-action, we first consider

A =

(
a b
c d

)
∈ GL2(k),

µ := A · ε
such that f2(µ) ≡ f2(ε) mod k×,

or
(µ− µq)2

µq+1
≡ (ε− εq)2

εq+1
mod k×.

We wish to count the number of such µ or equivalently such matrices A. From

(ad− bc)2(ε− εq)2

{(aε+ b)(cε+ d)}q+1
≡ (ε− εq)2

εq+1
mod k×,

one has
(aε+ b)(cε+ d) = lε, ∃l ∈ k×.

Therefore,

ac = 0,

ad+ bc = l (̸= 0),

bd = 0.

When c = 0, normalize A so that d = 1; then

a = l ̸= 0, b = 0, A =

(
a 0
0 1

)
.

Thus, the number of A in this case is

#{A} = #{a} = #k× = q − 1.

When c ̸= 0, one can normalize A so that c = 1; then

a = 0, b = l ̸= 0, d = 0, A =

(
0 l
1 0

)
.

Therefore, the number of A in this case is

#{A} = #{l} = #k× = q − 1.

The total number of A in these two cases is

#{A} = 2(q − 1).

The number of f2 is

#{f2} =
#{ε mod k3 \ k}

#{A}
=

q3 − q

2(q − 1)
=

1

2
q(q + 1).
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Now, we count the factor f1 = r2−e
4e in λ1, where e is fixed:

#{f1} = #

{
r2 − e

4e
, r ∈ k

}
= #k2 = #(k×)2 +#{0} =

q − 1

2
+ 1 =

q + 1

2
.

Thus,

#{λ1} = #{f1}#{f2} =
1

2
q(q + 1)× q + 1

2
=

1

4
q(q + 1)2.

(ii) By (112), λ2 in case (ii) is a product of two factors g1, g2:

λ2 = g1g2, g1 :=
Nk2/k(detV )

4et2
, g2 :=

(ε− εq)2

(ε2)q+1
. (125)

Therefore, we will also count the two factors separately.
First, we count the factor g2 which contains ε.
In order to count the orbits of g2 under the GL2(k)-action, consider

A =

(
a b
c d

)
∈ GL2(k),

µ := A · ε
such that g2(µ) ≡ g2(ε) mod k×,

or

(µ− µq)2

(µ2 − e)q+1
≡ (ε− εq)2

(ε2 − e)q+1
mod k×. (126)

We wish to count the number of such µ or equivalently such matrices A. By
(118),

(µ− µq)2 =
(ad− bc)2(ε− εq)2

(cε+ d)2q+2

and µ2 − e =
(aε+ b)2 − e(cε+ d)2

(cε+ d)2
.

Then, (126) becomes

(ε− εq)2

{(aε+ b)2 − e(cε+ d)2}q+1
≡ (ε− εq)2

(ε2 − e)q+1
mod k×.

Thus, {(aε+ b)2 − e(cε+ d)2}q+1 ≡ (ε2 − e)q+1 mod k×,

(aε+ b)2 − e(cε+ d)2 = l(ε2 − e), ∃l ∈ k×.

Now, one has

a2 − ec2 = l,

2(ab− ecd) = 0,

b2 − ed2 = −el.
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When c = 0,

a2 = l ( ̸= 0),

ab = 0, b = 0,

d2 = l, d = ±a.

Therefore,

A = a

(
1 0
0 ±1

)
;

i.e., there are two such A mod k× in this case.

When c ̸= 0, one can normalize A so that c = 1; then

a2 − e = l,

ab = ed, d =
ab

e
,

b2 − ed2 = −el, b2 − e

(
ab

e

)2

= −e(a2 − e),

b2

e
(e− a2) = e(e− a2),

b2 = e2, b = ±e, d =
b

e
a = ±a,

therefore

A =

(
a ±e
1 ±a

)
since e /∈ (k×)2, detA ̸= 0.

The number of such A is

2#{a ∈ k} = 2q.

Adding up the above two cases,

#{A} = #(c = 0) + #(c = 1) = 2q + 2.

The number of orbits of g2 under the GL2(k)-action becomes

#{g2} =
#{ε}
#{A}

=
q3 − q

2(q + 1)
=
q(q − 1)

2
.

Now, we count the number of g1 =
Nk2/k((s+tη)

2−e)
4et2 . Define

ρ :=
Nk2/k((s+ tη)2 − e)

t2
(127)

=
1

t2
((s2 + e(t2 − 1))2 − 4es2t2). (128)
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Recall e ∈ k× \ (k×)2. Obviously t ̸= 0, (s, t) ̸= (0,±1) if and only if ρ ̸= 0,∞.
To count #{ρ}, notice there is a ρ if and only if the following plane curve

has nontrivial k-rational points {(s2, t2)}:

(s2 + e(t2 − 1))2 − 4es2t2 = ρt2.

Redefine X := s2, Y := t2; then one has a conic curve

C1 : (X + e(Y − 1))2 − 4eXY = ρY (129)

which has (X,Y ) = (e, 0) as a k-rational point corresponding to ρ = ∞.
Now, we draw a straight line through (e, 0):

X = e+ hY

whose intersection with the conic C1 is determined by

(h− e)2Y 2 = (4e2 + ρ)Y.

When h = e, i.e., ρ = −4e2:

Then, the straight line becomes

X = e(1 + Y ).

Since X = s2, Y = t2, one has a conic

C2 : s2 − et2 = e (130)

which is nonsingular. This is because

(∂s, ∂t) = (2s,−2et) = (0, 0)

means (s, t) = (0, 0) which however is not contained in C2(k̄).
Therefore, its set of rational points C3(k) is isomorphic to P1(k).
Thus, in this case there is one value of ρ = −4e2 to be counted.

When h ̸= e, i.e., ρ ̸= −4e2:

Assume h ̸= e; then one has a linear equation in Y :

(h− e)2Y = 4e2 + ρ (131)

Thus, for any ρ there is a k-rational point (X,Y ) on the above curve C1.

Y =
4e2 + ρ

(h− e)2
̸= 0, (132)

X =
e(h− e)2 + h(4e2 + ρ)

(h− e)2
. (133)
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Define
f := (h− e)t,

one has

f2 = 4e2 + ρ ∃f ∈ k. (134)

Since ρ ̸= 0, f ̸= ±2e. Thus, the correspondence between f and ρ is 2-1 when
f ̸= 0,±2e.

So we will consider the existence of (s, t) when f ̸= 0,±2e .
Define

v := (h− e)s. (135)

From (133), one obtains a new conic curve in v, h with f fixed:

C3 : v2 = e(h− e)2 + f2h. (136)

We are to count the number of such C3 with non-empty k2-rational points.
In order to do that, we show that the curve is a nonsingular conic.

Indeed, assume

∂v = 2v = 0, ∂h = 2e(h− e) + f2 = 0 (h ̸= e);

one obtains

0 = e(h− e)2 + f2h, 2e(h− e) + f2 = 0, 2eh(h− e) + f2h = 0,

thus,
2eh(h− e) = −f2h = e(h− e)2, 2h = h− e, h = −e,

but since f2 = −2e(h− e) = 4e2, f = ±2e which is excluded already. Thus, the
affine curve is nonsingular.

Now consider its projective version:

v2

w2
= e

(
h

w
− e

)2

+ f2
h

w
,

v2 = e(h− ew) + f2w.

Assume again

∂v = 2v = 0, ∂h = 2e(h− ew) + f2w = 0, ∂w = −2e2(h− ew) + f2h = 0.

Then, one has to check only the point at infinity: w = 0. But

eh = 0, −2e2h+ f2h = 0

means v = h = w = 0, which is absurd. Thus, C3 is a nonsingular projective
conic.
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Besides, it has a rational point (v, h) = (0,−e(h − e)2/f2). Thus, C3(k) ≃
P1(k).

Therefore,

#{ρ ̸= −4e2, 0} =
#{f ̸= 0,±2e}

2
=
q − 3

2
, (137)

#{g1} = #{ρ} =
#{f ̸= 0,±2e}

2
+ #{f = 0} =

q − 3

2
+ 1 =

q − 1

2
. (138)

Finally,

#{λ2} = #{g1} ×#{g2} =
q − 1

2
× q(q − 1)

2
=
q(q − 1)2

2
. (139)

(iii) We now count the number of λ3 under the GL2(k)-action. Recall

λ3(ε) =
(ε− εq)2

4e
.

Consider the action by A ∈ GL2(k) such that

µ := A · ε and λ3(µ) = λ3(ε).

Then, one has

(µ− µq)2 = (ε− εq)2,

µ− µq = ±(ε− εq),

µ± ε = µq ± εq = (µ± ε)q,

(µ± ε)q−1 = 1, µ± ε =: l ∈ k,

µ = ±ε+ l ∃l ∈ k.

Thus, the number of A such that λ3(µ) = λ3(ε) is

2#{l} = 2#k = 2q.

The number of orbits of λ3 is

q3 − q

2q
=
q2 − 1

2
.

Now, we add up the cases (i), (ii), and (iii) to obtain the total number of
Type II curves:

#{λ} =
q(q + 1)2

4
+
q(q − 1)2

4
+
q2 − 1

2
=
q3 + q2 + q − 1

2
. (140)

□
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10 Density of Type II curves with hyperelliptic
coverings

Lemma 18. A Type II curve E has a hyperelliptic covering C/k if and only if
there is a V ∈ GL2(k2),Θ ∈ GL2(k) such that Θ =σ V V −1, Tr(Θ) = 0, β =
Θ · α.

Proof: For ε ∈ k3 \ k, there is a unique V ∈ G2(k2) such that α = V · ε ∈ k6.
Then,

β = αq
3

= (V · ε)q
3

=σ V · ε =σ V V −1 · α.
Define Θ =σ V V −1. If Tr(Θ) = 0, then C/k is hyperelliptic and vice versa. □
Lemma 19. The numbers of hyperelliptic covering curves in the three cases of
Type II curves are

(i) #{hyperelliptic covers} =
1

2
q(q + 1);

(ii) #{hyperelliptic covers} =
1

2
q(q − 1);

(iii) #{hyperelliptic covers} = 0.

Thus, the total number of Type II curves with hyperelliptic coverings is

#{Type II hyperelliptic covers} = q2.

Proof: We consider again representatives under the double-sided action in
Lemma 14 and count each orbit of Θ with zero trace.

(i) From (101),

V1 =

(
r + η 0
0 1

)
,

Θ1 = σV1V
−1
1 ∼

(
r − η 0
0 1

)(
1 0
0 r + η

)
=

(
r − η 0
0 r + η

)
.

Assume Tr(Θ1) = 2r = 0, then r = 0,

V1 =

(
−η 0
0 +η

)
≡
(
η 0
0 1

)
mod k×.

From Lemma 15,

λ1 = −1

4

(ε− εq)2

εq+1

which is f2 in the proof of (i) Lemma 17. Hence we have

#{λ1} =
1

2
q(q + 1).
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(ii) From (102),

V2 =

(
s+ tη e

1 s+ tη

)
, t ̸= 0, (s, t) ̸= (0,±1),

one has

Θ2 = σV2V
−1
2

∼
(
s− tη e

1 s− tη

)(
s+ tη −e
−1 s+ tη

)
=

(
s2 − e(t2 + 1) 2teη

2tη s2 − e(t2 + 1)

)
.

Assuming
Tr(Θ2) = 0,

one obtains a conic
s2 = e(t2 + 1)

which is nonsingular. Therefore, its k-rational points are bijective to those
of P1(k). Therefore,

#{λ2} =
#{α ∈ k3 \ k}

#V2
=
q(q2 − 1)

q + 1
=
q(q − 1)

2
.

Or, since

λ2 = −e (ε− εq)2

(ε2 − e)q+1

equals the factor g2 in the proof of Lemma 17 (ii), which has cardinality
q(q−1)

2 .

(iii) From (103),

V3 =

(
1 η
0 1

)
,

one has

Θ3 = σV3V
−1
3

=

(
1 −2η
0 1

)
.

Then, Tr(Θ3) ̸= 0, or there is no hyperelliptic covering in this case.

□
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11 Conclusion

In this paper, we presented an analysis of the GHS attack on elliptic curves
E defined over the cubic extension k3 of a finite field k of odd characteristic.
Analysis of the GHS attack in general seems to be a difficult task. In this paper
we restricted ourselves to the most favorable situation for the GHS attack. In
fact, we assumed the isogeny condition which means that the covering curve
C/k has the smallest possible size. Therefore the genus of C is d = 3.

We classified those curves which have covering curves C defined over k,
therefore the discrete logarithm on E can be mapped to the Jacobian of C
so the GHS attack is applicable. In particular, the double-large-prime index
calculus algorithm and Gaudry’s low dimension Abelian varieties algorithm on
E over cubic fields have running time Õ(q4/3). On the other hand, discrete
logarithms on these E with a genus 3 non-hyperelliptic covering C under the
GHS attack can be solved in Õ(q).

When C/P1 is a (2, 2, 2)-covering, C is hyperelliptic. When C/P1 is a (2, 2)-
covering, E has forms of either Type I or Type II. The numbers of both the
Type I and Type II curves with non-hyperelliptic covering C are 1

2q
3 + O(q2).

This is the same as the order of the total isogeny classes of elliptic curves over
the cubic field k3. On the other hand, E with hyperelliptic coverings C are
much less common. In fact, the numbers of E with hyperelliptic covering C for
both (2, 2, 2) case and (2, 2) Type I or Type II cases are q2 +O(q).

As for how to test if an elliptic curve is weak, we presented a simple algo-
rithm for the Type I case by solving a quadratic equation. It would be desirable
to be able to test for the Type II case. Further researches also include classi-
fication of general cases of both odd and even characteristics [25], curves with
weak coverings without isogeny condition [20][21], and explicit construction of
covering curves [6], [17].
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12 Appendix 1: Proof of Lemma 7.3: B is not
upper triangular

Since

A =

(
ν −ε1+q
1 −µ

)
, B =σ

2

A σA A,

we have

σA A =

(
ν1+q − εq+q

2 ∗
ν − µq ∗

)
. (141)

On the other hand,

σ2

A =

(
νq

2 −ε1+q2

1 −µq2

)
, (142)

σ̃2A =
−1

detσ
2

A

(
µq

2 −ε1+q2

1 −νq2

)
(143)

=
−1

detσ
2

A

(
µq

2 ∗
1 ∗

)
. (144)

Assume B is upper triangular, then

σA A ≡ σ̃2A

(
1 ∗
0 ∗

)
mod k×3 . (145)

By (141), (144)(
ν1+q − εq+q

2 ∗
ν − µq ∗

)
≡

(
µq

2 ∗
1 ∗

)(
1 ∗
0 ∗

)
mod k×3 (146)

=

(
µq

2 ∗
1 ∗

)
mod k×3 . (147)

In the above equation of 2 × 2 matrices, taking the ratios of (1, 1) entries over
(1, 2) entries of both sides, we obtain the following equation:

ν1+q − εq+q
2

= µq
2

(ν − µq). (148)

Since this equation contains µ, ν and ε at the same time, we will try to represent
µ, ν in terms of ε.

Now, substitute ν = −µ+ ε+ εq into the equation (148),

(−µ+ ε+ εq)
(
−µq + εq + εq

2
)
− εq+q

2

= µq
2

(−µ− µq + ε+ εq)

= −µ1+q2 − µq+q
2

+ (ε+ εq)µq
2

,

µ1+q −
(
εq + εq

2
)
µ− (ε+ εq)µq + ε1+q + ε1+q

2

+ ε2q

= −µ1+q2 − µq+q
2

+ (ε+ εq)µq
2

.
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Then, we have

Trk3/k(µ
1+q)− Trk3/k(

(
εq + εq

2
)
µ) + Trk3/k(ε

1+q) +
(
εq

2

− εq
)
µq + εq(εq − εq

2

) = 0.

Since Trk3/k ∈ k,(
εq − εq

2
)
µq − εq(εq − εq

2

) = τ ∈ k,

µq = εq +
τ(

εq − εq2
) , (149)

µ = ε+
τ

(ε− εq)
, (150)

ν = −µ+ ε+ εq = εq − τ

(ε− εq)
. (151)

Therefore, we can represent µ, ν in terms of ε, τ ∈ k.
Now, substitute (150), (151) into (148),

LHS = −

(
εq

2

(ε− εq)
+

εq

(ε− εq)
q

)
τ +

τ2

(ε− εq)
1+q ,

RHS = −

(
εq

2

(ε− εq)
+

εq
2

(ε− εq)
q

)
τ −

(
1

(ε− εq)
1+q2

+
1

(ε− εq)
q+q2

)
τ2.

Then, (148) becomes

εq
2 − εq

(ε− εq)
q τ +Trk3/k

(
1

(ε− εq)
1+q2

)
τ2 = 0. (152)

Since

εq
2 − εq

(ε− εq)
q =

(εq − ε)
q

(ε− εq)
q = −1,

Trk3/k

(
1

(ε− εq)
1+q2

)
=

1

(ε− εq)
1+q2

+
1

(ε− εq)
q+1 +

1

(ε− εq)
q+q2

=
(ε− εq)

q
+ (ε− εq)

q2
+ ε− εq

Nk3/k (ε− εq)

=
εq − εq

2

+ εq
2 − ε+ ε− εq

Nk3/k (ε− εq)
= 0,

(152) becomes

τ = 0Γ =⇒ µ = ε, (153)

which is contrary to the assumption that µ ̸= ε.
Thus, B is not upper triangular.
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13 Appendix 2: Type I curves with hyperellip-
tic coverings: Explicit formula for the dis-
criminant ∆

First, we review notations used here.

A =

(
ν −ε1+q
1 −µ

)
, B =σ

2

A σA A, (154)

µ =

(
ε −εq
1 −1

)
· λ, λ ̸= 0, 1,∞, (155)

ν =

(
εq −ε
1 −1

)
· λ, (156)

ρ =
1

λ− 1
.

Next, we show the detailed form of the matrix B as follows. Since

µ = ε+ α, α = (ε− εq)ρ, ν = εq − α,

σA A =

(
νq −εq+q2

1 −µq

)(
ν −ε1+q
1 −µ

)
(157)

=

(
ν1+q − εq+q

2 −ε1+qνq + εq+q
2

µ
ν − µq −ε1+q + µ1+q

)
. (158)

One has

B = σ2

A (σA A) (159)

=

(
νq

2 −ε1+q2

1 −µq2

)(
ν1+q − εq+q

2 −ε1+qνq + εq+q
2

µ
ν − µq −ε1+q + µ1+q

)
(160)

=:

(
B11 B12

B21 B22

)
, (161)

B11 = N(ν)− εq+q
2

νq
2

− ε1+q
2

(ν − µq), (162)

B22 = −ε1+qνq + εq+q
2

µ+ ε1+qµq
2

−N(µ). (163)

Now, we continue further to find ∆. Since

N(ν) = (εq − α)(εq
2

− αq)(ε− αq
2

)

= N(ε)− εq+q
2

αq
2

− ε1+qαq − ε1+q
2

α+ εqαq+q
2

+ εq
2

α1+q2 + εα1+q −N(α),
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−εq+q
2

νq
2

= −εq+q
2

(ε− αq
2

) = −N(ε) + εq+q
2

αq
2

,

−ε1+q
2

ν = −ε1+q
2

(εq − α) = −N(ε) + ε1+q
2

α,

ε1+q
2

µq = ε1+q
2

(εq + αq) = N(ε) + ε1+q
2

αq,

−ε1+qνq = −ε1+q(εq
2

− αq) = −N(ε) + ε1+qαq,

εq+q
2

µ = εq+q
2

(ε+ α) = N(ε) + εq+q
2

α,

ε1+qµq
2

= ε1+q(εq
2

+ αq
2

) = N(ε) + ε1+qαq
2

,

−N(µ) = −(ε+ α)(εq + αq)(εq
2

+ αq
2

)

= −N(ε)− ε1+qαq
2

− εq+q
2

α− ε1+qαq − εαq+q
2

− εqα1+q2 − εq
2

α1+q −N(α).

One can find

Tr(B) = εqαq+q
2

+ εq
2

α1+q2 + εα1+q −N(α)− εαq+q
2

− εqα1+q2 − εq
2

α1+q −N(α)

= N(ε− εq)Tr(ρ1+q)− 2N(ε− εq)N(ρ)

= N(ε− εq){Tr(ρ1+q) + 2N(ρ)},

and

detB = N(−νµ+ ε1+q),

−νµ+ ε1+q = −(εq − α)(ε− α) + ε1+q

= (ε− εq)2(ρ+ ρ2),

detB = N(ε− εq)2N(ρ+ ρ2).

Thus, finally

∆ = (TrB)2 − 4 detB (164)

= N(ε− εq)2{[Tr(ρ1+q) + 2N(ρ)]2 − 4N(ρ)N(ρ+ 1)}. (165)

Substituting ρ = 1/(λ− 1) into it, one has

∆ = N(ε− εq)2N

(
1

λ− 1

)2

{[Tr(λ)− 1]2 − 4N(λ)}.
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14 Appendix 3: Density of Type I curves with
hyperelliptic coverings

We give a more detailed analysis of Type I curves with hyperelliptic coverings
here.

Recall that the matrix Θ under double-sided PGL2(k)-action can be repre-
sented by the following matrices:

(i) Θ1 =

(
−1 0
0 1

)
; (ii) Θ2 =

(
0 e
1 0

)
∃η ∈ k2, η

2 = e ∈ k× \
(
k×
)2
.

Since

λ =
(β − αq)(βq − α)

(β − α)1+q
̸= 0, 1, β ∈ k3 \ k, β ̸= α, αq, αq

2

,

one has β1 and β2 corresponding to the two representatives of Θ1 and Θ2.

β1 = Θ1 · α = −α, (166)

λ1(α) =
(α+ αq)2

4α1+q
, (167)

β2 = Θ2 · α =
e

α
, (168)

λ2(α) =
(e− α1+q)2

(e− α2)1+q
. (169)

Cases (i) and (ii) do not overlap

Assume there is a λ in the intersection of cases (i) and (ii). Then,

λ1(γ) =
(γ + γq)2

4γ1+q
=

(e− α1+q)2

(e− α2)1+q
= λ2(α) =: λ, ∃γ, α ∈ k3 \ k. (170)

Thus, the left half of (170) becomes

γq−1 + 2 +
1

γq−1
= 4λ. (171)

Then,
γ2(q−1) + 2(1− 2λ)γq−1 + 1 = 0.

Denote X := γq−1; one has a quadratic equation

X2 + 2(1− 2λ)X + 1 = 0, (172)

of which the discriminant is

D = 4(1− 2λ)2 − 4 = 4(1− 4λ+ 4λ2 − 1) = 16λ(λ− 1) ̸= 0

since λ ̸= 0, 1.
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Now, we use the right half of (170) to substitute for λ as λ2:

λ− 1 = e
(α− αq)2

(e− α2)1+q
, (173)

D = 16λ(λ− 1) = 16λ
(α− αq)2

(e− α2)1+q
e.

From (170), one knows that λ is a square or in (k×3 )
2. Also λ − 1 is a square.

Thus, D is not a square or not in (k×3 )
2. This means that there is no solution

to the equation (172). Therefore the intersection of cases (i) and (ii) is empty.
□

The density of case (i)

We first find the cardinality of each orbit of λ1 under the PGL2(k)-action.
Assume there are a γ and an α belonging to the same orbit under the

PGL2(k)-action. From (170) and (171), one has

γq−1 + γ1−q = αq−1 + α1−q = 4λ1 − 2.

Define
X := αq−1, Y := γq−1.

Then, the above equation becomes

(Y −X)(XY − 1) = 0.

Thus, we know

either Y = X or Y =
1

X
,

or
γ = lα±1 ∃l ∈ k×.

Therefore, fix an α such that α ∈ k3 \ k, α ̸= ±1; the number of γ which have
the same orbit as either α or α−1 equals

#{γ|λ1(γ) = λ1} = #{l ∈ k×} × 2 = 2(q − 1).

Thus,

#{λ1} =
q3 − q

2(q − 1)
=
q(q + 1)

2
.

A lower bound for the density of case (ii)

To count the number of α corresponding to the same λ2, we replace α in the
following formula of λ2 by the variable X:

(e−X1+q)2

(2−X2)1+q
= λ2 ̸= 0, 1.
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Then, one has the following equation in X:

λ2(2−X2)1+q = (e−X1+q)2.

One can expand the above equation in the order of decreasing powers of X:

0 = (λ2 − 1)X2+2q + · · · . (174)

Since λ2 − 1 ̸= 0, we know that for a λ2 there could be no more than 2(1 + q)
solutions (i.e., for α). Thus,

#{α | λ2(α) = λ2} ≤ 2(1 + q).

Therefore, we have a lower bound for the number of PGL2(k)-orbits of λ2
in case (ii):

#{λ2} ≥ #{∀α ∈ k3 \ k}
#O(λ)

=
q3 − q

2(1 + q)
=
q(q − 1)

2
.

Now, from Lemma 9, one knows that the summation of densities of cases (i)
and (ii) equals q2. Therefore, the above lower bound is the exact density of case
(ii):

#{λ2} = q2 −#{λ1} = q2 − q(q + 1)

2
=
q(q − 1)

2
.
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15 Appendix 4: Classification of Type I curves
with non-hyperelliptic coverings

Here, we give a more detailed classification for Type I curves with non-hyperelliptic
coverings.

We have the following three classes of Type I curves with non-hyperelliptic
coverings, where A under the double-sided action has three representatives:

1.

A1 =

(
a 0
0 1

)
, a ̸= 0, 1,

i.e., β = aε.

In this case, C is hyperelliptic if and only if a = −1.

Denote the number of λ corresponding to β = εq
i

in this case by δ1,

δ1 =

{
1 q ≡ 1 mod 3
0 q ̸≡ 1 mod 3

.

The number of λ1 or, equivalently, of Type I curves with non-hyperelliptic
coverings, is

#{λ1} =
1

4
(q3 − 2q2 − 3q)− δ1.

2.

A2 =

(
a e
1 a

)
, η2 = e ∈ k× \ (k×)2.

In this case, C is hyperelliptic if and only a = 0.

Denote the number of λ corresponding to β = εq
i

in this case as δ2,

δ2 =

{
1 q ≡ 2 mod 3
0 q ̸≡ 2 mod 3

.

The number of λ2 or, equivalently, of Type I curves with non-hyperelliptic
coverings, is

#{λ2} =
q(q − 1)2

4
− δ2.

3.

A3 =

(
1 1
0 1

)
.

Then, β = ε+ 1.
In this case, no C is hyperelliptic.
Denote the number of λ corresponding to β = εq

i

in this case as δ3,

δ3 =

{
1 char(k) = 3
0 char(k) ̸= 3

.
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The number of λ3 or, equivalently, of Type I curves with non-hyperelliptic cov-
erings, is

#{λ3} =
q(q2 − 1)

2q
− δ3.

Since
3∑
i=1

δi = 1,

the total number of Type I curves which have non-hyperelliptic coverings is

3∑
i=1

#{λi} =
q3 − q2 − q − 3

2
. (175)
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