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Abstract. Correlation power analysis (CPA) is a well-known attack
against cryptographic modules with which an attacker evaluates the cor-
relation between the power consumption and the sensitive data candi-
date calculated from a guessed sub-key and known data (plaintext or
ciphertext). This paper enhances CPA to propose a new general power
analysis, built-in determined sub-key CPA (BS-CPA), that finds a new
sub-key by using the previously determined sub-keys recursively to com-
pute the sensitive data candidate and to increase the signal-to-noise ratio
in its analysis. BS-CPA is powerful and effective when the multiple sbox
outputs (or corresponding data) are processed simultaneously as in the
hardware implementation. We apply BS-CPA to the power consumption
traces provided at the DPA contest and succeed in finding DES keys
using less traces than the original CPA does.

Keywords: Side channel attacks, Power analysis, CPA, Hamming weight
and Hamming distance models, DPA contest, DES

1 Introduction

Background:  Side-channel attacks use instantaneous physical observ-
ables, such as timing [10], power consumption [11] or electromagnetic
radiation [6], to reveal a secret key from a cryptographic module without
leaving traces. Since Kocher et al. [11] introduced simple power analy-
sis (SPA) and (higher-order) differential power analysis ((HO-)DPA), a
great deal of research has been done to investigate attacks [12, 3, 5,4] and
countermeasures(7, 2, 13,9, 14].

Correlation power analysis (CPA, [3]) is an enhancement of first-order
DPA (DPA, for short). It finds a part of round key (sub-key) by calcu-
lating the correlation between the power consumption and the sensitive
data candidate, which is a function of a guessed sub-key and known data
such as plaintext and ciphertext. CPA and DPA are not only of theoreti-
cal interests but real threats to the cryptographic module. In fact, in the
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DPA contest [1], sophisticated attacks of these kinds have been reported.
The DPA contest is a competition for the analysis. It provides a number
of power consumption traces (more than eighty thousands traces) and
calls for analysis requiring fewer traces for successful attack. Recently,
several results have been reported to find DES key from 310 traces (by
enhanced CPA), 232 traces (by enhanced CPA with 12-bit key search)
and 135 traces (by CPA with a very special file order) until March 16th,
2009.

In the DPA contest, since the abundant power consumption traces
are provided in advance, we may find a suitable preselection of traces for
analysis (a special file order, etc.) or a specific analysis for the preset.

Motivation and Our Contribution: This paper proposes a general and
efficient analysis which finds a key using not so many traces in the non-
specific file order. This is motivated by the fact that the fair estima-
tion with such analysis helps us to design secure cryptographic modules
rapidly. Note that the specific preset of traces is applicable to our analysis
and reduces the number of required traces furthermore.

Our proposal, named built-in determined sub-key correlation power
analysis (BS-CPA), uses such restricted number of traces recursively. BS-
CPA is an extension of CPA which finds a new sub-key by using the
previously determined sub-keys for computing the sensitive data candi-
date to increase the signal-to-noise ratio (SNR). BS-CPA is powerful and
effective when the device processes multiple sbox outputs (or correspond-
ing data such as left outputs in DES) simultaneously as is the case for a
hardware implementation. We apply BS-CPA to the power consumption
traces provided at the DPA contest and succeed in finding DES key with
164 traces'. As of March 16th, 2009, our analysis is only one that deter-
mines the whole key with less than 200 traces in non-special file order
(we refer the database file order in the DPA contest).

The rest of this paper is organized as follows. At first, we prepare
some notations we use in section 2, and then, we review CPA in section
3. Section 4 explains our proposal, BS-CPA, and discusses its aspects. Sec-
tion 5 applies BS-CPA to hardware DES implementation to demonstrate
the power of BS-CPA with some experimental results. Finally, section 6
concludes this paper.

! The DPA contest regards an attack as successful if the guessed key is unchanged
while more 100 traces are processed.
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Related Work: Hanley et al. [8] discusses CPA with large word size. Their
aim is to decrease the number of CPA traces while our aim is to decrease
the number of power traces required for CPA.

Let us consider CPA to hardware DES implementation. The largest
correlation can be obtained if 248 CPA traces are generated with guess of
248 round keys; however, it is computationally infeasible. They achieve the
largest correlation with only 2!'' CPA traces as follows. We first guess the
first 6-bits sub-key (for S;) and generate 26 CPA traces to determine four
candidates with the largest correlation. After that, we include these four
candidates in guessing first two sub-keys (for S; and S3). This requires
26 x 4 CPA traces not 2'? CPA traces normally required for guessing first
two sub-keys. This process is continued until the whole eight sub-keys are
determined. It requires 26 + 7(26 x 4) = 2! CPA traces.

The idea to use previously determined sub-keys in finding another
sub-key is similar to ours; however, our aim is different to theirs. Their
aim is to find the large correlation with fewer CPA traces. Their method
may require many power traces in finding the first sub-key (since their
method fixed the target previously) and does not mention whether power
traces are reused in finding another sub-key. BS-CPA searches a sub-key
determined by fewer power traces in parallel and reuses the power traces
in finding another sub-key to strategically decrease the number of power
traces required for CPA.

2 Notations

Let P; = (pi(t1),pi(t2), -+ ,pi(tm)) be power consumption traces includ-
ing m points where ¢ indicates the order of trace. We denote the maximum
number of trace by ng,.

This paper deals with correlation power analyses to symmetric key
cryptosystem that has non-linear transformation called sbox. We denote
the number of sboxes used in one round of the cryptosystem by ng,. For
instance, ng, = 8 for DES and ng, = 16 for AES. We also represent sb-th
sbox as sboz gp.

CPA guesses a part of round key (sub-key) key(Sb) corresponding to
sboz g, and computes the £-bit sensitive data candidate bz(-Sb) from guessed
key(Sb) and known input X; for i-th trace. We denote the number of key
candidate for one sbox by nj.,. For example, ng,, = 64 for DES and
Nkey = 256 for AES.

CPA then calculates the correlation and finds the sub-key if the cor-
relation exceeds or equals some threshold th(31) Note that, the threshold
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may be maximum maz(®?) of correlation over all keyy, and t;, or three
times of the standard deviation of correlation over key , at t;. Throughout
this paper, without loss of generality, we regard maz Y as th(*Y).

3 CPA

To determine key(Sb), the original CPA utilizes the correlation between
Hamming weight of bl(-Sb) and p;(t;) for some j. We give a sketch of CPA
below.

1. for sb from 1 to nyy

2 for key(Sb) from 0 to npey — 1

3 compute the correlation cpa(key®?), tj) below

4 if cpa(key(Sb),tj) = maz(*Y),

5. then store key*®) and move to next sb (go to line 1)
6 end for

7. end for

8. output key", ...  key(™st)

Here, the correlation cpa(key(Sb),tj) is evaluated by

1 (s0) _ T0o0) S—
cpa(key®®) ) = —— S (B*Y — RGO (pi(t:) — p(t;
( ]) TLO'h(sb)O'p(tj) 7,:21( ? )( ( ]) ( ]))
where hz(Sb) € [0,4] is the Hamming weight of sensitive data candidate

bz(-Sb) € {0,1}*. T and o, mean the average and the standard deviation of
random variable x, respectively:

W:%Zhgsb)7 O}(lsb) _ nilz(hgsb)_W)Q
1=1 =1
1 n n
() = = pilty), o) = | —— 2 (pilty) = p(t;)”
1=1 1=1

CPA is known to be stronger than DPA. In the above procedure, loops
for sb and key(Sb) can be proceeded in parallel if cpa(key(Sb), tj) is stored
in an array cpa[ng)[ngey]-
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Fig. 1. Relation among sensitive data, its candidate, and power trace

4 Built-in determined Sub-key CPA: BS-CPA

As described in the previous section, CPA determines key(Sb) for each
sboz g independently. BS-CPA diverts the previous results (key(l), R
key**=1) | for example) to increase the signal-to-noise ratio (SNR) in find-
ind the next sub-key (key(Sb)). This method is particularly effective for a
hardware implementation where multiple sbox outputs (and correspond-
ing data such as the left outputs of DES) are processed simultaneously.

4.1 Intuition

We first give the intuition of our analysis. Traditional differential and
correlation power analyses, such as DPA and CPA, follow a simple strat-
egy allowing us to find key(Sb) for each sbozg in parallel. It seems to
come from the facility of programming (straightfoward algorithm) and
the admissibility in accessing a number of traces.

Our aim is to give the analysis that finds the sub-key under the limited
circumstance such that an attacker is fed with not so many traces or
disallowed to choose input (see section 1). Therefore, we make the sacrifice
of facility of programming to decrease the number of required traces. Let
us consider the SNR with Figure 1.

The power consumption relates to the Hamming weight (in many
CPUs) and/or Hamming distance (in CMOS logic) of the sensitive data.
Here, the Hamming distance of sensitive data means the Hamming weight
for XOR of sensitive data at the two consecutive clock cycles. For simplic-
ity, since the experiments (section 5) use the Hamming distance model in
guessing the sensitive data, we discuss only the Hamming distance model.

Assume that register holds sensitive data ygl), e yZ("Sb) (for i-th trace)
and their Hamming distances induces the power consumption at time t*.

(sb)

In CPA, an attacker guesses the sensitive data as b;"’ and computes the

correlation between bl(-Sb) and p(t*).
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If the correlation is taken over both Hamming distance of bz(-Sb) and

p;i(t*) for some sb, the portion of power consumption induced by other

- (1) (sb—1) (sb+1) (nsp) .
sensitive data y, ,--- ,y; 2 Y LY, behave as a noise and
the SNR of analysis decreases. The number of required traces for deter-
mining the whole key is the largest one for determining key(Sb) for sbozx g
that leaks less information among the sboxes.

The multiple guess of key,, and key,, increases the SNR. If the at-

tacker guesses two sensitive data bz(-Sb) and bESb) and calculates the corre-
lation between sum of the Hamming distance of two sensitive data can-
(sb")

didates and p;(t*), the portion of power consumption induced by y;
change from a noise to a signal. Hence, fewer traces are required for de-

(sb)
i
The more multiple guess the attacker makes, the fewer traces are suf-
ficient to determine the key; however, multiple guess leads to the increase
of sub-key candidates. Our strategy is to feedback the information of de-
termined sub-key recursively to make multiple guess of several sensitive

data with only one key®?).

termining the key compared to single guess of b;""’ as above.

4.2 Procedure

This subsection gives a description of BS-CPA. The numbers of required
traces for determining key(Sb) differ in each sb depending on leakage
of corresponding sensitive data b*®. Since an attacker is unable to find
which key(Sb) can be determined with the least number of traces, we pre-
pare an array bucpa[ngp][npe,| to store the bs—cpa(keys(SB),keys(Sb),tj)
below to search key*® in parallel. We use two lists Iy = {sb} and
I, = {(SB, key®®)} including indexes of sboxes corresponding to un-
determined sub-keys and pairs of index and determined sub-key, respec-
tively.

set Ip ={1,--- ,ng}tand I} = ¢
if Iy is empty, then output I
else for all sb € I
for all sub-key candidate key(*?)
compute the correlation bs—cpa(keys(SB), key(Sb),tj)
if bs—cpa(keys(SB), key(Sb),tj) = maz(*?),
then remove sb from I, add (sb, key(Sb)) to Iy, and go to 2.
end for

© 0N e Tt W

end for
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Here, the correlation bs—cpa(keys(SB), key(Sb),tj) is evaluated by the fol-
lowing equation. Let N € [0,n4 — 1] be the number of elements in I;.

bs-cpa(keysSB), key*?), t;)
1 - H(SBsb)
S (HZ(SB,sb) _ H(SB:Sb))(pi(tj) —p(t;))
NO (58,50 Op(t;) s—1

where HZ-(SB’Sb) € [0, x (N +1)] is the sum of Hamming distances of

sensitive data candidates bz(-SBl), e ,bz(-SBN),bZ(-Sb) € {0,1}* derived from
the input X; (for the i-th trace), the previously determined sub-keys
key(SBl),--- ,key(SBN) in I; and the sub-key candidate key(Sb), respec-

tively. p;(t;) and p(t;) are the same as those described in section 3.

4.3 Variations

The idea of built-in determined sub-keys that increases the SNR can be
applied to other power analyses such as built-in determined sub-key DPA
(BS-DPA), built-in determined sub-key higher-order DPA (BS-HO-DPA),
built-in validate sub-key zero-offset second-order DPA (built-in validate
sub-key ZO-2DPA) (BS-ZO-2DPA), etc. Especially, since the SNR is crit-
ical in HO-DPA (that requires a lot of traces for analysis), our idea leads
to practical analyses.

The combination of built-in validate sub-key and multiple sub-key
guess (starting from guessing both keyz(-Sb) and keyl(-Sb),; for instance, 12-
bits sub-keys for DES) is also one of possible solutions to decrease the
number of required traces, however, more memory space is required.

5 Experimental Results

This section applies BS-CPA to the hardware DES implementation. We
use the power consumption traces provided at the DPA contest. We first

discuss a strategy for attacking the hardware DES implementation with
BS-CPA.

5.1 BS-CPA against Hardware DES Implementation

With the hardware, DES is usually implemented by a loop architecture
having two 32-bits registers holding left and right outputs, respectively.
Figure 2 illustrates the data flow of DES after the 15th round. In the loop
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| |

\/‘ register, ‘ ‘ registerg ‘

7 16th round key

\/‘ register, ‘ ‘ registerg ‘

15th round

16th round

[ Inverse of IP ]

|

ciphertext

Fig. 2. Data flow of DES

architecture, the left registers register; (resp. right registers register) de-
scribed at the end of each round are identical. F' is the round function
consisting of 4-bits to 6-bits extension permutation, eight 6-bits key ad-
dition, eight 6-bits to 4-bits sboxes and 32-bits permutation.

Let us consider the i-th trace. At the clock end of the 15th round,
register;, holds the left output of the 15th round (L;5;) which equals the
XOR of right output of the 16th round (Ri6;) and output of the round
function F (key®®), L14 ;). On the other hand, at the end of the 16th round,
register; holds the left output of the round (Li¢,). We regard the distance
of left outputs of the 15th and 16th rounds as the sensitive data, namely,

b = Liy) o Liy) = Rig) © FU (key™", Ligy) & Lig).
Here, Lg%’jg, etc., represent bits corresponding to sboz g, € {sbozy,--- , sbozg}
through the permutation of the round function F'.

In this analysis, we store the correlation in array, consisting of ng, = 8
times 7., = 64 elements, and calculate multiple correlation for each sbox
simultaneously. If some sub-key is determined, we roll-back the trace to
the first one, use the determined sub-key for re-computing the sensitive
data candidates (its length is enlarged by £) and try to find another sub-
key.

Note: It seems to be able to increase the SNR by adding the Ham-
ming distance of data for the right register registerp. registerp holds
Ri5; = Lig; and Ry, at the clock end of the 15th and 16th clock cycles,

respectively. We regard Bng) = L16,; ® R, as another sensitive data and

replace Hzng’Sb in cpa(key P, key(Sb),tj) with ﬁfB’Sb that is the sum of
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Hamming weights of b

(sb) and b

(sb)

. Note that since b(Sb) and I;(Sb) are

) )

computed by XOR and H ZS B:5b is their Hamming distance. We tried this
idea to our experiments; however, the result was not improved (one or two
more traces are required compared to the analysis using only register;, for

computing the sensitive data candidates).

5.2 Experiments

The DPA contest provides the power consumption traces of hardware

DES implementations (secmatvl_2006_04_0809, secmatv3_20070924 _des, and

secmatv3.20071219_des).
Our analysis is performed under the following condition.

— We apply BS-CPA.

— We guess the 6-bits sub-key for sbozx s, not 12-bits sub-keys block for

sbox gy and sbox g .

— We regard the Hamming distance of register; as the sensitive data.

— We use the traces of secmatv1_2006_04_0809.

— We follow the database file order, not the special file (suitable) order.

— We evaluate whole points, not the narrowed points.

— We compress 15 points to one point.

Table 1. Numbers of required traces for BS-CPA and CPA

|0rder| sbox | bs-cpa | |0rder| sbox | cpa |

1 |sbozo 65 1 |sbozo 65

2 | sbozs 30 2 | sboza 78

3 |sboza 46 3 |sboz: 90

4 | sboxr 44 4 | sboxs 91

5 |sbozrs 49 5 |sbozs 153

6 |sbore 64 6 |sboxs| 236

7 |sboxs 59 7 |sbox7| 268

8 |sbhory 48 8 |sbhozs 280
|max| — | 65 | [max| — | 280

Table 1 shows the result of BS-CPA and traditional CPA. Both anal-
yses first find key(z) for sboxo with 65 traces. After that, these analyses

take different ways.

BS-CPA roll-backs (rewinds) the traces and uses key® to find another
sub-key; and it secondly finds key(3) with 30 traces. As shown in table
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1, it recursively finds key(4), keym, e ,key(l) with 46, 44, ---, 48 traces,
respectively. Since the maximum is 65, BS-CPA specifies the 56-bits key
of the 16th round with 65 traces (164 traces under the policy of DPA
contest).

On the other hand, CPA does not use the results previously obtained
in the analysis in finding another sub-key. It secondly finds key(4) with
more 13 traces (at the 75th trace), and it sequentially finds key™ | key(®),
,key(ﬁ) with 90, 91, ---, 280 traces, respectively. Since the maximum
is 280, CPA determines the 56-bits key of the 16th round with 280 traces
(379 traces under the policy of DPA contest).

Therefore, we can conclude BS-CPA can determine the whole key with
much less power consumption traces than CPA requires.

Note: If we follow some results of DPA contest to narrow the point from
14450 to 14550, then the number of required traces in BS-CPA decreases
65 to 44 (143 traces under the policy of DPA contest). Moreover, using
a very special file order (with points from 14400 to 14500) decreases the
number of required traces to 20 (119 traces under the policy); however, in
order to obtain this result, BS-CPA works not greedily but strategically.

6 Conclusion

A new general power analysis, built-in determined sub-key CPA (BS-
CPA), that uses restricted traces thoroughly was proposed. It recursively
uses the previous results to increase the SNR and finds another sub-key
without increasing the guess of sub-key candidates. BS-CPA is powerful
and effective when the multiple sbox outputs or multiple corresponding
data are processed simultaneously time as in the case for the hardware
implementation. We apply this analysis to data provided at the DPA
contest and succeed in finding DES key less than the original CPA does.
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