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#### Abstract

We first introduce approximate matrix GCD problem (AMGCD), and construct public key encryption schemes based on AMGCD. Then, we define a variant of AMGCD and design a new fully homomorphic encryption scheme (FHE) based on the variant AMGCD, whose security depends on the hardness assumption of the variant AMGCD problem.
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## 1. Introduction

We construct a new fully homomorphic encryption schemes, which are based on the trapdoor function of an approximate matrix GCD over the integers. Let $n$ a security parameter, $p=\prod_{i=1}^{n} p_{i} \quad$ with $\quad p_{i}, i=1, \ldots, n \quad$ positive integers, $A \in \mathbb{Z}_{p}^{n \times n} \quad$ where $A=S \times \operatorname{diag}\left(p / p_{1}, p / p_{2}, \ldots, p / p_{n}\right) \times S^{-1}$ such that $S \times S^{-1}=I \in \mathbb{Z}_{p}^{n \times n}$. The public key is a list matrices $p k=\left\{B_{i}=\left(A \times R_{i}+2 E_{i}\right\}_{i=0}^{\tau}\right.$, where $R_{i} \in \mathbb{Z}_{p}^{n \times n}$ is an uniformly random matrix and $S \times R_{i} \times S^{-1}$ is a non-diagonalizable matrix, and $E_{i}=S \times \operatorname{diag}\left(e_{1}, e_{2}, \ldots, e_{n}\right) \times S^{-1} \in \mathbb{Z}_{p}^{n \times n}$ with $\left|e_{i}\right|=2^{O(n)}$. The secret key is $s k=(p, A, S)$. Assume $m \in\{0,1\}$ an integer, its ciphertext is evaluated as $C=\sum_{i=0}^{\tau} k_{i} \bullet B_{i}+m \bullet I$, where $k_{i} \in\{0,1\}$ and $I$ is the identity matrix. To compute addition/multiplication of the integers in ciphertexts, the scheme simply adds/multiplies the ciphertexts as the addition/multiplication over $\mathbb{Z}^{n \times n}$. To decrypt a ciphertext $C$, one computes $P=\left[\left[S^{-1} \times(T \times C \bmod p) \times S\right]_{p}\right]_{2}, \quad$ where $T=p \bullet A^{-1}$. Now one can compute the
plaintext $m=P(1,1)$ from the first row and the first column $P(1,1)$ of $P$. Recall that here $[z]_{p}$ is an integer in $(-p / 2, p / 2)$.
Notice that here $p$ is a part of the secret key for our scheme, and is not included in the public key.

### 1.1 Our Contribution

Our first contribution is to design new trapdoor function based on (approximate) matrix GCD problem (MGCD). We think that this new trapdoor is independent of interest.
Our second contribution is to construct a new fully homomorphic encryption, whose security relies upon the hardness of the variant approximate MGCD problem.

### 1.2 Related work

Rivest, Adleman, and Dertouzos [RAD78] first investigated a privacy homomorphism, which now is called the fully homomorphic encryption (FHE). After then, many researchers [BGN05, ACG08, SYY99, Yao82] have worked at this open problem. Until 2009, Gentry [Gen09] constructed the first fully homomorphic encryption using ideal lattice. In Gentry's scheme, the public key is approximately $n^{7}$ bits, the computation per gate costs $O\left(n^{6}\right)$ operations. Smart and Vercauteren [SV10] presented a fully homomorphic encryption scheme with both relatively small key $O\left(n^{3}\right)$ bits, ciphertext size $O\left(n^{1.5}\right)$ bits and computation per gate at least $O\left(n^{3}\right)$ operations, which is in some sense a specialization and optimization of Gentry's scheme. Dijk, Gentry, Halevi, and Vaikuntanathan [vDGHV10] proposed a simple fully homomorphic encryption scheme over the integers, whose security depends on the hardness of finding an approximate integer GCD. Stehle and Steinfeld [SS10] improved Gentry's fully homomorphic scheme and obtained to a faster fully homomorphic scheme, with
$O\left(n^{3.5}\right)$ bits complexity per elementary binary addition/multiplication gate, but the hardness assumption of the security of the scheme in [SS10] is stronger than that in [Gen09]. Brakerski and Vaikuntanathan[BV11a,BV11b] respectively constructed Ring-LWE/LWE-based fully homomorphic encryptions. Gentry and Halevi [GH1 1b] designed a new fully homomorphic encryption by replacing the hardness assumption of SSSP with the hardness assumption of Diffie-Hellman.
Recently, Brakerski and Gentry and Vaikuntanathan [BGV11] presented a radically new approach to leveled fully homomorphic encryption (FHE) without Gentry's bootstrapping procedure.

### 1.3 Outline

Section 2 recalls the notations and the definitions of (approximate) MGCD problem. Section 3 designs new trapdoor functions and describe how to construct public key scheme based on new trapdoor functions. Section 4 gives a new fully homomorphic encryption scheme. Section 5 gives its security assumption. Section 6 concludes this paper and gives some open problems.

## 2. Preliminaries

### 2.1 Notations

Let $n$ be a security parameter, and $[n]$ a set of integers $\{0,1, \ldots, n\}$. Let $p=\prod_{i=1}^{n} p_{i}$ with $p_{i}$ primes. Let $\mathbb{Z}$ be integer set, $\mathbb{Z}_{p}=\mathbb{Z} / p \mathbb{Z}$. We refer to $A \in \mathbb{Z}^{n \times n}$ as a $n \times n$ matrix, $A^{t}$ the transpose matrix of $A$, and $A^{-1}$ the inverse matrix of $A$. We will refer to $I$ as the identity matrix over $\mathbb{Z}^{n \times n}, M$ as the " 1 " matrix.

Given $u \in \mathbb{Z}^{n}$, we refer to $\operatorname{rot}(u)=\left(-u_{n-1}, u_{0}, \ldots, u_{n-2}\right)^{T}$ as the cyclic rotation of $u$, and $\operatorname{Rot}(u)=\left(u, \operatorname{rot}(u), \ldots, \operatorname{rot}^{n-1}(u)\right)^{T}$ as the circulant matrix of $u$.

### 2.2 Matrix GCD and Approximate MGCD

The lattice problem is a natural generalization of the greatest common divisor of two integers. Given integers $m, n$, one can compute the first minimum of the lattice $m \mathbb{Z}+n \mathbb{Z}$ spanned by $m$ and $n$ by using the classical Euclidean algorithm. However, there is no known efficient algorithm that finds the shortest vector for the general lattice problem. In this paper, we will generalize the GCD problem to matrix GCD problem.

Definition 2.1. (Lattice): Given $n$ linearly independent vectors $b_{1}, b_{2}, \ldots, b_{m} \in \mathbb{R}^{n}$, the lattice is equal to the set $L\left(b_{1}, b_{2}, \ldots, b_{m}\right)=\left\{\sum_{i=1}^{m} x_{i} \bullet b_{i}, x_{i} \in \mathbb{Z}\right\}$ of all integer linear combinations of the $b_{i}$ 's. We also denote by matrix $B$ the $b_{i}$ 's. In this paper, we only consider the lattice over the integers, i.e., $b_{i} \in \mathbb{Z}^{n}$.

Currently, the computational hard problem over the general lattice is mainly the shortest vector problem and the closest vector problem.
Definition 2.2 ( [SV10, GH11] Small Principal Ideal Problem (SPIP)). Given a principal
ideal $\pi$ in either two elements $(p, \alpha)$ or HNF representation, compute a small generator of the ideal.
Definition 2.3. (Learning With Error (LWE) [Reg09]). Let $n, p$ be integers related to security parameter $\lambda$, and $\chi$ a distribution over $\mathbb{Z}_{p}$. Given a list samples $\left(b_{i}, r_{i}\right)$ of the distribution $D_{n, p, \chi}$ over $\mathbb{Z}_{p}^{n+1}$ such that $a \leftarrow \mathbb{Z}_{p}^{n}, r_{i} \leftarrow \mathbb{Z}_{p}^{n}, \quad e_{i} \leftarrow \chi$ and $b_{i}=<a, r_{i}>+e_{i} \bmod p$, the LWE problem $L W E_{n, p, \chi}$ is to distinguish the distribution $D_{n, p, \chi}$ from the uniform distribution over $\mathbb{Z}_{p}^{n+1}$.

Definition 2.4. ( [vDGHV10] Approximate-GCD over the Integers (AGCD)). Given a list of approximate multiples of $p:\left\{b_{i}=a_{i} p+e_{i}: a_{i} \in Z_{+}, e_{i} \in Z,\left|e_{i}\right|<2^{n-1}\right\}_{i=0}^{\tau}$, find $p$.

Definition 2.5. (Matrix GCD (MGCD)): Given matrices $B_{i}=A R_{i} \in \mathbb{Z}^{n \times n}, i=1,2$, find the matrix $A \in \mathbb{Z}^{n \times n}$ such that $A \mid B_{i}$ and $\operatorname{det}(A)=\operatorname{gcd}\left(\operatorname{det}\left(B_{1}\right), \operatorname{det}\left(B_{2}\right)\right)$.

Definition 2.6. (Approximate MGCD over the Integers): Given a list matrices $B_{i}=A R_{i}+E_{i} \in \mathbb{Z}^{n \times n}$, where $R_{i}, E_{i} \in \mathbb{Z}^{n \times n}$ with $\left\|E_{i}\right\|_{\infty} \leq \beta$, find the matrix $A \in \mathbb{Z}^{n \times n}$ such that $\left\|B_{i}-A\left\lceil A^{-1} B_{i}+0.5 \cdot M\right\rceil\right\|_{\infty} \leq \beta$ with $M$ all entries one.

Definition 2.7. (Approximate MGCD): Given a list matrices $B_{i}=A R_{i}+E_{i} \in \mathbb{Z}_{p}^{n \times n}$, where $R_{i}, E_{i} \in \mathbb{Z}^{n \times n}$ and $\operatorname{det}(A)=p$, find the matrix $A \in \mathbb{Z}^{n \times n}$ such that $\left\|p \cdot A^{-1} E_{i}\right\|_{\infty}<p / 2$.

Since there is unimodular matrix over $\mathbb{Z}^{n \times n}$, one can not get an unique solution for the MGCD and approximate MGCD.

## 3. Trapdoor Functions Based on Approximate MGCD

In this section, we present two new trapdoor functions and describe how to construct public key scheme based on the approximate MGCD problem. In the following, we first give Lemma 3.1.

Lemma 3.1. Given an arbitrary matrix $T \in \mathbb{Z}^{n \times m}$ with $n \leq m$, there is a polynomial-time algorithm that outputs a matrix $A \in \mathbb{Z}^{n \times m}$ such that $A T^{t}=p \cdot I$ with $p=\operatorname{det}\left(T^{t} T\right)$.

Proof: Let. We set $A=p \bullet\left(T \times T^{t}\right)^{-1} \times T$ by using the definition of dual lattice. It is easy to verify $A T^{t}=p \cdot I$.

To describe simplicity, we take $n=m, \quad p=\operatorname{det}(T), A=p \cdot T^{-1}$ throughout this paper.
According to Lemma 3.1, we present two trapdoor functions as follows.
Trapdoor Function 1: Assume $T \in \mathbb{Z}^{n \times n}$ and $A=p \cdot T^{-1}$ with $p$ odd integer. Given a list matrices $B_{i}=\left(A R_{i}+2 \cdot E_{i}\right) \bmod p, i=1,2, \ldots, \tau=O(n)$ with $R_{i}, E_{i} \in \mathbb{Z}^{n \times n}$ such that $\left\|2 \cdot T E_{i}\right\|_{\infty}<p / 2$, find matrix $A$.

Trapdoor Function 2: Assume $T \in \mathbb{Z}^{n \times n}$ and $A=p \cdot T^{-1}$ with $p$ odd integer. Given a list matrices $B_{i}=\left(A R_{i}+2 \cdot E_{i}\right), i=1,2, \ldots, \tau=O(n) \quad$ with $\quad R_{i}, E_{i} \in \mathbb{Z}^{n \times n} \quad$ such that $\left\|2 \cdot T E_{i}\right\|_{\infty}<p / 2$, find matrix $A$.

Public Key Encryption Scheme Based on the Trapdoor Function 1 (PKE-1). Assume that the public key is $B_{i}=\left(A R_{i}+2 E_{i}\right) \bmod p \quad$ with $R_{i}, E_{i} \in \mathbb{Z}^{n \times n}$ such that $\left\|2 \cdot T E_{i}\right\|_{\infty}<p /(2 n \tau \beta)$, the secret key $T$. The plaintext matrix is $X \in \mathbb{Z}_{2}^{n \times n}$. One encrypts plaintext $X$ as $C=\left(\sum_{i=1}^{\tau} K_{i} \times B_{i}+X\right) \bmod p$, where $K_{i} \in \mathbb{Z}^{n \times n}$ with $\left\|K_{i}\right\|_{\infty} \leq \beta$. One decrypts ciphertext $C$ as follows.

$$
\left[[C \times T]_{p}\right]_{2} \times[T]_{2}^{-1}=\left[\sum_{i=1}^{\tau} 2 \cdot K_{i} E_{i} T+X T\right]_{2} \times[T]_{2}^{-1}=[X T]_{2} \times[T]_{2}^{-1}=X
$$

Here $[T]_{2}^{-1}$ denotes the inverse matrix of $T$ modulo 2 . It is not difficult to verify the correctness of decryption algorithm.
Public Key Encryption Scheme Based on the Trapdoor Function 2 (PKE-2). Assume that the public key is $B_{i}=A R_{i}+2 E_{i}$ with $R_{i}, E_{i} \in \mathbb{Z}^{n \times n}$ such that $\left\|2 \cdot T E_{i}\right\|_{\infty}<p /(2 n \tau \beta)$, the secret key $T$. The plaintext matrix is $X \in \mathbb{Z}_{2}^{n \times n}$. One encrypts plaintext $X$ as $C=\sum_{i=1}^{\tau} K_{i} \times B_{i}+X$, where $K_{i} \in \mathbb{Z}^{n \times n}$ with $\left\|K_{i}\right\|_{\infty} \leq \beta$. One decrypts ciphertext $C$ same as that of PKE-1.

## 4. Fully Homomorphic Encryption Scheme

To design fully homomorphic encryption, we cannot directly apply trapdoor function 2 in Section 3. We first need to give the following variant of approximate MGCD problem and its trapdoor function. Then, we use standard bootstrappable techniqure to implement a new fully homomorphic encryption scheme.

### 4.1 Variant of Trapdoor Function 2

For the above trapdoor function, the addition between ciphertexts is obvious. To support multiplication operation between ciphertexts, the matrices $E$ and $A$ need to commute, that is, $E \times A=A \times E$. According to 1.3 .12 in [HG05], $E$ and $A$ commute if and only if they are simultaneously diagonalizable. Thus, we construct the variant of the trapdoor function 2 as follows.

Trapdoor Function 2': Assume $p=\prod_{i=1}^{n} p_{i}$ with $p_{i}$ positive integers, $A=S \times \operatorname{diag}\left(p_{1}, p_{2}, \ldots, p_{n}\right) \times S^{-1}$, where $S \in Z_{p}^{n \times n}$ is an random matrix such that $S \times S^{-1}=I \in \mathbb{Z}_{p}^{n \times n}$. Given a list matrices $\left\{B_{i}=A \times R_{i}+E_{i}\right\}_{i=0}^{\tau}$, where $R_{i} \in \mathbb{Z}_{p}^{n \times n}$ is an uniformly random matrix and $S \times R_{i} \times S^{-1}$ is a non-diagonalizable matrix, $E_{i}=S \times \operatorname{diag}\left(e_{1}, e_{2}, \ldots, e_{n}\right) \times S^{-1} \in \mathbb{Z}^{n \times n}$, find the matrix $A \in \mathbb{Z}^{n \times n}$.

### 4.2 Fully Homomorphic Encryption Scheme

In this subsection, we first present a construct a fully homomorphic encryption scheme, then show its correctness and simply analyze its performance.

### 4.2.1 Construction

## Key Generating Algorithm (KeyGen):

(1) According to Trapdoor Function 2', select a list random primes $p_{i}, i=1,2, \ldots, n$. Compute $p=\prod_{i=1}^{n} p_{i}, A=S \times \operatorname{diag}\left(p / p_{1}, p / p_{2}, \ldots, p / p_{n}\right) \times S^{-1}$, where $S \in Z_{p}^{n \times n}$ is an random matrix such that $S \times S^{-1}=I \in \mathbb{Z}_{p}^{n \times n}$.
(2) Generate $k=O(\log p / n)$ groups, the $j$-th includes $n^{2}$ matrices $\left\{V_{i}=\left(A \times R_{i}+2 E_{i}\right) \bmod \left(p \cdot 2^{n i}\right)\right\}_{i=1}^{n^{2}}$, where $R_{i} \in \mathbb{Z}_{p}^{n \times n}$ is an uniformly random matrix and $S \times R_{i} \times S^{-1}$ is a non-diagonalizable matrix, and $E_{i}=S \times \operatorname{diag}\left(e_{1}, e_{2}, \ldots, e_{n}\right) \times S^{-1} \in \mathbb{Z}^{n \times n}$ such that $\left|e_{i}\right|=2^{O(n)}$. The $j$-th group $\left\{V_{i}=A \times R_{i}+2 E_{i}\right\}_{i=1}^{n^{2}}$ consists of a vector basis $V^{j}$, Here each $V_{i}$ is an $n^{2}$-tuple column vector.
(3) Generate a list matrices $\left\{B_{i}=\left(A \times R_{i}+2 \cdot E_{i}\right) \bmod p\right\}_{i=0}^{\tau}$, where $R_{i} \in \mathbb{Z}_{p}^{n \times n}$ is an uniformly random matrix and $S \times R_{i} \times S^{-1}$ is a non-diagonalizable matrix, and $E_{i}=S \times \operatorname{diag}\left(e_{1}, e_{2}, \ldots, e_{n}\right) \times S^{-1} \in \mathbb{Z}^{n \times n}$ such that $\left|e_{i}\right|=2^{O(n)}$.
(4) Output the public key $p k=\left(V^{j}, j \in[k], B_{i}, i \in[\tau]\right)$ and the secret key $s k=(p, A, S)$.

Encryption Algorithm (Enc). Given the public key $p k$ and an integer $m \in\{0,1\}$.
Evaluate ciphertext $C=\left(\sum_{i \in[\tau]} k_{i} \cdot B_{i}+m \cdot I\right) \bmod V^{0}$ where $k_{i} \in\{0,1\}$.
In this paper, when computing $\bmod V, B_{i}$ is viewed as an $n^{2}$-tuple column vector.
Add Operation (Add). Given the public key $p k$ and ciphertexts $C_{1}, C_{2}$, output new ciphertext $C=\left(C_{1}+C_{2}\right) \bmod V^{0}$.

Multiplication Operation (Mul). Given the public key $p k$ and ciphertexts $C_{1}, C_{2}$, output new ciphertext $C=\left(C_{1} \times C_{2}\right) \bmod V^{k} \bmod V^{k-1} \ldots \bmod V^{0}$.

Decryption Algorithm (Dec). Given the secret key $s k$ and ciphertext $C$, decipher $P=\left[\left[S^{-1} \times(T \times C \bmod p) \times S\right]_{p}\right]_{2}$ with $T=p \cdot A^{-1}, \quad$ and obtain the plaintext $m=P(1,1)$.

### 4.2.2 Correctness

Lemma 4.1. The above Dec algorithm is correct.
Proof. Given ciphertext $C$ and the secret key sk, it is not difficult to verify that $C$ has general form $C=A \times R+2 \cdot E+m \cdot I$. To decrypt $C$, one evaluates

$$
\begin{aligned}
P & =\left[\left[S^{-1} \times(T \times C \bmod p) \times S\right]_{p}\right]_{2} \\
& =\left[\left[S^{-1} \times(T \times(A \times R+2 E+m \cdot I) \bmod p) \times S\right]_{p}\right]_{2} \\
& =\left[\left[S^{-1} \times\left(p \cdot A^{-1} \times(A \times R+2 E+m \cdot I) \bmod p\right) \times S\right]_{p}\right]_{2} \\
& =\left[\left[S^{-1} \times\left(p \cdot A^{-1} \times(2 E+m \cdot I) \bmod p\right) \times S\right]_{p}\right]_{2} \\
& =\left[2 \cdot \operatorname{diag}\left(p_{1}, p_{2}, \ldots, p_{n}\right) \times \operatorname{diag}\left(e_{1}, e_{2}, \ldots, e_{n}\right)+\operatorname{diag}\left(m p_{1}, m p_{2}, \ldots, m p_{n}\right)\right]_{2} \\
& =\left[\operatorname{diag}\left(m p_{1}, m p_{2}, \ldots, m p_{n}\right)\right]_{2}
\end{aligned}
$$

Notice that we here use $T=p \cdot A^{-1}=S \times \operatorname{diag}\left(p_{1}, p_{2}, \ldots, p_{n}\right) \times S^{-1}$. Since $p_{1}$ is odd integer, we have $m=P(1,1)$

Lemma 4.2. The Add and Mul algorithms in the above scheme are correct.
Proof. The correctness of the Add algorithm is obvious. We only prove the Mul algorithm.
Before multiplication operation, we know that $C_{j}=A \times R_{j}+E_{j}+m_{j} \bullet I, j=1,2$. Notice that in the following proof, we only consider the final computing result relative modulo $p$, although it is not in the public key.

$$
\begin{aligned}
C & =\left(A \times R_{1}+2 E_{1}+m_{1} \bullet I\right) \times\left(A \times R_{2}+2 E_{2}+m_{2} \bullet I\right) \bmod p \\
& =\left(\left(A R_{1}\left(A R_{2}+2 E_{2}+m_{2} \bullet I\right)+\left(2 E_{1}+m_{1} \bullet I\right) A R_{2}+\left(2 E_{1}+m_{1} \bullet I\right)\left(2 E_{2}+m_{2} \bullet I\right) \bmod p\right.\right. \\
& =\left(\left(A R_{1}\left(A R_{2}+2 E_{2}+m_{2} \bullet I\right)+A\left(2 E_{1}+m_{1} \bullet I\right) R_{2}+\left(2 E_{1}+m_{1} \bullet I\right)\left(2 E_{2}+m_{2} \bullet I\right) \bmod p\right.\right. \\
& =\left(A R+2 E+m_{1} m_{2} \bullet I\right) \bmod p
\end{aligned}
$$

where $R=R_{1}\left(A R_{2}+2 E_{2}+m_{2} \cdot I\right)+\left(2 E_{1}+m_{1} \cdot I\right) R_{2}, E=4 E_{1} E_{2}+2 m_{2} \cdot E_{1}+2 m_{1} \bullet E_{2}$. ■
Now, we use standard bootstrappable technique to implement fully homomorphic encryption.

### 4.2.3 Performance

The size of the public key $p k=\left(V, B_{i}, i \in[\tau]\right)$ is $O\left(n^{5}\right)$, the size of the secret key $s k=(p, A, S)$ is $O\left(n^{3}\right)$. The expansion rate of ciphertext is $O\left(n^{2}\right)$. The running times of Enc, Dec, Add, Mul are respectively $O\left(n^{4}\right), O\left(n^{2} \log n\right), O\left(n^{2}\right)$, and $O\left(n^{4}\right)$.

### 4.2.4 Optimization

$>$ According to the above scheme, there exist two matrices $(X, Y)$ for arbitrary ciphertext $C$ such that $(X \times C \times Y) \bmod p=\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$. To avoid this attack, we hide modulo $p$ in the scheme. However, this increases the size of the public key. So, we may choose two large primes $p_{1}, q_{1}$, and set the public key as $p k=\left(q=p q_{1}, B_{i}, i \in[\tau]\right)$. Now, there does not exist $(X, Y)$ such that $(X \times C \times Y) \bmod q=\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ for arbitrary $C$. Thus, the security of the scheme depends on the hardness of factoring $q$.
> We may take small matrix dimension (e.g. a constant) and big integer $p$ to decrease the expansion rate of ciphertext.

## 5. Security Assumption

Since the security of our scheme relies upon the hardness of approximate MGCD problem, which is a new problem. Currently, we do not know its concrete computational hardness. According to the hardness of LWE [Reg09] and the hardness of approximate GCD
[vDGHV10], we have some confidence in the inherent hardness about the approximate matrix GCD problem and its variant problem. However, we now can not say anything about their security for our scheme. Further study is certainly a very important research direction. Thus, in the following we will apply the hardness assumption of approximate MGCD to support the security of our scheme.
Assumption 1 (MGCD). There is no polynomial-time algorithm that finds $A \in \mathbb{Z}^{n \times n}$ from a list matrices $B_{i}=A R_{i} \in \mathbb{Z}_{p}^{n \times n}$, where $R_{i} \in \mathbb{Z}^{n \times n}$ and $\operatorname{det}(A)=p$.

Assumption 2 (AMGCD). There is no polynomial-time algorithm that finds $A \in \mathbb{Z}^{n \times n}$ from a list matrices $B_{i}=A R_{i}+E_{i} \in \mathbb{Z}_{p}^{n \times n}$, where $R_{i}, E_{i} \in \mathbb{Z}^{n \times n}$ and $p \mid \operatorname{det}(A)$.

Assumption 3 (V-AMGCD). There is no polynomial-time algorithm that finds $A \in \mathbb{Z}^{n \times n}$ from a list matrices $\left\{B_{i}=\left(A \times R_{i}+E_{i}\right)\right\}_{i=0}^{\tau}$, where $R_{i} \in \mathbb{Z}_{p}^{n \times n}$ is an uniformly random matrix and $S \times R_{i} \times S^{-1}$ is a non-diagonalizable matrix, $A=S \times \operatorname{diag}\left(p_{1}, p_{2}, \ldots, p_{n}\right) \times S^{-1}$, and $E_{i}=S \times \operatorname{diag}\left(e_{1}, e_{2}, \ldots, e_{n}\right) \times S^{-1} \in \mathbb{Z}_{p}^{n \times n}$.

To optimize and implement FHE scheme, Smart and Vercauteren [GH10] and Gentry and Halevi [GH11a] constructed FHE based on the principal ideal lattice problem. We first reduce this problem to MGCD in the following.
Theorem 5.1. There exists a polynomial time algorithm which reduces the small principal ideal lattice problem to MGCD in Assumption 1.

Proof: According to the definition of [SV10, GH11], $v(x) \times s(x)=p \bmod \left(x^{n}+1\right)$. Since $\alpha$ is a root of $f_{n}(x)=x^{n}+1$ over modulo $p$, so we can factor $x^{n}+1=(x-\alpha) \cdot g(x) \bmod p$, where $g(x)=t(x) \bullet v(x) \bmod \left(x^{n}+1\right)$. Now, we take $A=\operatorname{Rot}(\bar{v}), R_{1}=\operatorname{Rot}(\vec{s})$, and $R_{2}=\operatorname{Rot}(\vec{t})$ where $\vec{v}, \vec{s}, \vec{t}$ respectively are coefficient vectors of $v(x), s(x), t(x)$. It is easy to verify $B_{1}=A \times R_{1}=\operatorname{diag}(p, p, \ldots, p)$ and $B_{2}=A \times R_{2}=\operatorname{Rot}(\vec{g})$. So, we reduce SPIP to MGCD.
Theorem 5.2. There exists a polynomial time algorithm which reduces AGCD to AMGCD in Assumption 2.
Proof: It is obvious. We only need to set $n=1$ for AMGCD.
Theorem 5.3. There exists a polynomial time algorithm which reduces LWE to AMGCD in

Assumption 2.
Proof. Given a list sample $\left(b_{i}, r_{i}\right)$ with $b_{i}=<a, r_{i}>+e_{i} \bmod p$. We first choose $2 n$ samples $\left(b_{i}, r_{i}\right)$ from the distribution $D_{n, p, \chi}$ of LWE, and randomly $a_{j} \in \mathbb{Z}_{p}^{n}, j=2, \ldots, n \quad$ Then, we compute $\quad b_{k, j}=<a_{j}, r_{k}>+e_{j, k}$, $j=2, \ldots, n ; k=1, \ldots, 2 n$. Now, we set $R_{i}=\left(r_{1+(i-1) n}, r_{2+(i-1) n}, \ldots, r_{n+(i-1) n}\right), i=1,2$, $A=\left(a, a_{2}, \ldots, a_{n}\right)^{t}$, and

$$
B_{1}=\left(\begin{array}{cccc}
b_{1} & b_{2} & \cdots & b_{n} \\
b_{1,2} & b_{2,2} & \cdots & b_{n, 2} \\
\vdots & \vdots & \cdots & \vdots \\
b_{1, n} & b_{2, n} & \cdots & b_{n, n}
\end{array}\right), \quad B_{2}=\left(\begin{array}{cccc}
b_{n+1} & b_{n+2} & \cdots & b_{2 n} \\
b_{n+1,2} & b_{n+2,2} & \cdots & b_{2 n, 2} \\
\vdots & \vdots & \cdots & \vdots \\
b_{n+1, n} & b_{n+2, n} & \cdots & b_{2 n, n}
\end{array}\right)
$$

It is not difficult to verify $B_{i}=A R_{i}+E_{i}, i=1,2$. Since the probability what a random matrix $A$ is satisfied for $p \mid \operatorname{det}(A)$ is $1 / p$, and $p=n^{O(1)}$ in LWE. Thus, we have non-negligible probability to successfully reduce LWE to AMGCD.
Theorem 5.4. Suppose Assumption 2 holds, then breaking PKE is hard.
Theorem 5.5. Suppose Assumption 3 holds, then breaking FHE is hard.

## 6. Conclusion and Open Problem

In this paper, we have constructed a new fully homomorphic encryption scheme, whose security depends on the hardness assumptions of the approximate MGCD problem.
This paper raises some interesting open problems. First, the security of our FHE is based on the hardness of variant approximate MGCD problem, which is a new problem. For this (variant) AMGCD, we do currently not know its computational hardness. It would be most desirable to reduce the SVP/CVP problem in lattice to the (variant) approximate MGCD problem. In addition, we hope to build the relationship between the (variant) approximate MGCD problem and the LWE problem [Reg09].
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