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#### Abstract

Recently two kinds of Huff curves were introduced as elliptic curves models and their arithmetic was studied. It was also shown that they are suitable for cryptographic use such as Montgomery curves or Koblitz curves (in Weierstrass form) and Edwards curves. In this work, we introduce the new generalized Huff curves $a x\left(y^{2}-c\right)=$ $b y\left(x^{2}-d\right)$ with $a b c d\left(a^{2} c-b^{2} d\right) \neq 0$, which contains the generalized Huff's model $a x\left(y^{2}-d\right)=b y\left(x^{2}-d\right)$ with $a b d\left(a^{2}-b^{2}\right) \neq 0$ of Joye-TibouchiVergnaud and the generalized Huff curves $x\left(a y^{2}-1\right)=y\left(b x^{2}-1\right)$ with $a b(a-b) \neq 0$ of Wu-Feng as a special case. The addition law in projective coordinates is as fast as in the previous particular cases. More generally all good properties of the previous particular Huff curves, including completeness and independence of two of the four curve parameters, extend to the new generalized Huff curves. We verified that the method of Joye-Tibouchi-Vergnaud for computing of pairings can be generalized over the new curve.
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## Introduction

Since their introduction in cryptography by Koblitz [17], Miller [23] and Menezes [19], elliptic curves have been extensively used because they allow small key size and discrete logarithm is much more difficult in elliptic curve than in $(\mathbb{Z} / p \mathbb{Z})^{*}$ where $p$ is a prime. Furthermore, pairings on elliptic curve have received major interest, due to their use to design cryptographic tools such as cryptanalysis technics or protocols.

It is known that elliptic curves can be represented in different forms. This different forms induces different arithmetic properties, to obtain faster scalar multiplications, various forms of elliptic curves have been extensively studied in the last two decades.

Recently, Joye, Tibouchi and Vergnaud revisits for finite fields, in [16] a model for elliptic curves over $\mathbb{Q}$ introduced in [13] by Huff in 1948 in order to study a diophantine problem.

We have the following list of Huff form elliptic curves.

1) The Huff curves (by Huff in [13] ) over a field $K, \operatorname{char}(K) \neq 2$, are of the form:

$$
a x\left(y^{2}-1\right)=b y\left(x^{2}-1\right) \text { with } a^{2}-b^{2} \neq 0
$$

2) The first generalized Huff curves (by Joye, Tibouchi and Vergnaud in [16] ) over a field $K, \operatorname{char}(K) \neq 2$, are of the form:

$$
a x\left(y^{2}-d\right)=b y\left(x^{2}-d\right) \text { with } a b d\left(a^{2}-b^{2}\right) \neq 0
$$

3) The second generalized Huff curves (by Wu and Feng in [11] ) over a field $K, \operatorname{char}(K) \neq 2$, are of the form:

$$
x\left(a y^{2}-1\right)=y\left(b x^{2}-1\right) \text { with } a b(a-b) \neq 0,
$$

4) The third generalized Huff curves (presented in this paper ) over a field $K$, $\operatorname{char}(K) \neq 2$, are of the form:

$$
a x\left(y^{2}-c\right)=b y\left(x^{2}-d\right) \text { with } a b c d\left(a^{2} c-b^{2} d\right) \neq 0
$$

5) The binary Huff curves (by Joye, Tibouchi and Vergnaud [16]) over a field $K, \operatorname{char}(K)=2$, are of the form:

$$
a x\left(y^{2}+y+1\right)=b y\left(x^{2}+x+1\right) \text { with } a b c d\left(a^{2} c-b^{2} d\right) \neq 0
$$

6) The generalized binary Huff curves (by Devigne and Joye [7]) over field $K$, $\operatorname{char}(K)=2$, are of the form:

$$
a x\left(y^{2}+f y+1\right)=b y\left(x^{2}+f x+1\right) \text { with } a b f(a-b) \neq 0
$$

The main contribution of this paper is to prove the the new generalized Huff curves have all the good properties for arithmetics and pairing known for the particular Huff curves studied by Joye, Tibouchi and Vergnaud in [16] and by Wu and Feng in [11].

This paper is organized as follows:
In section1: First, we racall the main results of Joye, Tibouchi and Vergnaud in [16] and also those of Wu and Feng in [11].
In section2: We studie the arithmetic of the new generalized Huff curves
In section3: We prove that the method of Joye, Tibouchi and Vergnaud in [16] for computing pairing can be extending to our new generalized Huff curves.

For elliptic and hyperelliptic curves tools and cryptography background, we refer to [19], [20], [24], [6], [17], etc.

## 1 Basic properties of $a x\left(y^{2}-c\right)=b y\left(x^{2}-d\right)$

In this section, we prove that the curve $\mathcal{H}_{(a, b)}^{(c, d)}: a x\left(y^{2}-c\right)=b y\left(x^{2}-d\right)$ is an affine variety of dimension 1 (which is hence defined by a single irreducible polynomial over the algebraic closure $\bar{K}$ of $K$ ) and smooth (which means that there exists no singular points).

### 1.1 Affine smooth variety

Proposition 1. Let $K$ be a field with $\operatorname{char}(K) \neq 2$ and $a, b, c, d$ be in $K$. Define the multivariate polynomial $H(x, y)=a x\left(y^{2}-c\right)=b y\left(x^{2}-d\right)$ in $K[x, y]$. If $a b c d\left(a^{2} c-b^{2} d \neq 0\right.$, then $H(x, y)$ is irreducible in $\bar{K}[x, y]$ where $\bar{K}$ is the algebraic closure of $K$.

Proof. Let $f(x), g(x), f^{\prime}(x)$ and $g^{\prime}(x)$ be in $\bar{K}[x]^{*}$ such that

$$
H(x, y)=(f(x) y+g(x))\left(f^{\prime}(x) y+g^{\prime}(x)\right)
$$

Then, by identification we have
$\left.\alpha_{1}\right) f f^{\prime}=a x$
$\left.\alpha_{2}\right) f g^{\prime}+f^{\prime} g=-b\left(x^{2}-d\right)$
$\left.\alpha_{3}\right) g g^{\prime}=-a c x$
By equation $\left(\alpha_{1}\right)$ we can assume that $\operatorname{deg}\left(f^{\prime}\right)=0 \Leftrightarrow f^{\prime} \in \bar{K}$. Then using $\left(\alpha_{2}\right)$ and $\left(\alpha_{3}\right)$ we see that necessary $\operatorname{deg}\left(g^{\prime}\right) \neq 0$ hence $\left(\alpha_{3}\right)$ implies that $\operatorname{deg}\left(g^{\prime}\right)=1$ and $\operatorname{deg}(g)=0 \Leftrightarrow f^{\prime} \in \bar{K}$. Now we can write $f=\frac{a x}{f^{\prime}}$ and $g^{\prime}=\frac{-a c x}{g}$ thus $f g^{\prime}=\frac{-a^{2} c x^{2}}{f^{\prime} g}$.
Therefore by $\left(\alpha_{2}\right)$ we have, $f g^{\prime}+f^{\prime} g=\frac{-a^{2} c x^{2}}{f^{\prime} g}+f^{\prime} g=-b x^{2}+b d$. Now by identification, we have $f^{\prime} g=b d$ and thus $\frac{-a^{2} c}{b d}=-b \Leftrightarrow\left(a^{2} c-b^{2} d\right)=0$ which contradicts the hypothesis.
We conclude that $H(x, y)$ is irreducible over $\bar{K}$ as desired.
Proposition 2. Let $K$ be a field $\operatorname{char}(K) \neq 2$ and $a, b, c, d$ in $K$. The affine variety defined by

$$
\mathcal{H}_{(a, b)}^{(c, d)}: a x\left(y^{2}-c\right)=b y\left(x^{2}-d\right) \text { with } a b c d\left(a^{2} c-b^{2} d\right) \neq 0
$$

is smooth.
Proof. Suppose that there exists $P(x, y)$ which verifies $H(x, y)=0, \frac{d H(x, y)}{d y}=0$ and $\frac{d H(x, y)}{d x}=0$ where $H(x, y)=a x\left(y^{2}-c\right)-b y\left(x^{2}-d\right)$. Therefore, we have
$\left.\beta_{1}\right) a x\left(y^{2}-c\right)=b y\left(x^{2}-d\right)$
$\left.\beta_{2}\right) a y^{2}-2 b y x-a c=0$
$\left.\beta_{3}\right) 2 a x y-b\left(x^{2}-d\right)=0$
Remark that $x=0 \Leftrightarrow y=0$ and $(0,0)$ is not a solution of the previous system. Multiplying $\left(\beta_{3}\right)$ by $y$ and using $\left(\beta_{1}\right)$ yields that $a x\left(y^{2}+c\right)=0$ thus $y^{2}=-c$ and by $\left(\beta_{2}\right)$, we have $a c+b x y=0$.
Similarly, by symmetry, we have also: $b d+a x y=0$. Combining these last two equations we have $b^{2} d=a^{2} c$ which contradicts the hypothesis.

### 1.2 Projective closures

We denote by $[X: Y: Z]$ a point on the projective plan $\mathcal{P}^{2}(K)$, where $[X: Y: Z]$ is the equivalence class $[X: Y: Z]=\{(\lambda X, \lambda Y, \lambda Z), \lambda \in \bar{K}\}$.
If we homogenize the affine previous curve, on the projective plane $\mathcal{P}^{2}(K)$, we have the projective closure of $\mathcal{H}_{(a, b)}^{(c, d)}$ :

$$
\overline{\mathcal{H}}_{(a, b)}^{(c, d)}: a X\left(Y^{2}-c Z^{2}\right)=b Y\left(X^{2}-d Z^{2}\right) \text { with } a b c d\left(a^{2} c-b^{2} d\right) \neq 0
$$

The points at infinity are the points of $\overline{\mathcal{H}}_{(a, b)}^{(c, d)}$ which do not lie in $\mathcal{H}_{(a, b)}^{(c, d)}$, in other words the points at infinity are all points of the form $[X: Y: 0] \in \overline{\mathcal{H}}_{(a, b)}^{(c, d)}$. And $Z=0$ yields that $a X Y^{2}=b Y X^{2}$. hence we have three infinite points $[1: 0: 0]$, $[0: 1: 0]$ and $[a: b: 0]$. Moreover this three infite points are not singular as one can see it in the following.

1. To study the curve around $[1: 0: 0]$ or $[a: b: 0]=\left[1: \frac{b}{a}: 0\right]$ we consider the affine curve defined by

$$
T(Y, Z)=a\left(Y^{2}-c Z^{2}\right)-b Y\left(1-d Z^{2}\right)=0
$$

The partial derivatives

$$
(\mathbf{E q} 1) \frac{d T}{d Z}=2 a Y-b\left(1-d Z^{2}\right) \text { and }(\mathbf{E q 2}) \frac{d T}{d Y}=-2 a c Z+2 b d Y Z
$$

both vanish at $(0,0)$ if and only if $b=0$ by (Eq1). Since $b \neq 0$, then the point $[1: 0: 0]$ is not singular.
We see also that this both equations vanish at $\left(\frac{b}{a}, 0\right)$ if and only if $b=0$ by
(Eq1). Since $b \neq 0$, then the point $[a: b: 0]$ is not singular.
2. As above, by symmetry the point $[0: 1: 0]$ is not singular.

### 1.3 Inflexion points

Since general Huff curve is smooth, the inflection points of $\overline{\mathcal{H}}_{(a, b)}^{(c, d)}$ are the intersections points of $\overline{\mathcal{H}}_{(a, b)}^{(c, d)}$ and his Hessian $\operatorname{Hessian}\left(\overline{\mathcal{H}}_{(a, b)}^{(c, d)}\right)$. Put $H(X, Y, Z)=$ $a X\left(Y^{2}-c Z^{2}\right)-b Y\left(X^{2}-d Z^{2}\right)$. We have

$$
\operatorname{Hessian}\left(\mathcal{H}_{(a, b)}^{(c, d)}\right)=\left|\begin{array}{ccc}
\frac{d H}{d X d X} & \frac{d H}{d X d Y} & \frac{d H}{d X d Z} \\
\frac{d H}{d Y d X} & \frac{d H}{y H Y} & \frac{d Y}{d Y d Z} \\
\frac{d H H}{d Z d X} & \frac{d H}{d Z d Y} & \frac{d H}{d Z d Z}
\end{array}\right|=8\left|\begin{array}{ccc}
-b Y & a Y-b X & -a c Z \\
a Y-b X & a X & b d Z \\
-a c Z & b d Z & -a c X+b d Y
\end{array}\right| .
$$

Hence, it is clear that $[0: 0: 1]$ is an inflection point. If $Z=0$ we have

$$
(-a c X+b d Y)\left(-a^{2} Y^{2}-b^{2} X^{2}+a b Y X\right)=0
$$

and this equation is not verified by each of the two infinite points $[1: 0: 0]$ and $[0: 1: 0]$. Moreover the point $[a: b: 0]$ verifies the equation if and only if $\left(-a^{2} c+b^{2} d\right)\left(-2 a^{2} b^{2}\right)=0$, which is impossible.
We conclude that $[0: 0: 1]$ is an inflexion point and there infinite point which is an inflexion point.

### 1.4 Birrational equivalence and Universality of the model

Here, we have the projective version of the birrational equivalence.
Proposition 3. Let $K$ be a field $\operatorname{charc}(K) \neq 2$ and $a, b, c, d$ in $K$. The affine projective variety defined by $\overline{\mathcal{H}}_{(a, b)}^{(c, d)}: a X\left(Y^{2}-c Z^{2}\right)=b Y\left(X^{2}-d Z^{2}\right)$ with abcd $\left(a^{2} c-\right.$ $\left.b^{2} d\right) \neq 0$ is birrationaly equivalent to the elliptic curve defined by $\overline{\mathcal{E}}_{(a, b)}^{(c, d)}: W V^{2}=$ $U\left(U+a^{2} c W\right)\left(U+b^{2} d W\right)$ with $a b c d\left(a^{2} c-b^{2} d\right) \neq 0$ via the transformation: $\Psi: \mathbb{P}^{2}(K) \rightarrow \mathbb{P}^{2}(K):[X: Y: Z] \mapsto[U: V: W]$ and $\Psi^{-1}: \mathbb{P}^{2}(K) \rightarrow \mathbb{P}^{2}(K):[U: V: W] \mapsto[X: Y: Z]$, with

$$
\left\{\begin{array} { l } 
{ U = a b c d ( b X - a Y ) } \\
{ V = a b c d ( b ^ { 2 } d - a ^ { 2 } c ) Z } \\
{ W = - a c X + b d Y }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
X=b d\left(U+a^{2} c W\right) \\
Y=a c\left(U+b^{2} d W\right) \\
Z=V
\end{array}\right.\right.
$$

Proof.

1) suppose that $W V^{2}-U(Z a-b U)(a c U+b d Z)=0$. We have the following,

$$
\begin{aligned}
& a X\left(Y^{2}-c Z^{2}\right)-b Y\left(X^{2}-d Z^{2}\right) \\
& =a b d\left(U+a^{2} c W\right)\left[a^{2} c^{2}\left(U+b^{2} d W\right)^{2}-c V^{2}\right]-a b c\left(U+b^{2} d W\right)\left[b^{2} d^{2}\left(U+a^{2} c W\right)^{2}-d V^{2}\right] \\
& =a b c d\left(b^{2} d-a^{2} c\right) W V^{2}-a b c d\left(U+b^{2} d W\right)\left(U+a^{2} c W\right)\left[a^{2} c\left(U+b^{2} d W\right)^{2}-b^{2} d\left(U+a^{2} c W\right)^{2}\right] \\
& =a b c d\left(b^{2} d-a^{2} c\right)\left[W V^{2}-U\left(U+b^{2} d W\right)\left(U+a^{2} c W\right)\right]=0
\end{aligned}
$$

2) suppose that $a X\left(Y^{2}-c Z^{2}\right)-b Y\left(X^{2}-d Z^{2}\right)=0$. Put $\alpha=a b c d$ and $\beta=a b c d\left(b^{2} d-a^{2} c\right)$, we have the following:

$$
W V^{2}-U\left(U+b^{2} d W\right)\left(U+a^{2} c W\right)
$$

$$
=(-a c X+b d Y) \beta^{2} Z^{2}-\alpha(b X-a Y)\left[\alpha(b X-a Y)+b^{2} d(-a c X+b d Y)\right]\left[\alpha(b X-a Y)+a^{2} c(-a c X+b d Y)\right]
$$

$$
=(-a c X+b d Y) \beta^{2} Z^{2}-\alpha(b X-a Y)\left[\left(\alpha b-b^{2} d a c\right) X+\left(-\alpha b+b^{3} d^{2}\right) Y\right]\left[\left(\alpha b-a^{3} c^{2}\right) X+\left(-\alpha a+a^{2} b d c\right) Y\right]
$$

$$
=(-a c X+b d Y)\left[a b c d\left(b^{2} d-a^{2} c\right)\right]^{2} Z^{2}-a b c d(b X-a Y)\left[b d\left(b^{2} d-a^{2} c\right) Y\right]\left[a c\left(b^{2} d-a^{2} c\right) X\right]
$$

$=\left[a b c d\left(b^{2} d-a^{2} c\right)\right]^{2}\left[-a c X Z^{2}+b d Y Z^{2}-b X(X Y)+a Y(X Y)\right]$
$=\left[a b c d\left(b^{2} d-a^{2} c\right)\right]^{2}\left[a X\left(Y^{2}-c Z^{2}\right)-b Y\left(X^{2}-d Z^{2}\right)\right]$
We have the following theorem for the universality of this new model.
Theorem 1. Let $\mathcal{H}_{(a, b)}^{(c, d)}: a x\left(y^{2}-c\right)=b y\left(x^{2}-d\right)$ with $a b c d\left(a^{2} c-b^{2} d\right) \neq 0$ be a Generalized Huff curve.

1. Any elliptic curve $(E ; O)$ over a perfect field $K$ of characteristic $\neq 2$ such that $E(K)$ contains a subgroup $G$ isomorphic to $\frac{\mathbb{Z}}{2 \mathbb{Z}} \times \frac{\mathbb{Z}}{2 \mathbb{Z}}$ is birationally equivalent over $K$ to a New Generalized Huff curve forme $\mathcal{H}_{(a,-1)}^{\left(\frac{1}{a}, d\right)}$ with ad $(a-d) \neq 0$.
2. Any elliptic curve $(E ; O)$ over a perfect field $K$ of characteristic $\neq 2$ such that $E(K)$ contains a subgroup $G$ isomorphic to $\frac{\mathbb{Z}}{4 \mathbb{Z}} \times \frac{\mathbb{Z}}{2 \mathbb{Z}}$ is birationally equivalent over $K$ to a New Generalized Huff curve of the particular forme $\mathcal{H}_{(a, b)}^{(1,1)}$ with $a b\left(a^{2}-b^{2}\right) \neq 0$.

Proof. Follows from the theorems in [16], [11] and [12].

## 2 Arithmetic of the Generalized Huff Curves

### 2.1 Addition law

Group structure. The group law on NGHC is the same than classical Huff curves, but we recall the following for the shake of completeness.

- By the above birrational equivalence, we have $\Psi^{-1}([0: 1: 0])=[0: 0: 1]$, and $\Psi^{-1}$ is a line preserving then the group law $\left(\mathcal{H}_{(a, b)}^{(c, d)}, \oplus, \mathcal{O}\right)$ on a NGHC, use the chord-and-tangent rule [24] (with $\mathcal{O}=[0: 0: 1]$ as neutral element) as follows: for any line intersecting the cubic curve $\mathcal{H}_{(a, b)}^{(c, d)}$ at the three points $P_{1}, P_{2}$ and $P_{3}$ (counting multiplicities), we have $P_{1} \oplus P_{2} \oplus P_{3}=\mathcal{O}$ and $P \oplus(\ominus P)=\mathcal{O}$ where $P=[X: Y: Z]$ and $\ominus P=[X: Y:-Z]$, therefore a point at infinity is its own inverse. Furthermore, the 3 infinite points are exactly the three primitive 2-torsion points of $\mathcal{H}_{(a, b)}^{(c, d)}$.
- If $c$ and $d$ are square, $( \pm \sqrt{c}: \pm \sqrt{d}: 1]$ are 4 -torsion points.


## Formulæ for addition law

Let $y=\alpha x+\beta$ denote the line $\left(P_{1} P_{2}\right)$ passing through $P_{1}$ and $P_{2}$, where $P_{1}=\left(x_{1}, y_{1}\right)$ and $P_{2}=\left(x_{2}, y_{2}\right)$ are in the curve $\mathcal{H}_{(a, b)}^{(c, d)}$. We define $P_{1}+P_{2}=P_{3}$ where $P_{3}=\left(x_{3}, y_{3}\right)$ and $-P_{3}=\left(-x_{3},-y_{3}\right)$ is third intersection point between the line and the curve.
We have $a x\left[(y=\alpha x+\beta)^{2}-c\right]-b(y=\alpha x+\beta)\left[x^{2}-d\right]=0$, thus

$$
\left(a \alpha^{2}-\alpha b\right) x^{3}+(2 a \alpha \beta-b \beta) x^{2}+\left[a\left(\beta^{2}-c\right)+\alpha b d\right] x-\beta d b=0 .
$$

Therefore

$$
-x_{3}+x_{1}+x_{2}=-\frac{(2 a \alpha \beta-b \beta)}{\left(a \alpha^{2}-\alpha b\right)}
$$

Hence we have
$\left\{\begin{array}{l}x_{3}=x_{1}+x_{2}+\frac{\beta(2 a \alpha-b)}{\alpha(a \alpha-b)}, \\ y_{3}=\alpha x_{3}+\beta,\end{array}\right.$
with $\alpha=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$ and $\beta=y_{1}-\alpha x_{1}$.
After some computations, we have

$$
x_{3}=x_{1}+x_{2}+\frac{\left[y_{1} x_{2}-x_{1} y_{2}\right]\left[2 a\left(y_{2}-y_{1}\right)-b\left(x_{2}-x_{1}\right)\right]}{\left(y_{2}-y_{1}\right)\left[a\left(y_{2}-y_{1}\right)-b\left(x_{2}-x_{1}\right)\right]} .
$$

Putting $A=y_{1} y_{2}\left(x_{2}+x_{1}\right)\left[a\left(y_{2}-y_{1}\right)-b\left(x_{2}-x_{1}\right)\right]$, we have the following by calculations and curve equation

$$
\begin{aligned}
A & =y_{1} y_{2}\left(x_{2}+x_{1}\right)\left[a\left(y_{2}-y_{1}\right)-b\left(x_{2}-x_{1}\right)\right] \\
& =a\left(x_{1} y_{1} y_{2}^{2}-x_{2} y_{2} y_{1}^{2}\right)+a\left(x_{2} y_{1} y_{2}^{2}-x_{1} y_{2} y_{1}^{2}\right)-b y_{1} y_{2} x_{2}^{2}+b y_{1} y_{2} x_{1}^{2} \\
& =a\left(x_{1} y_{1} y_{2}^{2}-x_{2} y_{2} y_{1}^{2}\right)+a\left(x_{2} y_{1} y_{2}^{2}-x_{1} y_{2} y_{1}^{2}\right)-y_{1} b y_{2}\left[\left(x_{2}^{2}-d\right)+d\right]+y_{1} b y_{2}\left[\left(x_{1}^{2}-d\right)+d\right] \\
& =a\left(x_{1} y_{1} y_{2}^{2}-x_{2} y_{2} y_{1}^{2}\right)+a\left(x_{2} y_{1} y_{2}^{2}-x_{1} y_{2} y_{1}^{2}\right)-y_{1} a x_{2}\left(y_{2}^{2}-c\right)+y_{2} a x_{1}\left(y_{1}^{2}-c\right) \\
& \left.=a\left(x_{1} y_{1} y_{2}^{2}-x_{2} y_{2} y_{1}^{2}\right)+a c y_{1} x_{2}\right)-a c y_{2} x_{1} \\
& =a\left(x_{1} y_{2}-x_{2} y_{1}\right)\left(y_{1} y_{2}-c\right)
\end{aligned}
$$

Putting this value in $x_{3}$ yields that

$$
x_{3}=x_{1}+x_{2}-\frac{\left[2 a\left(y_{2}-y_{1}\right)-b\left(x_{2}-x_{1}\right)\right]\left(x_{1}+x_{2}\right) y_{1} y_{2}}{\left(y_{2}-y_{1}\right) a\left(y_{1} y_{2}-c\right)} .
$$

Hence

$$
\begin{aligned}
x_{3} & =x_{1}+x_{2}-\frac{\left[2 a\left(y_{2}-y_{1}\right)-b\left(x_{2}-x_{1}\right)\right]\left(x_{1}+x_{2}\right) y_{1} y_{2}}{\left(y_{2}-y_{1}\right) a\left(y_{1} y_{2}-c\right)} \\
x_{3} & =x_{1}+x_{2}-\frac{\left[a\left(y_{2}-y_{1}\right)\right]\left(x_{1}+x_{2}\right) y_{1} y_{2}+\left[a\left(y_{2}-y_{1}\right)-b\left(x_{2}-x_{1}\right)\right]\left(x_{1}+x_{2}\right) y_{1} y_{2}}{\left(y_{2}-y_{1}\right) a\left(y_{1} y_{2}-c\right)} \\
& =x_{1}+x_{2}-\frac{\left(x_{2}+x_{1}\right) y_{1} y_{2}}{\left(y_{2} y_{1}-c\right)}+\frac{y_{1} x_{2}-x_{1} y_{2}}{\left(y_{2}-y_{1}\right)} \\
& =\frac{x_{2} y_{2}-x_{1} y_{1}}{\left(y_{2}-y_{1}\right)}-\frac{\left(x_{2}+x_{1}\right) y_{1} y_{2}}{\left(y_{2} y_{1}-c\right)}
\end{aligned}
$$

Put $B=b\left(x_{2} y_{2}-x_{1} y_{1}\right)\left(x_{2} x_{1}+d\right)$, we have the following by calculations and curve equation:

$$
\begin{aligned}
B & =y_{1} y_{2}\left(x_{2}+x_{1}\right)\left[a\left(y_{2}-y_{1}\right)-b\left(x_{2}-x_{1}\right)\right] \\
& =b x_{1} y_{2} x_{2}^{2}-b x_{2} y_{1} x_{1}^{2}+b d x_{2} y_{2}-b d x_{1} y_{1} \\
& =b x_{1} y_{2}\left[\left(x_{2}^{2}-d\right)+d\right]-b x_{2} y_{1}\left[\left(x_{1}^{2}-d\right)+d\right]+b d x_{2} y_{2}-b d x_{1} y_{1} \\
& =b x_{1} y_{2}\left[\left(x_{2}^{2}-d\right)+d\right]-b x_{2} y_{1}\left[\left(x_{1}^{2}-d\right)+d\right]+b d x_{2} y_{2}-b d x_{1} y_{1} \\
& =a x_{2} x_{1}\left(y_{2}-y_{1}\right)\left(y_{2}+y_{1}\right)+b d\left(x_{2}+x_{1}\right)\left(y_{2}-y_{1}\right) \\
& =\left(y_{2}-y_{1}\right)\left[a x_{2} x_{1}\left(y_{2}+y_{1}\right)+b d\left(x_{2}+x_{1}\right)\right]
\end{aligned}
$$

Putting this value in

$$
x_{3}=\frac{x_{2} y_{2}-x_{1} y_{1}}{\left(y_{2}-y_{1}\right)}-\frac{\left(x_{2}+x_{1}\right) y_{1} y_{2}}{\left(y_{2} y_{1}-c\right)}
$$

yields that (after simplification)

$$
\begin{aligned}
& x_{3}=\frac{\left(x_{2} y_{2}-x_{1} y_{1}\right)\left(x_{1} x_{2}+d\right) b}{\left(y_{2}-y_{1}\right)\left(x_{1} x_{2}+d\right) b}-\frac{\left(x_{2}+x_{1}\right) y_{1} y_{2}}{\left(y_{2} y_{1}-c\right)} \\
& x_{3}=\frac{a x_{2} x_{1}\left(y_{2}+y_{1}\right)+b d\left(x_{2}+x_{1}\right)}{\left(x_{1} x_{2}+d\right) b}-\frac{\left(x_{2}+x_{1}\right) y_{1} y_{2}}{\left(y_{2} y_{1}-c\right)}
\end{aligned}
$$

$$
x_{3}=\frac{a x_{2} x_{1}\left(y_{2}+y_{1}\right)\left(y_{2} y_{1}-c\right)+b d\left(x_{2}+x_{1}\right)\left(y_{2} y_{1}-c\right)-\left(x_{2}+x_{1}\right) y_{1} y_{2}\left(x_{1} x_{2}+d\right) b}{\left(x_{1} x_{2}+d\right) b\left(y_{2} y_{1}-c\right)}
$$

Put $C=a x_{2} x_{1}\left(y_{2}+y_{1}\right)\left(y_{2} y_{1}-c\right)$, we have the following by calculations and curve equation:

$$
\begin{aligned}
C & =a x_{1} x_{2} y_{1} y_{2}^{2}+a x_{1} x_{2} y_{2} y_{1}^{2}-a c x_{1} x_{2} y_{2}-a c x_{1} x_{2} y_{1} \\
& =a x_{1} y_{1} x_{2}\left[\left(y_{2}^{2}-c\right)+c\right]+a x_{2} y_{2} x_{1}\left[\left(y_{1}^{2}-c\right)+c\right]-a c x_{1} x_{2} y_{2}-a c x_{1} x_{2} y_{1} \\
& =b x_{1} y_{1} y_{2}\left(x_{2}^{2}-d\right)+b x_{2} y_{2} y_{1}\left(x_{1}^{2}-d\right) \\
& =b y_{1} y_{2}\left(x_{2}+x_{1}\right)\left(x_{1} x_{2}-d\right)
\end{aligned}
$$

Putting this value in the numerator of $x_{3}$, ie in
$N_{x_{3}}=a x_{2} x_{1}\left(y_{2}+y_{1}\right)\left(y_{2} y_{1}-c\right)+b d\left(x_{2}+x_{1}\right)\left(y_{2} y_{1}-c\right)-\left(x_{2}+x_{1}\right) y_{1} y_{2}\left(x_{1} x_{2}+d\right) b$,
yields that $N_{x_{3}}=\left(x_{1}+x_{2}\right)\left(-d y_{2} y_{2}-d c\right)$ which implies that

$$
x_{3}=\frac{\left(x_{1}+x_{2}\right)\left(y_{1} y_{2}+c\right)(-d)}{\left(x_{1} x_{2}+d\right)\left(y_{1} y_{2}-c\right)}
$$

We conclude that

$$
x_{3}=\frac{d\left(x_{1}+x_{2}\right)\left(c+y_{1} y_{2}\right)}{\left(d+x_{1} x_{2}\right)\left(c-y_{1} y_{2}\right)}
$$

And by symmetry, we have $y_{3}=\frac{c\left(y_{1}+y_{2}\right)\left(d+x_{1} x_{2}\right)}{\left(c+y_{1} y_{2}\right)\left(d-x_{1} x_{2}\right)}$
Adding points. If $x_{1} x_{2} \neq \pm c$ and $y_{1} y_{2} \neq \pm d$, we can always add, and we have the following formulae:

$$
x_{3}=\frac{d\left(x_{1}+x_{2}\right)\left(c+y_{1} y_{2}\right)}{\left(d+x_{1} x_{2}\right)\left(c-y_{1} y_{2}\right)} \text { and } y_{3}=\frac{c\left(y_{1}+y_{2}\right)\left(d+x_{1} x_{2}\right)}{\left(c+y_{1} y_{2}\right)\left(d-x_{1} x_{2}\right)}
$$

Doubling points. If $x_{1}^{2} \neq \pm c$ and $y_{1}^{2} \neq \pm d$ and in particular if $c$ and $d$ are not square in $K$, we can always double, and we have the following formulae:

$$
x_{3}=\frac{2 d x_{1}\left(c+y_{1}^{2}\right)}{\left(d+x_{1}^{2}\right)\left(c-y_{1}^{2}\right)} \text { and } y_{3}=\frac{2 c y_{1}\left(d+x_{1}^{2}\right)}{\left(c+y_{1}^{2}\right)\left(d-x_{1}^{2}\right)}
$$

### 2.2 Efficiency

Adding rational points. Recall that in affine coordinates we have (whenever defined) $\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)=\left(x_{3}, y_{3}\right)$ with
$\left\{\begin{array}{l}x_{3}=\frac{d\left(x_{1}+x_{2}\right)\left(c+y_{1} y_{2}\right)}{\left(d+x_{1} x_{2}\right)\left(c-y_{1} y_{2}\right)}, \\ y_{3}=\frac{c\left(y_{1}+y_{2}\right)\left(d+x_{1} x_{2}\right)}{\left(c+y_{1} y_{2}\right)\left(d-x_{1} x_{2}\right)}\end{array}\right.$
In projective coordinates, we have: $\left[X_{1}: Y_{1}: Z_{1}\right]+\left[X_{2}: Y_{2}: Z_{2}\right]=\left[X_{3}: Y_{3}: Z_{3}\right]$ with
$\left\{\begin{array}{l}X_{3}=d\left(X_{1} Z_{2}+X_{2} Z_{1}\right)\left(c Z_{1} Z_{2}+Y_{1} Y_{2}\right)^{2}\left(d Z_{1} Z_{2}-X_{1} X_{2}\right), \\ Y_{3}=c\left(Y_{1} Z_{2}+Y_{2} Z_{1}\right)\left(d Z_{1} Z_{2}+X_{1} X_{2}\right)\left(c Z_{1} Z_{2}-Y_{1} Y_{2}\right), \\ Z_{3}=\left(d^{2} Z_{1}^{2} Z_{2}^{2}-X_{1}^{2} X_{2}^{2}\right)\left(c^{2} Z_{1}^{2} Z_{2}^{2}-Y_{1}^{2} Y_{2}^{2}\right)\end{array}\right.$
Let $\mathbf{m}, \mathbf{s}$ and $\mathbf{c}$ denote respectively multiplication, squaring and constant multiplication, then direct counting shows that one can perform addition in projective coordinates with $11 \mathbf{m}+5 \mathbf{s}+4 \mathbf{c}$.
But it is possible to reduce the number of multiplications as follows:
let $M_{1}=X_{1} X_{2}, M_{2}=Y_{1} Y_{2}, M_{3}=Z_{1} Z_{2}, C_{1}=c M_{3}$ and $C_{2}=d M_{3}$, then

1. $M_{4}=\left(X_{1}+Z_{1}\right)\left(X_{2}+Z_{2}\right)-M_{1}-M_{3}, \quad M_{5}=\left(Y_{1}+Z_{1}\right)\left(Y_{2}+Z_{2}\right)-M_{2}-M_{3}$
2. $M_{6}=\left(C_{1}+M_{2}\right)\left(C_{2}-M_{1}\right), \quad M_{7}=\left(C_{2}+M_{1}\right)\left(C_{1}-M_{2}\right)$,
3. $M_{8}=M_{4}\left(C_{1}+M_{2}\right), \quad M_{9}=M_{5}\left(C_{2}+M_{1}\right)$
4. thus $X_{3}=d M_{8} M_{6}, \quad Y_{3}=c M_{9} M_{7}$ and $Z_{3}=M_{6} M_{7}$

Hence, we have $12 \mathbf{m}+4 \mathbf{c}$ instead of $11 \mathbf{m}+5 \mathbf{s}+4 \mathbf{c}$.
Doubling rational points. In the case of doubling, we have the following:
Let $P_{1}=\left[X_{1}: Y_{1}: Z_{1}\right]$, then $2 P=\left[X_{3}: Y_{3}: Z_{3}\right]$ with
$\left\{\begin{array}{l}X_{3}=2 d X_{1}\left(c Z_{1}^{2}+Y_{1}^{2}\right)^{2}\left(d Z_{1}^{2}-X_{1}^{2}\right), \\ Y_{3}=2 c Y_{1}\left(d Z_{1}^{2}+X_{1}^{2}\right)^{2}\left(c Z_{1}^{2}-Y_{1}^{2}\right), \\ Z_{3}=\left(c Z_{1}^{2}+Y_{1}^{2}\right)\left(c Z_{1}^{2}-Y_{1}^{2}\right)\left(d Z_{1}^{2}+X_{1}^{2}\right)\left(d Z_{1}^{2}-X_{1}^{2}\right) .\end{array}\right.$
If $\mathbf{m}, \mathbf{s}$ and $\mathbf{c}$ are respectively the costs of multiplication, squaring and multiplication by a constant, then the doubling of a projective point can be performed in $7 \mathbf{m}+5 \mathbf{s}+4 \mathbf{c}$.

### 2.3 Completeness of the addition law

Theorem 2. Let $K$ be a field of characteristic $\neq 2$. Let $P_{1}=\left[X_{1}: Y_{1}: Z_{1}\right]$ and $P_{1}=\left[X_{2}: Y_{2}: Z_{2}\right]$ be two points on a the New Generalized Huff curve over $K$. Then the addition formula $P_{1} \oplus P_{2}=P_{3}$ given by
$\left\{\begin{array}{l}X_{3}=d\left(X_{1} Z_{2}+X_{2} Z_{1}\right)\left(c Z_{1} Z_{2}+Y_{1} Y_{2}\right)^{2}\left(d Z_{1} Z_{2}-X_{1} X_{2}\right), \\ Y_{3}=c\left(Y_{1} Z_{2}+Y_{2} Z_{1}\right)\left(d Z_{1} Z_{2}+X_{1} X_{2}\right)\left(c Z_{1} Z_{2}-Y_{1} Y_{2}\right), \\ Z_{3}=\left(d^{2} Z_{1}^{2} Z_{2}^{2}-X_{1}^{2} X_{2}^{2}\right)\left(c^{2} Z_{1}^{2} Z_{2}^{2}-Y_{1}^{2} Y_{2}^{2}\right)\end{array}\right.$
where $P_{3}=\left[X_{3}: Y_{3}: Z_{3}\right]$, is valid provided that $X_{1} X_{2} \neq d Z_{1} Z_{2}$ and $Y_{1} Y_{2} \neq$ $c Z_{1} Z_{2}$.

Proof. Similar to those of [16], Theorem 1. If $P_{1}$ and $P_{2}$ are finite, we can write $P_{1}=\left(x_{1}, y_{1}\right)$ and $P_{2}=\left(x_{2}, y_{2}\right)$. The above affine formula for $\left(x_{3}, y_{3}\right)$ as given by the above equations, is defined whenever $x_{1} x_{2} \neq \pm d$ and $y_{1} y_{2} \neq \pm c$. This translates into $X_{1} X_{2} \neq d Z_{1} Z_{2}$ and $Y_{1} Y_{2} \neq c Z_{1} Z_{2}$ for projective coordinates. The infinite points are $[1: 0: 0],[0: 1: 0]$ and $[a: b: 0]$. If $P_{1}, P_{2} \in\{[1: 0:$ $0],[0: 1: 0]\}$, then the conditions $X_{1} X_{2} \neq d Z_{1} Z_{2}$ and $Y_{1} Y_{2} \neq c Z_{1} Z_{2}$ are not satisfied. If $\left.P_{2}=[a: b: 0]\right\}$, then the condition becomes $X_{1} \neq 0$ and $Y_{1} \neq 0$, which corresponds to $P_{1} \notin\{[1: 0: 0],[0: 1: 0]\}$

Proposition 4. Let E be a New Generalized Huff curve over a field $K$ of odd characteristic. Let also $P \in E(K)$ be a point of odd order. Then the addition law in the subgroup generated by $P$ is complete.

Proof. Similar to those of [16], Corollary 1. All points in the subgroup generated by $P$ ( denoted by $\langle P\rangle)$ are of odd order and thus are finite (remember that points at infinity are of order 2 ). It remains to show that for any points $P_{1}=$ $\left(x_{1} ; y_{1}\right) ; P_{2}=\left(x_{2} ; y_{2}\right) \in\langle P\rangle$, we have $x_{1} x_{2} \neq \pm d$ and $y_{1} y_{2} \neq \pm c$. Note that $x_{1}^{2} ; x_{2}^{2} \neq d$ and $y_{1}^{2} ; y_{2}^{2} \neq c$ since this corresponds to points of order 4 (which are not in $\langle P\rangle$ ). Suppose that $x_{1} x_{2}= \pm d$. Then $a x_{1}\left(y_{1}^{2}-c\right)=b y_{1}\left(x_{1}^{2}-d\right) \Longrightarrow$ $a \frac{1}{x_{1}}\left(y_{1}^{2}-c\right)=b y_{1}\left(1-\frac{d}{x_{1}^{2}}\right) \Longrightarrow \frac{ \pm a x_{2}}{d}\left(y_{1}^{2}-c\right)=b y_{1}\left(1-\frac{x_{2}^{2}}{d}\right) \Longrightarrow \mp a x_{2}\left(y_{1}^{2}-c\right)=$ $b y_{1}\left(x_{2}^{2}-d\right)$. Since $a x_{2}\left(y_{2}^{2}-c\right)=b y_{2}\left(x_{2}^{2}-d\right)$ we have $\mp \frac{\left(y_{2}^{2}-c\right)}{\left(y_{1}^{2}-c\right)}=\frac{y_{2}}{y_{1}} \Longrightarrow \mp y_{1}\left(y_{2}^{2}-\right.$ $c)=y_{2}\left(y_{1}^{2}-c\right)$, thus $\left(y_{2} \pm y_{1}\right)\left(y_{2} y_{1} \mp c\right)=0$. Therefore, if $x_{1} x_{2}= \pm d$, we have $\left(x_{2}, y_{2}\right) \in\left\{\left(\frac{d}{x_{1}},-y_{1}\right) ;\left(\frac{d}{x_{1}}, \frac{c}{y_{1}}\right) ;\left(\frac{-d}{x_{1}}, y_{1}\right) ;\left(\frac{-d}{x_{1}}, \frac{-c}{y_{1}}\right)\right\}$. In all cases, one of $\left(x_{1}, y_{1}\right) \oplus\left(x_{2}, y_{2}\right)$ or $\left(x_{1}, y_{1}\right) \ominus\left(x_{2}, y_{2}\right)$ is a 2 -torsion point, which is a contradiction. Similarly, it can be verified that the case $y_{1} y_{2} \neq \pm c$ leads also to a contradiction.

## 3 Parings in the New Generalized Huff curves

### 3.1 The Tate Pairing

Definition 1. Let $G_{1}$ and $G_{2}$ be finite abelian groups written additively, and let $G_{3}$ be a multiplicatively written finite group. A cryptographic pairing is a map

$$
e: G_{1} \times G_{2} \longrightarrow G_{3}
$$

that satisfies the following properties:

1. it is non-degenerate, ie for all $0 \neq P \in G_{1}$, there is a $Q \in G_{2}$ with $e(P, Q) \neq$ 1 , and for all $0 \neq Q \in G_{2}$, there is a $P \in G_{1}$ with $e(P, Q) \neq 1$
2. it is bilinear, ie for all $P_{1}, P_{2} \in G_{1}$ and for all $Q_{1}, Q_{2} \in G_{2}$ we have

$$
\begin{aligned}
& e\left(P_{1}+P_{2}, Q_{1}\right)=e\left(P_{1}, Q_{1}\right) e\left(P_{2}, Q_{1}\right) \\
& e\left(P_{1}, Q_{1}+Q_{2}\right)=e\left(P_{1}, Q_{1}\right) e\left(P_{1}, Q_{2}\right)
\end{aligned}
$$

3. it is efficiently computable

An important property that is used in most applications and that follows immediately from the bilinearity is $e([a] P,[b] Q)=e(P, Q)^{a b}=e([b] P,[a] Q)$ for all $a, b \in \mathbb{Z}$ and for all $(P, Q) \in G_{1} \times G_{2}$.

The Tate pairing can be defined on an ordinary abelian variety. It induces a pairing on the $r$-torsion subgroup of the abelian variety for a prime order $r$. Let $\mathcal{C}$ be a hyperelliptic curve of genus $g$ defined over a finite field $\mathbb{F}_{q}$ of characteristic $p$. Let $J_{\mathcal{C}}$ be the jacobian variety of $\mathcal{C}$. Elements of $J_{\mathcal{C}}$ can be considered as divisor classes represented by a divisor of degree 0 . Let $n=\# J_{\mathcal{C}}\left(\mathbb{F}_{q}\right)$ and $r>5$ be a prime different from $p$ and $r \mid n$.

Definition 2. The smallest integer $k$ with $r \mid\left(q^{k}-1\right)$ is called the embedding degree of $\mathcal{C}$ with respect to $r$

Remark 1. If $k$ is the smallest integer with $r \mid\left(q^{k}-1\right)$, the order of $q$ modulo $r$ is $k$. Furthermore, the smallest field extension of $\mathbb{F}_{q}$ that contains the group $\mu_{r}$ of all $r$-th roots of unity is $\mathbb{F}_{q^{k}}$.

Definition 3. Let $\mathcal{C}$ be a hyperelliptic curve of genus $g$ over the finite field $\mathbb{F}_{q}$ of characteristic $p$ and let $r \neq p$ be a prime dividing $\# J_{\mathcal{C}}\left(\mathbb{F}_{q}\right)$. Let $k$ be the embedding degree of $\mathcal{C}$ with respect to $r$. The Tate pairing is a map

$$
T_{r}: J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)[r] \times J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right) /[r] J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right) \longrightarrow \mathbb{F}_{q^{k}}^{*} /\left(\mathbb{F}_{q^{k}}^{*}\right)^{r}
$$

defined as follows.
Let $P \in J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)[r]$ be an $\mathbb{F}_{q^{k}}$-rational divisor class of order dividing $r$ represented by the divisor $D_{p}$, and let $Q \in J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)$ be an an $\mathbb{F}_{q^{k} \text {-rational divisor class }}$ represented by a divisor $D_{Q}$ such that its support is disjoint from the support of $D_{P}$. Let $f_{r, P} \in \overline{\mathbb{F}_{q^{k}}}(C)$ be a function on $\mathcal{C}$ with $\operatorname{div}\left(f_{r, P}\right)=r D_{P}$. Then,

$$
T_{r}\left(P, Q+[r] J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)\right)=f_{r, P}\left(D_{Q}\right)\left(\mathbb{F}_{q^{k}}^{*}\right)^{r}
$$

The evaluation of the function $f_{r, P}$ at a divisor $D=\sum_{R \in \mathcal{C}} n_{R}(R)$ is given as

$$
f_{r, P}(D)=\prod_{R \in C} f_{r, P}(R)^{n_{R}}
$$

Proposition 5. The Tate pairing is well defined, bilinear, non-degenerate and can be computed in $\mathcal{O}\left(\log _{2}(r)\right)$ operations in $\mathbb{F}_{q^{k}}$.
Lemma 1. Let $G$ be a finite abelian group written additively, and let $r$ be $a$ prime dividing $\# G$. Let $G[r]$ be the subgroup of all points of order dividing $r$ and $r G$ be the set of all $r$-fold sums of elements of $G$. If there is no element of order $r^{2}$ in $G$, then

$$
G[r] \cong G / r G
$$

Corollary 1. If there are no points of order $r^{2}$ in $J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)$, we have

$$
J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)[r] \cong J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right) /[r] J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)
$$

Remark 2. Since $r \mid \# J_{\mathcal{C}}\left(\mathbb{F}_{q}\right)$, there are $r$-torsion points in $J_{\mathcal{C}}\left(\mathbb{F}_{q}\right)[r]$ and we may restrict the first argument to be taken from this set. Thus, we can also define the Tate pairing as a map

$$
T_{r}: J_{\mathcal{C}}\left(\mathbb{F}_{q}\right)[r] \times J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right) /[r] J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right) \longrightarrow \mathbb{F}_{q^{k}}^{*} /\left(\mathbb{F}_{q^{k}}^{*}\right)^{r}
$$

From now, we assume that $J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)$ does not contain any point of order $r^{2}$. In this case the Tate pairing can be given as

$$
T_{r}: J_{\mathcal{C}}\left(\mathbb{F}_{q}\right)[r] \times J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)[r] \longrightarrow \mathbb{F}_{q^{k}}^{*} /\left(\mathbb{F}_{q^{k}}^{*}\right)^{r}
$$

Values of the Tate pairing are classes in $\mathbb{F}_{q^{k}}^{*} /\left(\mathbb{F}_{q^{k}}^{*}\right)^{r}$. By applying the multiplicative version of the lemma, we see that $\mathbb{F}_{q^{k}}^{*} /\left(\mathbb{F}_{q^{k}}^{*}\right)^{r} \cong \mu_{r}$, the subgroup of all $r$ th roots of unity in $\mathbb{F}_{q^{k}}^{*}$. The isomorphism is made explicit by computing

$$
\mathbb{F}_{q^{k}}^{*} /\left(\mathbb{F}_{q^{k}}^{*}\right)^{r} \longrightarrow \mu_{r}, \quad a\left(\mathbb{F}_{q^{k}}^{*}\right)^{r} \longrightarrow a^{\left(q^{k}-1\right) / r}
$$

This map is called the final exponentiation.
Definition 4. The reduced Tate pairing is the map

$$
\begin{aligned}
e_{r}: J_{\mathcal{C}}\left(\mathbb{F}_{q}\right)[r] \times J_{\mathcal{C}}\left(\mathbb{F}_{q^{k}}\right)[r] & \longrightarrow \mu_{r} \subseteq \mathbb{F}_{q^{k}} \\
(P, Q) & \longmapsto \operatorname{Tr}(P, Q)^{\left(q^{k}-1\right) / r}=f_{r, P}\left(D_{Q}\right)^{\left(q^{k}-1\right) / r}
\end{aligned}
$$

induced by the Tate pairing.

### 3.2 Pairing computation on elliptic curves in Weierstrass form

Let $E$ be an elliptic curve over $\mathbb{F}_{q}$ of characteristic $p>3$ given by a short Weierstrass equation

$$
E: y^{2}=x^{3}+a x+b \quad a, b \in \mathbb{F}_{q}
$$

Let $r \neq p$ be a prime such that $r \mid n=\# E\left(\mathbb{F}_{q}\right)$ and let $k>1$ be the embedding degree of $E$ with respect to $r$.

Theorem 3. Let $D=\sum_{P \in E} n_{P}(P) \in \operatorname{Div}(E)$. Then $D$ is a principal divisor if and only if $\operatorname{deg}(D)=0$ and $\sum_{P \in E}\left[n_{P}\right](P)=0$, where the latter sum describes the addition on $E$.

## Reduced Tate pairing

$$
\begin{aligned}
e_{r}: E\left(\mathbb{F}_{q}\right)[r] \times E\left(\mathbb{F}_{q^{k}}\right)[r] & \longrightarrow \mu_{r} \subseteq \mathbb{F}_{q^{k}} \\
(P, Q) & \longmapsto f_{r, P}\left(D_{Q}\right)^{\left(q^{k}-1\right) / r}
\end{aligned}
$$

When computing $f_{r, P}(Q)$, ie when $r D_{P}$ is supposed to be the divisor of the function $f_{r, P}$, we can choose $D_{P}=(P)-(O)$. The divisor $D_{Q} \sim(Q)-(O)$ needs to have a support disjoint from $\{O, P\}$. To achieve that, one may choose a suitable point $S \in E\left(\mathbb{F}_{q^{k}}\right)$ and represent $D_{Q}$ as $(Q+S)-S$.
We need to compute $f_{r, P}$ having divisor $\operatorname{div}\left(f_{r, P}\right)=r(P)-r(O)$. Note that Theorem 1 shows that for $m \in \mathbb{Z}$, the divisor $m(P)-([m] P)-(m-1)(O)$ is principal, such that there exists a function $f_{m, P} \in \overline{\mathbb{F}_{q}}(E)$ with $\operatorname{div}\left(f_{m, P}\right)=$ $m(P)-([m] P)-(m-1)(O)$. Since $P$ is a $r$-torsion point, we see that $\operatorname{div}\left(f_{r, P}\right)=$ $r(P)-r(O)$, and $f_{r, P}$ is a function we are looking for.

Definition 5. Given $m \in \mathbb{Z}$ and $P \in E\left(\mathbb{F}_{q^{k}}\right)[r]$, a function $f_{m, P} \in \overline{\mathbb{F}_{q^{k}}}(E)$ with divisor $\operatorname{div}\left(f_{m, P}\right)=m(P)-([m] P)-(m-1)(O)$ is called a Miller function
Lemma 2. Let $P_{1}, P_{2} \in E$. Let $l_{P_{1}, P_{2}}$ be the homogeneous polynomial defining the line through $P_{1}$ and $P_{2}$, being the tangent to the curve if $P_{1}=P_{2}$. The function $L_{P_{1}, P_{2}}=l_{P_{1}, P_{2}}(X, Y, Z) / Z$ has the divisor

$$
\operatorname{div}\left(L_{P_{1}, P_{2}}\right)=\left(P_{1}\right)+\left(P_{2}\right)+\left(-\left(P_{1}+P_{2}\right)\right)-3(O) .
$$

Lemma 3. Let $P_{1}=\left(x_{1}, y_{1}\right), P_{2}=\left(x_{2}, y_{2}\right), Q=\left(x_{Q}, y_{Q}\right) \in E$. For $P_{1} \neq-P_{2}$ define

$$
\lambda= \begin{cases}\left(y_{2}-y_{1}\right) /\left(x_{2}-x_{1}\right) & \text { if } P_{1} \neq P_{2} \\ \left(3 x_{1}^{2}+a\right) /\left(2 y_{1}\right) & \text { if } P_{1}=P_{2}\end{cases}
$$

Then, the dehomogenization $\left(l_{P_{1}, P_{2}}\right)_{*}$ of $l_{P_{1}, P_{2}}$ evaluated at $Q$ is given by

$$
\left(l_{P_{1}, P_{2}}\right)_{*}(Q)=\lambda\left(x_{Q}-x_{1}\right)+\left(y_{1}-y_{Q}\right)
$$

If $P_{1}=-P_{2}$, then $\left(l_{P_{1}, P_{2}}\right)_{*}(Q)=x_{Q}-x_{1}$.
Lemma 4. Let $P_{1}, P_{2} \in E$. The function $g_{P_{1}, P_{2}}:=L_{P_{1}, P_{2}} / L_{P_{1}+P_{2},-\left(P_{1}+P_{2}\right)}$ has the divisor

$$
\operatorname{div}\left(g_{P_{1}, P_{2}}\right)=\left(P_{1}\right)+\left(P_{2}\right)-\left(P_{1}+P_{2}\right)-(O) .
$$

The function $g$ can be used to compute the Miller function recursively as shown in the next lemma.

Lemma 5. The Miller function $f_{r, P}$ can be chosen such that $f_{1, P}=1$ and such that for $m_{1}, m_{2} \in \mathbb{Z}$, it holds

$$
\begin{gathered}
f_{m_{1}+m_{2}, P}=f_{m_{1}, P} f_{m_{2}, P} g_{\left[m_{1}\right] P,\left[m_{2}\right] P}, \\
f_{m_{1} m_{2}, P}=f_{m_{1}, P}^{m_{2}} f_{m_{2},\left[m_{1}\right] P}=f_{m_{2}, P}^{m_{1}} f_{m_{1},\left[m_{2}\right] P}
\end{gathered}
$$

Remark 3. Special cases from the previous lemma
Let $m \in \mathbb{Z}$, then

1. $f_{m+1, P}=f_{m, P} g_{[m] P, P}$,
2. $f_{2 m, P}=f_{m, P}^{2} g_{[m] P,[m] P}$,
3. $f_{-m, P}=\left(f_{m, P} g_{[m] P},-[m] P\right)^{-1}$.

Note that $f_{0, P}=1$ for all $P \in E$ and $g_{P_{1}, P_{2}}=1$ if $P_{1}$ or $P_{2}$ equals the point at infinity $O$. These formulas show that any function $f_{m, P}$ can be computed recursively as a product line functions. The functions are defined over the field of definition of $P$.

Lemma 6. Let $P \in E\left(\mathbb{F}_{q}\right)[r]$ and $Q \in E\left(\mathbb{F}_{q^{k}}\right)[r], \notin E\left(\mathbb{F}_{q}\right)$, then the reduced Tate pairing can be computed as $e_{r}(P, Q)=f_{r, P}(Q)^{\left(q^{k}-1\right) / r}$.

The following algorithm, well known as the Miller's algorithm, can be used to compute $f_{r, P}(Q)$ for $P \in E\left(\mathbb{F}_{q}\right)[r]$ and $Q \in E\left(\mathbb{F}_{q^{k}}\right)[r]$ and $r=\left(r_{l}, r_{l-1}, \ldots, r_{0}\right)_{2}$ up to irrelevant factors lying a proper subfield of $\mathbb{F}_{q^{k}}$. Since $k>1$, these factors are mapped to 1 by the final exponentiation.

```
Algorithm 1 Miller's Algorithm
    \(R \leftarrow P, f \leftarrow 1\)
    for ( \(i=l-1 ; i \geq 0 ; i--)\) do
        \(f \leftarrow f^{2} . g_{R, R}(Q)\)
        \(R \leftarrow 2 R\)
        if \(\left(r_{i}=1\right)\) then
            \(f \leftarrow f \cdot g_{R, P}(Q)\)
            \(R \leftarrow R+P\)
        end if
    end for
    return \(f^{\left(q^{k}-1\right) / r}\)
```


### 3.3 Pairing computation in generalized Huff curves

Generalized Huff curves are represented as plane cubics. This makes Miller's algorithm directly applicable to the computation of pairings over generalized Huff curves.

As above, for generalized Huff curve, the following lemma will be useful to compute the equation line used in Miller algorithm.
Lemma 7. Let $P_{1}=\left(x_{1}, y_{1}\right), P_{2}=\left(x_{2}, y_{2}\right), Q=\left(x_{Q}, y_{Q}\right) \in \overline{\mathcal{H}}_{(a, b)}^{(c, d)}$. For $P_{1} \neq$ $-P_{2}$ define

$$
\lambda= \begin{cases}\left(y_{2}-y_{1}\right) /\left(x_{2}-x_{1}\right) & \text { if } P_{1} \neq P_{2} \\ \frac{a y_{1}^{2}-2 b x_{1} y_{1}-a c}{b x_{1}^{2}-2 b x_{1} y_{1}-b d} & \text { if } P_{1}=P_{2}\end{cases}
$$

where $\lambda$ is the $(x, y)$-slope of the line through $P_{1}=\left(x_{1}, y_{1}\right)$ and $P_{2}=\left(x_{2}, y_{2}\right)$.
Proof: obvious!
It is common to represent the point $Q \in E\left(\mathbb{F}_{q^{k}}\right) \backslash E\left(\mathbb{F}_{q}\right)$ in affine coordinates since in the Miller's algorithm the function is always evaluated at the same point $Q$. Let's choose the coordinates of $Q$ as $Q=(y, z)=(1: y: z)$. Suppose the embedding degree $k$ is even, then $Q$ can be choosen of the form $Q=\left(y_{Q}, z_{Q} \alpha\right)$, with $y_{Q}, z_{Q} \in \mathbb{F}_{q^{k / 2}}, \mathbb{F}_{q^{k}}=\mathbb{F}_{q^{k / 2}}(\alpha)$ where $\alpha$ is any quadratic non-residue in $\mathbb{F}_{q^{k / 2}}$.
Let $P, R \in E\left(\mathbb{F}_{q}\right)$ and let $l_{R, P}$ denote the rational function vanishing on the line through $P$ and $R$. We have

$$
l_{R, P}(Q)=\frac{\left(z X_{p}-Z_{p}\right)-\lambda\left(y X_{p}-Y_{P}\right)}{X_{P}}
$$

where $\lambda$ is the $(y, z)$-slope of the line through $P$ and $R$. Then, the divisor of $l_{R, P}$ is

$$
\operatorname{div}\left(l_{R, P}\right)=R+P+T-(1: 0: 0)-(0: 1: 0)-(a: b: 0)
$$

where $T$ is the third point of intersection of the line through $P$ and $R$ with the curve. If $U$ is the neutral element of the group law $\oplus$, the line function can be
written as

$$
g_{R, P}=\frac{l_{R, P}}{l_{R \oplus P, U}}
$$

Let $U=O=(0: 0: 1)$ be the neutral element. Then, for any $Q=\left(y_{Q}, z_{Q} \alpha\right)$, we have

$$
l_{R \oplus P, O}=y_{Q}-\frac{Y_{R \oplus P}}{X_{R \oplus P}} \in \mathbb{F}_{q^{k / 2}}
$$

Since this quantity lies on a proper subfield of $\mathbb{F}_{q^{k}}$, it goes to 1 after the final exponentiation in Miller's algorithm, which means that it can be discarded altogether. Similary, divisions by $X_{P}$ can be omitted, and denominators int the expression of $\lambda$ can be cancelled. In other words, if $\lambda=\frac{A}{B}$, the line function can be computed as

$$
g_{R, P}(Q)=\left(z_{Q} \alpha \cdot X_{p}-Z_{p}\right) B-\left(y X_{p}-Y_{P}\right) A
$$

We are now able to give precise fromulæfor the addition and the doubling steps in the Miller loop.

Addition step. In the addition step, the $(y, z)$-slope of the line through $P=$ ( $\left.X_{P}: Y_{P}: Z_{P}\right)$ and $R=\left(X_{R}: Y_{R}: Z_{R}\right)$ est is given by

$$
\lambda=\frac{Z_{R} X_{P}-Z_{P} X_{R}}{Y_{R} X_{P}-Y_{P} X_{R}}
$$

Thus, the line function is of the form
$g_{R, P}(Q)=\left(z_{Q} \alpha \cdot X_{P}-Z_{P}\right)\left(Y_{R} X_{P}-Y_{P} X_{R}\right)-\left(y_{Q} \cdot X_{P}-Y_{P}\right)\left(Z_{R} X_{P}-Z_{P} X_{R}\right)$.
The quantities depending on $P$ and $Q$, ie $y_{Q}^{\prime}=y_{Q} \cdot X_{P}-Y_{P}$ and $z_{Q}^{\prime}=z_{Q} \alpha \cdot X_{P}$ can be precomputed since the points $P$ and $Q$ ramain constant during the execution of the for loop. Hence, each addition step in the Miller's algorithm requires the computation of $R \oplus P$ (une addition sur $E\left(\mathbb{F}_{q}\right)$ ), the evaluation of the function $g_{R, P}(Q)$, and the computation of $f \cdot g_{R, P}(Q)$.
The operation $R \oplus P$ can be performed in $12 \mathbf{m}+4 \mathbf{c}$ including all intermediate results $m_{1}, m_{2}, \ldots m_{9}$. Compute also $m_{10}=\left(X_{R}+Y_{R}\right)\left(X_{P}-Y_{P}\right)$ and $m_{11}=\left(X_{P}+Z_{P}\right)\left(Z_{R}-X_{R}\right)$. Then,

$$
g_{R, P}(Q)=\left(z_{Q}^{\prime}-Z_{P}\right)\left(m_{10}-m_{1}+m_{2}\right)-y_{Q}^{\prime}\left(m_{11}+m_{1}-m_{3}\right)
$$

where the firsrt term requires $\left(\frac{k}{2}+1\right) \mathbf{m}$, and the second $\frac{k}{2} \mathbf{m}$. With the final multiplication in $\mathbb{F}_{q^{k}}$, the total cost of the addition is $1 \mathbf{M}+(k+15) \mathbf{m}+4 \mathbf{c}$, where $\mathbf{M}$ is the cost of a multiplication in $\mathbb{F}_{q}^{k}$.

Doubling step. When doubling a point $R=\left(X_{R}: Y_{R}: Z_{R}\right)$, the $(y, z)$-slope of the tangent line at $R$ is given by

$$
\lambda=\frac{a Z_{R}^{2}-2 b Y_{R} Z_{R}-a c X_{R}^{2}}{b Y_{R}^{2}-2 a Y_{R} Z_{R}-b d X_{R}^{2}}=\frac{A}{B}
$$

Therefore,

$$
g_{R, R}(Q)=z_{Q} \alpha \cdot X_{R} B-Z_{R} B-y_{Q} \cdot X_{R} A+Y_{R} A
$$

In Miller's algorithm, we need to compute the point $2 R$. This computation can be performed in $7 \mathbf{m}+5 \mathbf{s}$. The quotients $A$ and $B$ can be evaluated in $1 \mathbf{m}$, namely $Y_{R} Z_{R}$ since the other squares were computed when doubling the point $R$. The function $g_{R, R}$ can be evaluated in $4 \mathbf{m}\left(X_{R} B, Z_{R} B, X_{R} A\right.$ and $\left.Y_{R} A\right), \frac{k}{2} \mathbf{m}$ for $z_{Q} \alpha \cdot X_{R} B$ and $\frac{k}{2} \mathbf{m}$ for $y_{Q} \cdot X_{R} A$. Then, the full doubling can be performed in $1 \mathbf{M}+1 \mathbf{S}+(k+12) \mathbf{m}+5 \mathbf{s}+6 \mathbf{c}$ by keeping in count the multiplication, the suqaring and the multiplication by constants.

## Conclusion

We successfully introduce a new generalization of existing Huff models of elliptic curves. We show that the arithmetic in the new generalized Huff curves is as fast as in the previous models. The addition formulæ on this curve is complete when considered in a subgroup generated by a finite point and is independant from the two of the four parameters of the curve. We also prove that the pairing computation on the new generalized Huff curves extends also those done by Joye, Tibouchi and Vergnaud.
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