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Abstract. Several types of countermeasures against side-channel at-
tacks are known. The one called masking is of great interest since it can
be applied to any protocol and/or algorithm, without nonetheless requir-
ing special care at the implementation level. Masking countermeasures
are usually studied with the maximal possible entropy for the masks.
However, in practice, this requirement can be viewed as too costly. It
is thus relevant to study how the security evolves when the number of
mask values decreases.

In this article, we study a first-order masking scheme, that makes use of
one n-bit mask taking values in a strict subset of Fn

2 . For a given entropy
budget, we show that the security does depend on the choice of the mask
values. More specifically, we explore the space of mask sets that resist
first- and second-order correlation analysis (CPA and 2O-CPA), using
exhaustive search for word size n 6 5 bit and a SAT-solver for n up to
8 bit. We notably show that it is possible to protect algorithms against
both CPA and 2O-CPA such as AES with only 12 mask values. If the
general trend is that more entropy means less leakage, some particular
mask subsets can leak less (or on the contrary leak remarkably more).
Additionally, we exhibit such mask subsets that allows for a minimal
leakage.

Keywords: side-channel attacks (SCAs), masking countermeasure, non-injective
leakage function, correlation power analysis (CPA), second-order CPA (2O-
CPA), mutual information analysis (MIA), entropy vs security tradeoff, SAT-
solvers.

1 Introduction

Implementations of cryptographic algorithms are vulnerable to so-called side-
channel attacks. They consist in analysing the leakage of the device during its
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operation, in a view to relate it to the internal data it processes. The prerequi-
site of the attack is a physical access to the targeted device. The attacker thus
measures some analog quantity, such as the power [12] or the radiated field [7].
Several ways to resist side-channel have been suggested. They are often referred
to as “countermeasures”. High level countermeasures intend to deny the ex-
ploitation of the leakage by updating the secrets on a regular basis. It results
in leakage-resilient protocols. They are nice as they indeed manage to thwart
any kind of side-channel attacks, but require that the user adopts a new proto-
col. Therefore, other countermeasures have been devised that operate at a lower
level, without altering the protocol. Typically, hiding strategies aim at leaking a
constant side-channel. Although relevant from a theoretical perspective, this ap-
proach nonetheless requires physical hypotheses about resources indiscernibility
that are not trivial to meet. Masking is another option, that is transparent to
the user and does not demand any special backend balance. We therefore focus
on this countermeasure. It consists in computing on data whose representation
is randomized. The more entropy is used, the more secure the countermeasure
can be (if the entropy is used intelligently). In this paper, we rather investigate
the effect of the reduction of the entropy on the security. Moreover, we concen-
trate on a first-order masking scheme, i.e. that uses only one mask, that takes a
restricted number of values.

The rest of the article is structured as follows. The studied countermeasure,
called the rotating tables, is described in Sec. 2. This section introduces the
leakage model considered in the sequel, and defines the notion of leakage and
security metrics. The rotating tables countermeasure is then evaluated in the
formal framework presented in [24]. Namely, its leakage is characterized in Sec. 3
and its resistance against CPA and 2O-CPA is quantified in Sec. 4. It is shown
in the section that it is possible to reduce the leakage at a constant budget for
masks of n = 5 bits. Masks of larger bitwidth, such as n = 8, are studied in
Sec. 5. The exploration is conducted with the help of a SAT-solver. Conclusions
and perspectives are in Sec. 6. Some illustrations and long proofs are relegated
to appendix.

2 Description of the Rotating Tables Countermeasure

The goal of this section is to introduce the leakage model that will be studied
next, and to explain why the cost of the countermeasure can be greatly reduced
by limiting the mask values. We first give in subsection 2.1 a brief overview of a
masking countermeasure with randomly selected precomputed tables. Then, in
subsection 2.2, the leakage of this countermeasure is derived.

2.1 Rationale

Unprotected implementations are vulnerable to SCAs because they manipulate
sensitive variables, that leak some physical quantities that depend somehow
on them. Therefore, in a Boolean masking scheme, they are replaced by the
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exclusive-or (XOR) with random variables. Let us take the example of a first-
order masking scheme, where one mask m goes along with one the sensitive
variable z. The bitvectors z and m have the same size, namely n bits. We call
S0

.
= z ⊕ m and S1

.
= m the two shares. The preconditions on the shares is

that the sensitive variable can be recovered by XORing them: Z = S0 ⊕ S1.
The linear operations with respect to the XOR are straightforward. Indeed,
to compute a linear operation S on z using the shares, it suffices to apply S on
each share. As a matter of fact, it is trivial to check the following post-condition:
S(z) = S(S0)⊕ S(S1). Nonetheless, if S is a non-linear operation, this equality
does not hold, and it is necessary to use judiciously both shares to be able to
compute S(z). This operation is costly in general [26] (unless some algebraic
properties of the non-linear function S can be taken advantage of [19]) and
error-prone [13].

Therefore, it is sometimes relevant to compute on only one share, namely S0.
This share traverses the linear parts of the algorithm, and is all-in-one:

1. demasked at the entrance of a non-linear function S,
2. applied S, and
3. remasked so as to propagate through the next linear part.

For sure, the demasking and remasking operations are very sensitive. Nonethe-
less, the composition of the three operations can be tabulated: a table, such as a
ROM block, conceals the intermediate variables (as in whitebox cryptography).
Indeed, in cryptography, the non-linear function S will typically be a substitu-
tion box (aka sbox), that is hard to compute analytically, thus better saved in
memory provided there are enough resources to store it. In this case, the inter-
mediate variables never appear. In some sense, the computation is homomorphic
in the masked representation, the mask refresh being done within the sboxes. For
more details on the implementation of this table, we refer the interested reader
to [17, Sec. 2], and more specifically to the paragraphs that concern the “sbox
secure calculation”.

In a platform that embarks an operating system, a task can be scheduled to
recompute the masked sboxes z 7→ mout ⊕ S(z ⊕min) periodically. Nonetheless,
some embedded systems cannot afford a supervision for the masks update. Also,
this process of mask refresh is itself sensitive, and should be protected adequately.
In a view to relieve this constraint, one can get rid off the recomputation, and use
masked sboxes that had been entered initially. This option is especially favorable
for the cryptosystem that reuses several times the same sbox in each round (such
as AES). The goal is not to create a security by obscurity solution. Indeed, the
masks min and mout can be disclosed (i.e. made public) without compromising
the countermeasure3. The randomness that characterizes the masking scheme
will result from the choice of the sbox for each computation. Let us take the
example of a hardware implementation of AES that computes one round per

3 This is a usual assumption in masking. Let us take the example of the first-order
additive Boolean masking. The domain of definition of the masks is public: it is the
whole F

n

2 . However, the choice of a mask associated for one encryption is private.
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clock cycle. Sixteen masked S[i] sboxes, i ∈ J0, 15K, must be available in parallel.
We assume that the masks min[i] and mout[i] satisfy this chaining relationship:
∀i ∈ J0, 15K,mout[i] = min[i+1 mod 16]. Then the computation of an AES-128
can start by drawing a random number r ∈ J0, 15K; the algorithm then invokes
S[j + k mod 16] to compute the sbox of byte j ∈ J0, 16K of the state at round
k ∈ J0, 9K. Because of the chaining property, the linear parts of AES in-between
the sboxes are consistently masked and demasked with the same mask. This
ensures the correctness of the AES encryption implemented with the rotating
sboxes countermeasures.

The overhead of the countermeasure is directly linked to the number of
masks4. Indeed, more masks mean more memory to store the masked tables.
Also, the more tables, the more multiplexing logic to access them, which in-
creases the critical path in a hardware implementation. Thus, in the sequel, we
endeavour to reduce the number of masks, while nonetheless keeping an accept-
able security level.

2.2 Modelization

Hardware implementations of AES are preferably attacked on the last round.
Indeed, it is possible to guess one byte, noted y of the round 9 from one byte
of the ciphertext x simply by guessing one byte of the last round key, because
there is no MixColumns operation in the last round. The leakage is a function
of the distance between y and x, i.e. x ⊕ y [25]. Now, when the rotating tables
countermeasure is applied, the value y is actually replaced by y ⊕m, where m
is one of the 16 mask values. The sensitive variable is the value x⊕ y, noted z.
In a view to introduce statistical notions, we denote by capital letters (Z and
M) the random variables and by small letters (z and m) their realizations. The
leakage function thus has the form:

L(Z,M) = L (Z ⊕M) . (1)

In this expression, Z and M are n-bit vectors, i.e. live in F
n
2 . Notice that if the

leakage was, at least partially, in values (as opposed to distances), then the model
of Eqn. (1) would still hold; instead of having Z represent the distance between
Y and X, it simply represent Y , that has the same uniform distribution. Thus,
the countermeasure protects at the same time between attacks that target the
sensitive variable or its distance. This feature is very interesting in practice, be-
cause it seems that both leaking modalities coexist in some devices, as illustrated
for instance in [15]. The leakage function L : Fn

2 → R depends on the hardware.
In a conservative perspective, L is assumed to be bijective. This choice is the
most favorable to the attacker, and is thus considered in the leakage estimation.
Now, in practice, the leakage functions are not bijective. The canonical example

4 Notice that in the rest of the article, we have only one masking variable, that takes
few values. We sometimes refer to them as the “number of masks”; we attract the
reader’s attention on the fact this expression shall not be confused with “multi-
masks” countermeasures, also known as “high-order” masking schemes.
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is that of the Hamming weight leakage, where each bit of Z ⊕M dissipate the
same. Let us denote by xi the component i ∈ J1, nK of x ∈ F

n
2 . The Hamming

weight of x is expressed as HW[x] =
∑n

i=1 xi. The countermeasure demands that
the leakage L be as close as possible to the Hamming weight. Indeed, it is the
indiscernibility of the bits of Z that allows to reduce the entropy of the masking.

We underline that this section was not meant to introduce a new counter-
measure (the rotating sboxes). Indeed, this pragmatic countermeasure is already
well known and adopted in the industry [9,16]. We simply wished to provide the
reader with a pedagogical introduction to the leakage function of Eqn. (1). This
function will now be studied formally, as per the guidelines presented in [24].
More precisely, we employ:

– The mutual information between the L(Z,M) and the sensitive variable Z
with L bijective as a leakage metric. This quantity is noted I[L(Z,M);Z] —
basic definitions of information theory applied to SCAs can be found in [24]
— and referred to as “mutual information as a metric” (MIM [27]). We
recall that a leakage metric points out vulnerabilities, that could in practice
happen not be exploited by an attacker.

– Security metrics to quantify the easiness to actually turn a leakage into a
successful attack. In this case, we will focus on L = HW. First of all, the
optimal correlation between HW[Z ⊕M ] and Z is considered a metric. It is
traditionally called the (first-order) correlation power analysis, or CPA [4].
But CPA can be defeated easily with only two mask values. Therefore it is
important to consider higher-order CPA (HO-CPA), and notably the second-
order CPA, also abridged 2O-CPA [29]. However, CPA and 2O-CPA exploit
only the first two moments of the distribution of L(Z,M). Therefore, we also
use a second security metric, namely the mutual information. It is known
in the literature as MIA [3]. Security-wise, our goal is to minimize the first-
and second-order correlation coefficients and the MIA.

3 Information Theoretic Evaluation of the
Countermeasure

The specificity of this study is to consider masks M that are not completely
entropic. Thus, the probability P[M = m] depends on m. Our target is to restrict
to a relevant subset of the masks uniformly, that is every mask is used with the
same probability. We call M ⊆ F

n
2 the set of masks actually used. Thus:

P[M = m] =

{

1/Card[M] if m ∈ M, and
0 otherwise.

We also write this probability law M ∼ U(M). From an information theoretic
point of view, we can characterize the entropy of M . By definition, H[M ] =
−
∑

m∈M
1

Card[M] log2
1

Card[M] = log2 Card[M] bit. The minimal number of masks

is 1, which corresponds to the absence of countermeasure (take M = 0 in
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Eqn. (1)). At the opposite, when all the 2n masks are used, the countermea-
sure is optimal.

Eventually, we assume that the attacker does not conduct a chosen message
attack, i.e. Z ∼ U(Fn

2 ). We notice that even if the attacker cannot actually choose
the messages, she has nonetheless the possibility to discard some messages so as
to artificially bias the side-channel attack. But a priori, the attacker does not
know which plaintext Z to favor. A biased side-channel attack has been detailed
in [11,28]. However, this attack is adaptative, and thus requires that a breach
be already found. Nonetheless, in our context, we target the protection of the
secret at the early stages of the attack; the attacker still does not have any clue
about the most likely hypotheses for the secret. This hypothesis is called the
non-adaptive known plaintext model in [24].

Whatever the actual leakage function L , I[L (Z⊕M);Z] = 0 if H[M ] = n bit
(or equivalently, if M ∼ U(Fn

2 )). So with all the masks, the countermeasure is
perfect.

If L is bijective (e.g. L = Id), then I[L (Z⊕M);Z] = n−H[M ]. This results
directly from the observation that:

– H[L (Z ⊕M)] = H[L (Z)] = n bit, since Z ∼ U(Fn
2 ), and

– H[L (Z ⊕M) | Z] = H[M ] bit because Z and M are independent.

We notice that this quantity is independent of the exact M, provided Card[M] is
fixed. This means that degrading the countermeasure (i.e. choosing Card[M] <
2n) introduces a vulnerability, while decreasing the cost.

Now, it can checked to which extent this vulnerability is exploitable, con-
sidering a realistic leakage function. Specifically, it can be shown that if L is
not injective, then the MIA metric I[L (Z ⊕M);Z] depends on M. Appendix A
provides an example. More precisely, when M as two (complementary) elements,
then the MIA is independent of M (refer to appendix B). But when M is made
up of strictly more than two masks, the MIA depends on M. For example, on
n = 8 bits, with L = HW,

– I[L (Z ⊕M);Z] = 1.42701 bit if M = {0x00, 0x0f, 0xf0, 0xff}, but
– I[L (Z ⊕M);Z] = 0.73733 bit if M = {0x00, 0x01, 0xfe, 0xff}.

Thus, it is relevant to search for mask sets, at a constant budget (i.e. for a
given Card[M]), that minimize the mutual information I[HW[Z⊕M ];Z]. Nonethe-
less, without a method, it is not obvious to conduct a reasoned search. Indeed,
the default solution is to draw at random one mask set M and to compute
I[HW[Z ⊕ M ];Z]. It is immediate to see that such method will indeed provide
solutions harder to attack using MIA than the others, but that will maybe fail
in front of other less sophisticated attacks. Typically, M sets only constrained
by their cardinality are likely to yield functions trivially attackable by CPA. We
therefore propose the following method:

– First mask sets M that resist first- and second-order correlation attacks
(i.e. CPA and 2O-CPA, the easiest attacks against single-masked counter-
measures) are found. This is the topic of Sec. 4.
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– Then, amongst these solutions, those minimizing the risk of MIA are se-
lected. Section 5 specifically analyses this point (already quickly discussed
in Sec. 4.5).

Another argument to focus primarily on CPA and 2O-CPA is that they require
in practice less side-channel measurements to succeed the attack than MIA. In-
deed, MIA, as well all other information theoretic-based attacks (e.g. template
attacks [6] and stochastic attacks [20]), need to estimate conditional probability
functions, which needs many traces [8]. Also, from the certification standpoint,
the common criteria [1] demand that the implemented countermeasures resist
“state-of-the-art” attacks [2]. Now, CPA and 2O-CPA are much more studied
in the information technology security evaluation facilities (ITSEFs) than infor-
mation theoretic attacks.

4 Security against CPA and 2O-CPA

The average of the leakage function given in Eqn. (1) depends on L : Fn
2 →

R. As already mentioned, to conduct exact computations and to match with
realistic leakage functions observed in practice, we opt for the Hamming weight
(L = HW). Thus the average of leakage function, noted EL(Z,M), is equal to:

E HW[Z ⊕M ] =
1

Card[M]

∑

m∈M

1

2n

∑

z∈F
n

2

HW[z ⊕m] =
1

Card[M]

∑

m∈M

n

2
=

n

2
.

(2)

Against HO-CPA of order d > 1, the most powerful attacker correlates her
guesses about the sensitive variable with the optimal function [18] defined as:

f
(d)
opt(z)

.
= E

(

(L(Z,M)− EL(Z,M))
d
| Z = z

)

= E

(

(

HW[Z ⊕M ]−
n

2

)d

| Z = z

)

=
1

Card[M]

∑

m∈M

(

−1

2

n
∑

i=1

(−1)
(z⊕m)i

)d

, (3)

because if b ∈ {0, 1}, then b − 1
2 = − 1

2 (−1)
b
. Recall that the rotating tables

countermeasure uses only one mask variable M , and thus leaks at only one date
(i.e. for a given timing sample). In this context, HO-CPA consists in studying
the linear dependency between the d-th moments of the leakage classes and the

optimal function f
(d)
opt(z) of the sensitive variable z.

For the designer of the countermeasure, the objective is to make Eqn. (3)
independent of z. There is always a solution that consists in choosing M = F

n
2 .

Nonetheless, with Card[M] < 2n, the existence of solutions is a priori not trivial.

In this case, if is impossible to find masks that keep f
(d)
opt(z) (defined in Eqn. (3))
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independent from z, the secondary goal is to minimize the correlation coefficient:

ρ
(d)
opt

.
=

Var

(

f
(d)
opt(Z)

)

Var

(

(L(Z,M)− EL(Z,M))
d
) =

Var

(

E

(

(

HW[Z ⊕M ]− n
2

)d
| Z
))

Var

(

(

HW[Z ⊕M ]− n
2

)d
) .

(4)
In this equation, Var represents the variance operator, defined on a random
variable X as Var(X)

.
= E (X − EX)

2
.

In the two next subsections 4.1 and 4.2, the analytical expression of Eqn. (4)
is derived. Then these expressions are unified in subsection 4.3 by replacing the
notion of subsetM by an indicator function f . The sets of masks that completely
allow to deny CPA and 2O-CPA are given exhaustively in subsection 4.4 for
n = 4 and in subsection 4.5 for n = 5.

4.1 Resistance against First-Order Correlation Attacks

As shown in appendix C.1, when d = 1, Eqn. (4) is equal to:

ρ
(1)
opt =

1

n

n
∑

i=1

(

1

Card[M]

∑

m∈M

(−1)mi

)2

. (5)

This correlation ρ
(1)
opt can be equal to zero if and only if (iff), for all i ∈ J1, nK,

EMi = 1/2. This means that the masks are balanced. It is possible to find such
masks iff Card[M] is a multiple of two. A construction consists in building a
set of masks by adding a new mask and its complement. Conversely, in a set
containing an odd number of different masks, it is impossible to as many ones as
zeros for any component. For instance, we illustrate how to generate balanced
sets of masks in the case n = 4 in Tab. 1.

A trivial example consists in taking two masks, m and ¬m (such as 0x00

and 0xff on n = 8 bits). This is sufficient to thwart first-order attacks. At the
opposite, without mask (M is equal to the singleton {0x00}) or with a single
mask (M = {m}, whatever m ∈ F

n
2 ), the correlation coefficient reaches its

maximum (i.e. +1, because Eqn. (4) considers a correlation in absolute value).

4.2 Resistance against Second-Order Correlation Attacks

As shown in appendix C.2, when d = 2, Eqn. (4) is equal to:

ρ
(2)
opt =

1

n(n− 1)





1

Card[M]2

∑

(m,m′)∈M2

(

n
∑

i=1

(−1)(m⊕m′)i

)2

− n



 . (6)

As an illustration, we show in Tab. 2 the optimal correlation coefficients of
order 1 and 2 for the masks sets of Tab. 1 (n = 4 bit). We have added a column
(the last one), for L = Id; also, in the last row, we have included a constant
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Table 1. Mask sets M that make the masking countermeasure immune to first order
CPA. The masks go by pair, symmetrically with the middle of the table.

Card[M] = 24 Card[M] = 23 Card[M] = 22 Card[M] = 21

M

0000 0000 0000 0000

0001

0010

0011 0011 0011

0100 0100

0101

0110

0111 0111

1000 1000

1001

1010

1011 1011

1100 1100 1100

1101

1110

1111 1111 1111 1111

masking (unprotected implementation), which serves as a reference. In this table,
we see a simple law: the more entropy, the less leakage in HW and Id. But this is
specific to the example of M taken here. In Sect. 4.4, we will see the relationship
is not that trivial. Especially, it is clear that the heuristic construction of Tab. 1
is not resistance against second-order attacks.

Table 2. Security metrics for the masks sets of Tab. 1 and the singleton.

Card[M] H[M ] ρ
(1)
opt ρ

(2)
opt I[HW[Z ⊕M ];Z] I[Z ⊕M ;Z]

24 4 0 0 0 0

23 3 0 0.166667 0.15564 1

22 2 0 0.333333 1.15564 2

21 1 0 1 1.40564 3

20 0 1 1 2.03064 4
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4.3 Expression of ρ
(1,2)
opt as a Function of an Indicator f

The expressions of ρ
(1)
opt and ρ

(2)
opt (altogether referred to as ρ

(1,2)
opt ) defined in

Eqn. (5) and (6) lay a mathematical ground to search for suitable M. Nonethe-
less, these equations remain at the set-theory level. To simplify the problem,
we introduce the Boolean function f : Fn

2 → F2, defined as: ∀m ∈ F
n
2 , f(m) =

1 ⇔ m ∈ M. Then, we can simply replace “
∑

m∈M” by “
∑

m∈F
n

2

f(m)” in the

equations previously established.
The Fourier transform f̂ : Fn

2 → Z of the Boolean function f : Fn
2 → F2 is

defined as ∀a ∈ F
n
2 , f̂(a)

.
=
∑

m∈F
n

2

f(m)(−1)a·m. It allows for instance to write

Card[M] =
∑

m∈M 1 =
∑

m∈F
n

2

f(m) = f̂(0). Recall Card[M] ∈ J1, 2nK, hence

f̂(0) > 0.
Then Eqn. (5) rewrites:

ρ
(1)
opt =

1

n

n
∑

i=1

(

f̂(ei)

f̂(0)

)2

, (7)

where ei are the canonical basis vectors (0, · · · , 0, 1, 0, · · · , 0), the unique 1 laying
at position i.

Also, Eqn. (6) rewrites:

ρ
(2)
opt =

1

n(n− 1)

∑

(i,i′)∈J1,nK2





(

f̂(ei ⊕ ei′)

f̂(0)

)2

− n





=
1

n(n− 1)

∑

(i,i′)∈J1,nK2

i6=i′

(

f̂(ei ⊕ ei′)

f̂(0)

)2

. (8)

Thus, the rotating tables countermeasure resists:

1. first-order attacks iff ∀a, HW[a] = 1 ⇒ f̂(a) = 0;

2. first- and second-order attacks iff ∀a, 1 6 HW[a] 6 2 ⇒ f̂(a) = 0.

As a sanity check, we can verify that these properties hold when all the 2n

masks are used, i.e. when f is constant (and furthermore equal to 1). Indeed,

in this case, f̂(a) =
∑

m f(m)(−1)a·m =
∑

m(−1)a·m = 2nδ(a), where δ is the
Kronecker symbol.

Now, we notice that for Boolean functions, the notions of Fourier and Walsh
transforms are very alike. Indeed,

∀a 6= 0, f̂(a) =
∑

m f(a)(−1)a·m =
∑

m(−1)a·m 1
2

(

1− (−1)f(m)
)

= − 1
2
÷(−1)f (a) .

Therefore, the previous conditions are equivalent to saying the following: the

countermeasure resists d ∈ {1, 2} order CPA iff ∀a, HW[a] 6 d ⇒÷(−1)f (a) = 0.
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We insist that this characterization is not equivalent to saying that f is d-
resilient (defined in [5, page 45]). Indeed, a resilient function is balanced, which
is explicitly not the case of f . Therefore, we study in the sequel a new kind of
Boolean functions, that have everything in common with resilient functions but
the balancedness of the plain function. The corollary is that, to the authors’
best knowledge, no known construction method exists for this type of functions.
Nonetheless, it is interesting to get an intuition about what characterizes a good
resilient function. In [5, §7.1, page 95], it is explained that the highest degree
of resiliency of a f : F

n
2 → F2 is n − 2. This maximum is reached by affine

functions (functions of unitary algebraic degree). Nonetheless, in our case, affine
functions are not the best choice, because they are balanced. This means that
the cardinality of their support (i.e. Card[M]) is 2n−1, which is large. Therefore,
we will be interested, whenever possible, by non-affine functions f of algebraic
degree strictly greater than one (noted d◦alg(f) > 1).

4.4 Functions f : F4
2 → F2 that Cancel ρ

(1,2)
opt

For n = 4, all the sets M can be tested. The table 3 reports all the functions

f that cancel ρ
(1)
opt and ρ

(2)
opt. In this table, the truth-table of f , given in the first

column, is encoded in hexadecimal. We note HW[f ] the number of ones in the
truth-table, and recall that HW[f ] = Card[M]. Columns 4, 5 and 6 are security
metrics, whereas column 7 is the leakage metric (MIM). There are non-trivial
solutions only for Card[M] equal to half of the complete mask set cardinal. The
MIA (column 6) shows two values: 0.219361 and 1 bit. Those values shall be
contrasted with the MIA:

– without countermeasure (Card[M] = 1): MIA = 2.19819 bit and
– with two complementary masks (Card[M] = 2, which thwarts CPA but not

2O-CPA): MIA = 1.1981 bit (refer to appendix B).

Thus the countermeasure resists better correlation and information theoretic
attacks, at the expense of more masks. Indeed, apart from f = 1, all the solutions
are affine (d◦alg(f) = 1), and thus have a Hamming weight of 2n−1 = 8 ≫ 2.

In this table, some functions belong to equivalent classes. Namely, two of
them can be identified:

– the permutations of the bits (because the summations over i in Eqn. (7) or
i, i′ in Eqn. (8) is invariant in any change of the bits order), and

– the complementation. Indeed,”¬f(a) =
∑

m∈F
n

2

¬f(m)(−1)a·m =
∑

m∈F
n

2

(1−

f(m))(−1)a·m = 2nδ(a) − f̂(a). Now, in Eqn. (7) and (8), a 6= 0 and f̂ is

involved squared. Thus ρ
(1,2)
opt (¬f) = ρ

(1,2)
opt (f).

The same can be said for the mutual information. This lemma is useful:

Lemma 1. Let A and B be two random variables and φ a bijection;

then I[A;φ(B)] = I[A;B].
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Table 3. All the functions f : F4
2 → F2 that cancel ρ

(1,2)
opt .

f HW[f ] H[M ] ρ
(1)
opt ρ

(2)
opt I[HW[Z ⊕M ];Z] I[Z ⊕M ;Z] d◦alg(f)

0x3cc3 8 3 0 0 0.219361 1 1

0x5aa5 8 3 0 0 0.219361 1 1

0x6699 8 3 0 0 0.219361 1 1

0x6969 8 3 0 0 0.219361 1 1

0x6996 8 3 0 0 1 1 1

0x9669 8 3 0 0 1 1 1

0x9696 8 3 0 0 0.219361 1 1

0x9966 8 3 0 0 0.219361 1 1

0xa55a 8 3 0 0 0.219361 1 1

0xc33c 8 3 0 0 0.219361 1 1

0xffff 16 4 0 0 0 0 0

This equality is obtained simply by writing the definition of the mutual infor-
mation as a function of the probabilities, and by doing a variable change. Then:

– Let us call σ a permutation of J1, nK. This function is a bijection, and its
inverse is also a permutation. The Hamming weight is invariant if σ is applied
on its input (i.e. HW = HW ◦ σ). Hence HW[Z ⊕ σ(M)] = HW[σ−1(Z ⊕
σ(M))] = HW[σ−1(Z) ⊕ M ] (because σ is furthermore linear with respect
to the addition). Let us note Z ′ = σ−1(Z), a random variable that is also
uniform. Thus, I[HW[Z ⊕ σ(M)];Z] = I[HW[Z ′ ⊕M ];σ(Z ′)]. By considering
φ = σ, we prove that I[HW[Z ⊕ σ(M)];Z] = I[HW[Z ′ ⊕M ];Z ′] = I[HW[Z ⊕
M ];Z], because Z and Z ′ have the same probability density function.

– Regarding the complementation, it is straightforward to note that HW[Z ⊕
¬M ] = HW[¬(Z ⊕M)] = n−HW[Z ⊕M ]. By considering φ : x 7→ n−x, we
also have the invariance of the mutual information by the complementation
of the mask.

So, there are eventually only three classes of functions listed in Tab. 3, modulo
the two abovementioned equivalence classes. They are summarized below:

1. f(x1, x2, x3, x4) =
⊕

i∈I⊆J1,4K
Card[I]=3

xi, (aka 0x3cc3, 0x5aa5, 0x6699, 0x6969)

or complemented (aka 0x9696, 0x9966, 0xa55a, 0xc33c); According to the
criteria stated at the end of Sec. 3, those functions are the best solutions for
n = 4.

2. f(x1, x2, x3, x4) =
⊕4

i=1 xi (aka 0x6996) or f(x1, x2, x3, x4) = 1 ⊕
⊕4

i=1 xi

(aka 0x9669), that have no advantage over the previous solutions, because
they leak more;

3. the constant function f = 1 (aka 0xffff).

12



To resist first-order attacks, the masks set can be partitioned in two com-
plementary sets; this means that there exists M̃, a subset of M, such that:
M = M̃ ⊔ ¬M̃, where ¬M̃

.
= {¬m,m ∈ M} and “⊔” is the disjoint union op-

erator5. Incidentally, we notice that this is not a mandatory property. Typically,
this property is not verified any longer at order 2. For instance, in the solution
f = 0x3cc3, 0x0 ∈ M but ¬0x0 = 0xf 6∈ M.

In conclusion, when n = 4 and the designer cannot afford using all the 16
masks, then with 8 masks, the rotating tables countermeasure is able to resist
CPA, 2O-CPA and leak the minimal value of 0.219361 bit (about ten times less
than the unprotected implementation, for which the MIA is 2.19819 bit).

4.5 Functions f : F5
2 → F2 that Cancel ρ

(1,2)
opt

For n = 5, all the subsets M of F5
2 (232 of them, it is the maximum achievable

on a personal computer, as precised in [5, page 6]) have been tested. There

are 1057 functions that cancel ρ
(1,2)
opt . The lowest value for HW[f ] is 8. There

are 60 functions of weight 8, but only three classes modulo the invariants. The
functions, sorted regarding their properties, are shown in Tab. 4. As opposed to
the case n = 4, there are non-affine solutions. In this table, only the number of
equivalent classes is given. For a list of all functions, refer to appendix D.1.

Table 4. Summary of the security metrics of f : F5
2 → F2 that cancel ρ

(1,2)
opt .

Nb. classes HW[f ] H[M ] ρ
(1)
opt ρ

(2)
opt I[HW[Z ⊕M ];Z] I[Z ⊕M ;Z] d◦alg(f)

3 8 3 0 0 0.32319 2 2

4 12 3.58496 0 0 0.18595 1.41504 3

2 16 4 0 0 0.08973 1 1

2 16 4 0 0 0.08973 1 2

4 16 4 0 0 0.12864 1 2

2 16 4 0 0 0.16755 1 1

4 16 4 0 0 0.26855 1 2

6 16 4 0 0 0.32495 1 2

1 16 4 0 0 1 1 1

4 20 4.32193 0 0 0.07349 0.67807 3

3 24 4.58496 0 0 0.04300 0.41504 2

1 32 5 0 0 0 0 0

The greater H[M ], the smaller the mutual information with L = HW in
general, but for some remarkable solutions (e.g. there is one MIA = I[HW[Z ⊕

5 Let A and B be two sets, then the set C = A ⊔B is equal to A ∪B if A ∩B = ∅.
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M ];Z] = 1 of algebraic degree 1 for HW[f ] = 16). Also, it is worth noting that for
a given budget (e.g. 16 masks) and security requirement (resistance against CPA
and 2O-CPA), some solutions are better than the others against MIA. Indeed,
the leaked information in Hamming weight model spans from 0.0897338 bit to
1 bit.

5 Exploring More Solutions Using SAT-Solvers

In order to explore problems of greater complexity, SAT-solver are indicated
tools. We model f as a set of 2n Boolean unknowns. The problem consists in
finding f such that ∀a, 1 6 HW[a] 6 2, f̂(a) = 0, for a given Card[M] = f̂(0). A
SAT-solver either:

– proves that there is no solution, or
– proves that a solution exists, and provides for (at least) one.

We notice that a SAT-solver may not terminate on certain instances of large
exploration space; this has not been an issue in the work we report here. In this
section, we first explain how our problem can be fed into a SAT-solver. Then, we
use a SAT-solver in the case n = 8, relevant for AES. We look for low Card[M]
solutions, and for a given Card[M], for the solutions of minimal MIA.

5.1 Mapping of the Problem into a SAT-Solver

Knowing that Card[M] = f̂(0), the problem ρ
(1,2)
opt (f) = 0 rewrites:

∀a, 1 6 HW[a] 6 2,
∑

x

f(x)(−1)a·x = 0 ⇔

∀a, 1 6 HW[a] 6 2,
∑

x

f(x) ∧ (a · x) =
1

2

∑

x

f(x) =
1

2
Card[M] . (9)

A SAT-solver verifies the validity of clauses, usually expressed in conjunctive
normal form (CNF). We note f as of 2n literals noted fx = f(x). This yields the
problem:





∑

x∈F
n

2

fx = Card[M]



 ∧
∧

a∈F
n

2
, s.t.

16HW[a]62





∑

x∈F
n

2

fx ∧ (a · x) =
1

2
Card[M]



 .

It is known that cardinality constraints can be formulated compactly thanks to
Boolean clauses. More precisely, any condition “6 k(f1, · · · , fn)”, for 0 6 k 6 n,
can be expressed in terms of CNF clauses [21]. We note that:

HW[x] 6 k ⇔ n− HW[¬x] 6 k ⇔ HW[¬x] > n− k .
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As a consequence, satisfying the condition “> k(x1, · · · , xn)” is equivalent to
satisfying the condition “6 {n− k} (¬x1, · · · ,¬xn)”. Thus, testing the equality
of a Hamming to 1

2Card[M] can be achieved by the conjunction of two clauses:

6

{

1

2
Card[M]

}

(x1, · · · , xn) and 6

{

n−
1

2
Card[M]

}

(¬x1, · · · ,¬xn) .

The n = 8, the number of useful literals, {f(x), x ∈ F
n
2}, is 28. However,

the constraints Card[M] = f̂(0) and ρ
(1,2)
opt (f) = 0 (see Eqn. (9)) introduce

1,105,664 auxiliary variables and translate into 2,219,646 clauses, irrespective of
Card[M] ∈ N

∗.

5.2 Existence of Low Hamming Weight Solutions for n = 8

The software cryptominisat [22,23] is used to search for solutions. The problem
is tested for all the Card[M] from 2 to 2n, by steps of 2, as independent problems.
Each problem requires a few hours to be solved. Impressively low Hamming
weight solutions are found. The table 5 represents some of them. There are
solutions only for Card[M] ∈ {4 × κ, κ ∈ J3, 61K ∪ {64}}. Also, the mutual
information with a Hamming weight leakage as a function of H[M ] is plotted in
Fig. 1. These values are low when compared to:

– MIA = 2.5442 bit without masking (Card[M] = 1) and
– MIA = 1.8176 bit with a mask random variable that takes two complemen-

tary values (Card[M] = 2).

Those MIA figures are computed in appendix B, and concern countermeasures
that do not protect against 2O-DPA. The table 5 basically indicates that the
margin gain in MIA resistance decreases when the cost of the countermeasures,
proportional to HW[f ], increases.

5.3 Exploration of Solutions for n = 8 and a Fixed Card[M]

There are nonequivalent solutions for a same Card[M]. Various seeds of the
SAT-solver are needed to discover these solutions. The appendix D.2 gives some
nonequivalent solutions for the minimal value Card[M] = 12, and details the
truth-table of one solution. We note that all the solutions found by the SAT-
solver for Card[M] = 12 have the same MIA value: 0.387582 bit. The same
section in the appendix shows that for Card[M] = 16, various MIA values exist.
The SAT-solver has notably came across, from best to worst: 0.181675, 0.213996,
0.215616, 0.216782, 0.219567, 0.220733, 0.246318, 0.249556, 0.251888, 0.253508,
0.254674, 0.257459, 0.388196, 0.434113, 1.074880 and 1.074950. We insist that
with the SAT-solver, we find some solutions, but we cannot easily classify them.
Thus we are unsure we have indeed found the best one. Nonetheless, it is already
of great practical importance to exhibit some solutions.
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Table 5. Metrics for one f : F8
2 → F2 (per support cardinality) that cancels ρ

(1,2)
opt ,

found by a SAT-solver.

HW[f ] H[M ] ρ
(1)
opt ρ

(2)
opt I[HW[Z ⊕M ];Z] I[Z ⊕M ;Z] d◦alg(f)

12 3.58496 0 0 0.387582 4.41504 6

16 4 0 0 0.219567 4 5

20 4.32193 0 0 0.228925 3.67807 6

24 4.58496 0 0 0.235559 3.41504 5

28 4.80735 0 0 0.144147 3.19265 6

32 5 0 0 0.135458 3 5

36 5.16993 0 0 0.090575 2.83007 6

40 5.32193 0 0 0.078709 2.67807 5

44 5.45943 0 0 0.067960 2.54057 6

48 5.58496 0 0 0.060515 2.41504 5

52 5.70044 0 0 0.092676 2.29956 6

56 5.80735 0 0 0.054936 2.19265 5

60 5.90689 0 0 0.049069 2.09311 6

64 6 0 0 0.035394 2 2

68 6.08746 0 0 0.042374 1.91254 6

72 6.16993 0 0 0.036133 1.83007 5

76 6.24793 0 0 0.034194 1.75207 6

80 6.32193 0 0 0.031568 1.67807 5

84 6.39232 0 0 0.030072 1.60768 6

88 6.45943 0 0 0.026941 1.54057 5

92 6.52356 0 0 0.027042 1.47644 6

96 6.58496 0 0 0.022992 1.41504 5

100 6.64386 0 0 0.024316 1.35614 6

104 6.70044 0 0 0.022257 1.29956 5

108 6.75489 0 0 0.021458 1.24511 6

112 6.80735 0 0 0.019972 1.19265 4

116 6.85798 0 0 0.020481 1.14202 6

120 6.90689 0 0 0.018051 1.09311 5

124 6.9542 0 0 0.018397 1.0458 6

128 7 0 0 0.015095 1 1
...

...
...

...
...

...
...
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Fig. 1. Mutual information of the leakage in Hamming weight with the sensitive vari-
able Z, for one solution on n = 8 bit that cancels ρ

(1,2)
opt found by the SAT-solver.

6 Conclusions and Perspectives

Masking is a pro-active countermeasure against side-channel attacks. It implies
adequately extra random variables amidst the computation in order to remove
dependencies between the leakage of computation and guesses of internal sen-
sitive values by a prospective attacker. Based on a representative first-order
leakage model, this article explores the connections between the mask entropy
and the best achievable security. If the implementation leaks its data values, then
the leakage increases in proportion of the mask entropy reduction. Nonetheless,
in practice, the implementation leaks a non-bijective value of its internal vari-
ables, such as the sum of their n bits. In this case, we show that the leakage is
never null when limiting to a subset of few mask values amongst the 2n possible.
Furthermore, higher-order attacks can defeat this protection even if the mask
losses as little as 1 single bit of entropy. Thus, we explore other mask entropy vs

security tradeoffs. Our methodology is to demand resistance against CPA and
2O-CPA, and to minimize the leakage.

The criteria for masks selection has been formalized as a condition on the
Walsh transform of an indicator function. This criteria has been used heuristi-
cally in a SAT-solver, but we expect that constructive methods based on the
Boolean theory, for all n, can be invented. We exhibit the best solutions for
n = 4 and n = 5, and prove the existence of varied values of mutual information
for some masks cardinality for n = 8 (thanks to the SAT-solver). We notably
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show that amongst the masks subsets that allow for a resistance at orders 1
and 2 against CPA, some are less sensitive to MIA than others, especially for
Card[M] = 16. Therefore, there is a real opportunity for the designer to reduce
the cost of the countermeasure in a reasoned way. The CM remains provably
efficient even if M is made public. We insist that, at first sight, it can seem very
audacious to mask an eight bit sensitive data with only four bits of mask. But
it is indeed possible due to the high non-injectivity of the HW function, that
maps 256 values into only 9.

Controlling the overhead in terms of resources is an enabler for masking
technologies. Some countermeasures are expensive and our proposed tradeoff
definitely shows that it is possible to quantify the security loss when one down-
grades a countermeasure. As a perspective, we note that to further save area
and speed, instead of storing the sboxes in RAM and selecting them randomly,
we could take advantage of the dynamic partial reconfiguration of modern FP-
GAs to do so [14]. The idea is that even if computed at full throughput, the
attacker does not have enough time to collect enough traces with a consistent
set of sboxes to succeed an attack. This assumption is the same as those used
for the resilient “leakage-proof” countermeasures [10].
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A If L is not injective, then I[L (Z ⊕ M);Z] depends on
M, where Z ∼ U(Fn

2
) and M ∼ U(M)

This property is exemplified in the following case-study, where n = 2, Card[M] =
2 and L is defined in Tab. 6. This leakage function is not meant to be realistic:
it is simply an example to illustrate how computations unfold. Let us define
Y

.
= Z ⊕M . Then Y ∼ U(Fn

2 ), and the entropy of L (Y ) is equal to H[L (Z ⊕
M)] = − 1

2 log2
1
2 − 1

4 log2
1
4 − 1

4 log2
1
4 = 3

2 bit.

Table 6. Imaginary truth-table of L : F2
2 → R, used in subsections A.1 and A.2.

y L (y)

00 0

01 0

10 1

11 2

In the two next subsections A.1 and A.2, we compute I[L (Z ⊕M);Z]. We
recall that, for all random variable X and all ℓ belonging to the image of Fn

2 by
L :

P[L (Y ) = ℓ] =
∑

y∈F
n

2

P[L (Y ) = ℓ | Y = y] · P[Y = y]

=
∑

y∈F
n

2

L (y)=ℓ

P[Y = y] =
∑

y∈L −1(ℓ)

P[Y = y] .

Also, H[L (Y )] = −
∑

ℓ∈L (Fn

2
) P[L (Y ) = ℓ] log2 P[L (Y ) = ℓ].

A.1 M = {00, 01}

Some intermediate computations are detailed in Tab. 7. They allow to derive that
the mutual information I[L (Z⊕M);Z] is equal to 3

2−
(

1
4 · 0 + 1

4 · 0 + 1
4 · 1 + 1

4 · 1
)

=
1 bit.

A.2 M = {01, 10}

Some intermediate computations are detailed in Tab. 8. These results yield that
the mutual information I[L (Z⊕M);Z] is equal to 3

2−
(

1
4 · 1 + 1

4 · 1 + 1
4 · 1 + 1

4 · 1
)

=
1
2 bit. Consequently, this choice of M is better than the previous one.
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Table 7. Memento for the computation of conditional probabilities and entropies when
L is defined in Tab. 6 and M = {00, 01}.

z
P[L (z ⊕M) = ℓ]

H[L (z ⊕M)]
ℓ = 0 ℓ = 1 ℓ = 2

00 P[00] + P[01] = 1
2
+ 1

2
= 1 P[10] = 0 P[11] = 0 0

01 P[01] + P[00] = 1
2
+ 1

2
= 1 P[11] = 0 P[10] = 0 0

10 P[10] + P[11] = 0 + 0 = 0 P[00] = 1
2
P[01] = 1

2
1

11 P[11] + P[10] = 0 + 0 = 0 P[01] = 1
2
P[00] = 1

2
1

Table 8. Memento for the computation of conditional probabilities and entropies when
L is defined in Tab. 6 and M = {01, 10}.

z
P[L (z ⊕M) = ℓ]

H[L (z ⊕M)]
ℓ = 0 ℓ = 1 ℓ = 2

00 P[00] + P[01] = 0 + 1
2
= 1

2
P[10] = 1

2
P[11] = 0 1

01 P[01] + P[00] = 1
2
+ 0 = 1

2
P[11] = 0 P[10] = 1

2
1

10 P[10] + P[11] = 1
2
+ 0 = 1

2
P[00] = 0 P[01] = 1

2
1

11 P[11] + P[10] = 0 + 1
2
= 1

2
P[01] = 1

2
P[00] = 0 1

Table 9. Memento for the computation of conditional probabilities and entropies when
L = HW.

M = {00, 11} M = {01, 10}

z
P[L (z ⊕M) = ℓ]

H[L (z ⊕M)]
ℓ = 0 ℓ = 1 ℓ = 2

00 1
2

0 1
2

1

01 0 1 0 0

10 0 1 0 0

11 1
2

0 1
2

1

z
P[L (z ⊕M) = ℓ]

H[L (z ⊕M)]
ℓ = 0 ℓ = 1 ℓ = 2

00 0 1 0 0

01 1
2

0 1
2

1

10 1
2

0 1
2

1

11 0 1 0 0
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A.3 Other Case Study

If L = HW, then L (00) = 0, L (01) = L (10) = 1 and L (11) = 2. For two M,
the conditional probabilities and entropies are given in Tab. 9.

So, contrarily to the previous L , we now have with L = HW that, for both
cases, I[L (Z ⊕M);Z] = 3

2 − 1
4 (1 + 1) = 1 bit.

B Exact Calculation of H[HW[Z]] and of I[HW[Z ⊕M ];Z]
when M Takes Two Complementary Values

In general, it is not obvious to compute a mutual information generically. How-
ever, for some specific case, it is possible to get an analytical expression. In
this section, we compute the “MIA” when Card[M] = 2, and more precisely
M ∈ {m,¬m}.

First of all, the mutual information without countermeasure is equal to:

I[HW[Z];Z] = H[HW[Z]] = −
∑n

h=0
(nh)
2n log2

(nh)
2n bit, because Z is uniformly

distributed on F
n
2 .

Second, we are interested in the mutual information with the countermeasure,
i.e. I[HW[Z ⊕M ];Z] = H[HW[Z ⊕M ]] − H[HW[Z ⊕M ] | Z]. Now, the entropy
H[HW[Z ⊕ M ]] is equal to H[HW[Z]], whatever the distribution of M , because
Z ∼ U(Fn

2 ). WhenM takes complementary values, the random variable (HW[Z⊕
M ] | Z = z) takes values HW[z ⊕m] or HW[z ⊕ ¬m] = n − HW[z ⊕m]. Those
two values are different, but when HW[z ⊕ m] = n/2. When n is odd, this
cannot happen. Thus, the random variable (HW[Z ⊕ M ] | Z = z) takes two
equiprobable values, hence has unitary entropy. When n is even, for

(

n
n/2

)

values

of z amongst the 2n possible, the random variable has only one value n/2, hence
is deterministic. This property is independent on the choice for the maskm ∈ F

n
2 .

Therefore, I[HW[Z ⊕M ];Z] = I[HW[Z];Z]− 1 + δ(n mod 2)×
(

n
n/2

)

/2n.

So, to summarize, when masking with two complementary masks, the leaked
information in Hamming weight is reduced by:

– exactly one bit if n is odd, but

– less than one bit if n is even. This case is unfavorable, because of an indis-
cernibility property that makes the mask useless in some configurations.

The values of the MIA without and with countermeasure are given in Fig. 2.

C Derivation of Eqn. (5) and (6)

The Eqn. (4) for d = 1 and 2 is calculated thanks to an alternative form of the

variance: Var(X) = EX2 − (EX)
2
. Also, in the two following subsections C.1

and C.2, we abridge “
∑

x∈F
n

2

”, “
∑

m∈M” and “
∑

i∈J1,nK” simply by “
∑

x”,

“
∑

m”, “
∑

i”, respectively.
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Fig. 2. Mutual information (exploitable by an MIA) without the masking and with
masking when M takes two random complementary values with equal probability.

C.1 Derivation of Eqn. (5)

To compute the denominator of Eqn. (4), we need to estimate:

– E
−1
2

∑

i (−1)
(Z⊕M)i = 0 (by summation over z ∈ F

n
2 ) and

– E

(

−1
2

∑

i (−1)
(Z⊕M)i

)2

.

This latter equation writes:

1

Card[M]

∑

m

1

2n

∑

z

1

22

(

n
∑

i=1

(−1)(z⊕m)i

)2

=
1

2nCard[M]

∑

m

1

22

∑

i0,i1

∑

z

(−1)
(z⊕m)i0⊕(z⊕m)i1

=
1

2nCard[M]

∑

m

1

22

∑

i0,i1

2nδ(i0 − i1)
// Recall that δ is the
// Kronecker symbol.

=
1

2nCard[M]

∑

m

1

22
n2n =

n

4
. (10)

Now, the numerator of Eqn. (4) involves on the one hand:

E

(

−1

2

∑

i

(−1)(Z⊕M)i

)1

=
−1

2 · 2n · Card[M]

∑

m

∑

i

(

∑

z

(−1)(z⊕m)i

)

= 0 ,
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and on the other hand:

E



E





(

−1

2

∑

i

(−1)(Z⊕M)i

)d=1

| Z









2

=
1

222nCard[M]2

∑

m0,m1

∑

i0,i1

∑

z

(−1)(z⊕m0)i0⊕(z⊕m1)i1

=
1

2n+2Card[M]2

∑

m0,m1

∑

i

2n(−1)(m0⊕m1)i

=
1

22

∑

i

(

1

Card[M]

∑

m

(−1)mi

)2

.

Consequently, we obtain the expression announced in Eqn. (5):

ρ
(1)
opt =

1

n

n
∑

i=1

(

1

Card[M]

∑

m∈M

(−1)mi

)2

.

C.2 Derivation of Eqn. (6)

The denominator of Eqn. (4), in the case d = 2, requires the computation

of E
(

−1
2

∑

i (−1)
(Z⊕M)i

)2

. It has already been computed in the previous sec-

tion 4.1 in Eqn. (10). Its value is n/4. The second value required for the denom-

inator is: 1
2nCard[M]

∑

m
1
24

∑

z

(
∑

i(−1)(z⊕m)i
)4
. This expression is proportional

to:

∑

m

∑

z

(

n
∑

i=1

(−1)(z⊕m)i

)4

=
∑

m

∑

i0,i1,
i2,i3

∑

z

(−1)
(z⊕m)i0⊕(z⊕m)i1⊕(z⊕m)i2⊕(z⊕m)i3 . (11)

If (z⊕m)i0 ⊕(z⊕m)i1 ⊕(z⊕m)i2 ⊕(z⊕m)i3 depends on z, then the summation
over z yields zero in Eqn. (11). The cases where this expression depends on z
are enumerated below:

a) i0, i1, i2 and i3 are different: it depends on z;

b) Two indices are equal, and the other are different: it depends on z;

c) Two indices are equal and the other two are also equal: it does not depend
on z;

d) Three indices are equal and the last one is different: it depends on z;

e) The four indices are equal: it does not depend on z;
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Thus, we need to enumerate the cases where indices are equal two by two (which
include the last case of equality between all the masks). The possibilities are
shown in Fig. 3, where the identical indices are linked together. Each case hap-
pens n×(n−1) times: n times to choose the first couple, and n−1 remaining possi-
bilities for the second couple. We must add n cases for configurations where i0 =
i1 = i2 = i3. Thus, the total number of possibilities is 3n(n−1)+n = n(3n−2).

Therefore, we deduce that 1
2nCard[M]

∑

m
1
24

∑

z

(
∑n

i=1(−1)(z⊕m)i
)4

= n(3n−2)
4 .

i0 i1 i2 i3

Case 1:
Case 2:
Case 3:

Fig. 3. Pairwise equality relationships in a set of four indices.

Eventually, the denominator is equal to: 1
42

(

n(3n− 2)− n2
)

= n(n−1)
23 .

To compute the numerator, it can be first noted that:

E



E





(

−1

2

∑

i

(−1)(Z⊕M)i

)d=2


 | Z



 =
n

4
,

as already demonstrated in Eqn. (10). Then, we compute:

1

2n

∑

z





1

Card[M]

∑

m

(

−1

2

∑

i

(−1)(z⊕m)i

)d=2




2

=
1

242nCard[M]2

∑

z





∑

m

∑

i0,i1

(−1)(z⊕m)i0⊕(z⊕m)i1





2

=
1

2n+2Card[M]2

∑

m,m′

∑

i0,i1,
i′
0
,i′

1

∑

z

(−1)
(z⊕m)i0⊕(z⊕m)i1⊕(z⊕m′)

i′
0

⊕(z⊕m′)
i′
1 . (12)

This summation resembles that depicted in Fig. 3, but now the indices already
refer to some classes: i0 and i1 relate to mask m, whereas i′0 and i′1 relate to
mask m′. This setup is shown in Fig. 4. In this section, we count the case
i0 = i1 = i′0 = i′1 in each case, and we eventually subtract those multiply
counted. Therefore:

– In case 1: the masks m and m′ cancel out one each other, so the sum is equal
to 1

24n
2.
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– In case 2: the sum is equal to:

1

24Card[M]2

∑

m,m′

∑

i0,i1,
i′
0
,i′

1

(−1)
mi0

⊕mi1
⊕m′

i′
0

⊕m′

i′
1 × δ(i0 − i′0)× δ(i1 − i′1)

=
1

24Card[M]2

∑

m,m′

∑

i0,i1

(−1)(m⊕m′)i0⊕(m⊕m′)i1

=
1

24Card[M]2

∑

m,m′

(

∑

i

(−1)(m⊕m′)i

)2

.

– In case 3: it yields the same as case 2, because of the invariance of Eqn. (12)
in i0 ↔ i1 and in i′0 ↔ i′1.

i0 i
′

0
i
′

1

Case 1:
Case 2:
Case 3:

i1

Fig. 4. Pairwise equality relationships in a set of four indices, already belonging to two
classes (nominal and primed).

Now, the equality between the four indices is counted three times, and thus
shall be subtracted twice. Therefore, the numerator for Eqn. (4) when d = 2 is
equal to:

1

24



��❅❅n
2 + 2×

1

24Card[M]2

∑

m,m′

(

∑

i

(−1)(m⊕m′)i

)2

− 2n



−✟✟✟✟❍❍❍❍(n/4)
2

=
1
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1

Card[M]2

∑

m,m′

(

∑

i

(−1)(m⊕m′)i

)2

− n



 .

The optimal correlation coefficient for a second-order attack is thus equal to
the expression already disclosed in Eqn. (6):

ρ
(2)
opt =

1

n(n− 1)





1

Card[M]2

∑

m,m′

(

∑

i

(−1)(m⊕m′)i

)2

− n



 . (13)

D More Details About the Solutions for n = 5 and n = 8

D.1 All the Solutions that Cancel ρ
(1,2)
opt for n = 5

The 1057 solutions for n = 5 can be grouped by equivalence classes, that consist
in permuting the bits or complementing them (when Card[M] = 2n−1). The
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table 10 complements Tab. 4 by giving in addition the smallest element that
generates each class. Also, it can be noticed that if a class of functions of Ham-
ming weight h 6= 2n exists, then a class of functions of Hamming weight 2n − h
also exists. This is due to the complementary identity discussed in Sec. 4.4.

Table 10. Complete list of generators of Boolean functions f : F5
2 → F2 that cancel

ρ
(1,2)
opt .

HW[f ] I[HW[Z ⊕M ];Z] I[Z ⊕M ;Z] d◦alg(f) Generators of classes

8 0.32319 2 2
{ 0x06609009, 0x06909006,

0x81182442 }

12 0.18595 1.41504 3
{ 0x1698a443, 0x19a4c216,

0x83586429, 0x83589426 }

16 0.08973 1 1 { 0x0ff0f00f, 0x96969696 }

16 0.08973 1 2 { 0x1bd8e427, 0x87b4d21e }

16 0.12864 1 2
{ 0x1be4e41b, 0x2dd2e11e,

0x8778b44b, 0x96969966 }

16 0.16755 1 1 { 0x3cc3c33c, 0x96699669 }

16 0.26855 1 2
{ 0x17e8e817, 0x8778e11e,

0x2bd4d42b, 0x99969666 }

16 0.32495 1 2

{ 0x1ee1e11e, 0x2dd2d22d,

0x69969696, 0x87787887,

0x96699696, 0x96969669 }

16 1 1 1 { 0x69969669 }

20 0.07349 0.67807 3
{ 0x3ddae697, 0x6bd9e53e,

0x97bcda67, 0x9bd6e53e }

24 0.04300 0.41504 2
{ 0x6ff6f99f, 0x9ff6f69f,

0xbddbe77e }

32 0 0 0 { 0xffffffff }

D.2 Detail of the the First Solutions Given in Tab. 5 for n = 8

The lowest possible number of mask values to achieve CPA and 2O-CPA resis-
tance for n = 8 is Card[M] = 12. Many different classes are found, but they
share the same metrics, i.e. those indicated in Tab. 5. As an example, with 57
seed values, 14 non-equivalent solutions are found. They are listed below:

0x0200000000400800000400200000100000004001002000008000000001000008,
0x1000080000000001000800000040200000000040800200000100002000000400,
0x0000002080000001004008000100000002040000000040000000100000200008,
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0x0000000440200000010020000000000800028000000001000040000008000010,
0x0000080020000004010000200040000000810000000010000000400008000002,
0x0001800000000100002000000800004000000008204000000400100000000002,
0x2000040000000040000000028001000000100000000802000400008000001000,
0x2000000000080400000180000000001000400100000000200000000842000000,
0x0004002000004000010000000080020000000800100200008000001000000004,
0x0000040000800010100800000000020000018000020000000000002040000004,
0x8000000000200400000000180100000000010200000000404000000000082000,
0x0001200004000000000000080020400000000040008002001800000000000001,
0x0002000010000400800000400000000200042000000000800000010008100000,
0x0000004042000000000801000000002000012000000000088000000000100400.

The algebraic normal form of the first solution writes as follows: f(x) =
x2x1⊕x3x2x1⊕x4x2x1⊕x4x3x2x1⊕x5x2x1⊕x5x3x2x1⊕x5x4⊕x5x4x1⊕x5x4x2⊕
x5x4x3⊕x5x4x3x1⊕x5x4x3x2⊕x6x2x1⊕x6x3x2x1⊕x6x4x2x1⊕x6x4x3x2x1⊕
x6x5x2x1⊕x6x5x3x2x1⊕x6x5x4⊕x6x5x4x1⊕x6x5x4x2⊕x6x5x4x3⊕x6x5x4x3x1⊕
x6x5x4x3x2 ⊕x6x5x4x3x2x1 ⊕ x7x2x1 ⊕ x7x3x2x1 ⊕ x7x4x2x1 ⊕ x7x4x3x2x1 ⊕
x7x5x2x1⊕x7x5x3x1⊕x7x5x4⊕x7x5x4x1⊕x7x5x4x2⊕x7x5x4x3⊕x7x5x4x3x2⊕
x7x5x4x3x2x1 ⊕ x7x6 ⊕ x7x6x1 ⊕ x7x6x2 ⊕ x7x6x3 ⊕ x7x6x3x1 ⊕ x7x6x3x2 ⊕
x7x6x4 ⊕ x7x6x4x1 ⊕ x7x6x4x2 ⊕ x7x6x4x3 ⊕ x7x6x4x3x1 ⊕ x7x6x4x3x2x1 ⊕
x7x6x5 ⊕ x7x6x5x1 ⊕ x7x6x5x2 ⊕ x7x6x5x3 ⊕ x7x6x5x3x2 ⊕ x7x6x5x3x2x1 ⊕
x7x6x5x4x2x1⊕x7x6x5x4x3x1⊕x7x6x5x4x3x2⊕x8x2x1⊕x8x3x2x1⊕x8x4x2x1⊕
x8x4x3⊕x8x4x3x1⊕x8x4x3x2⊕x8x5x2x1⊕x8x5x3x2x1⊕x8x5x4⊕x8x5x4x1⊕
x8x5x4x2 ⊕x8x5x4x3x2x1 ⊕ x8x6x2x1 ⊕ x8x6x3x1 ⊕ x8x6x4x2x1 ⊕ x8x6x4x3 ⊕
x8x6x4x3x2⊕x8x6x4x3x2x1⊕x8x6x5x2⊕x8x6x5x3x1⊕x8x6x5x3x2⊕x8x6x5x3x2x1⊕
x8x6x5x4 ⊕ x8x6x5x4x1 ⊕ x8x6x5x4x2x1 ⊕ x8x6x5x4x3x1 ⊕ x8x6x5x4x3x2 ⊕
x8x7x2x1⊕x8x7x3x2x1⊕x8x7x4x3⊕x8x7x4x3x1⊕x8x7x4x3x2⊕x8x7x4x3x2x1⊕
x8x7x5x2x1⊕x8x7x5x3x1⊕x8x7x5x3x2⊕x8x7x5x3x2x1⊕x8x7x5x4⊕x8x7x5x4x1⊕
x8x7x5x4x2 ⊕ x8x7x5x4x2x1 ⊕ x8x7x5x4x3x1 ⊕ x8x7x5x4x3x2 ⊕ x8x7x6 ⊕
x8x7x6x1 ⊕ x8x7x6x2 ⊕ x8x7x6x3 ⊕ x8x7x6x3x2 ⊕x8x7x6x3x2x1 ⊕ x8x7x6x4 ⊕
x8x7x6x4x1⊕x8x7x6x4x2⊕x8x7x6x4x2x1⊕x8x7x6x4x3x1⊕x8x7x6x4x3x2⊕
x8x7x6x5 ⊕ x8x7x6x5x1 ⊕ x8x7x6x5x2x1 ⊕ x8x7x6x5x3 ⊕ x8x7x6x5x3x1 ⊕
x8x7x6x5x3x2 ⊕ x8x7x6x5x4x1 ⊕ x8x7x6x5x4x2 ⊕ x8x7x6x5x4x3.

In this expression, the products of 6 variables are shown in bold font. It is
thus clear that the algebraic degree of f is d◦alg(f) = 6. The corresponding twelve
masks are:

{ 0x03, 0x18, 0x3f, 0x55, 0x60, 0x6e, 0x8c, 0xa5, 0xb2, 0xcb, 0xd6, 0xf9 }.

For the next masks subsets (Card[M] = 16), there are also different classes.
But their MIA do differ, as represented in Fig. 5 for elements of 286 different
classes. Most solutions have algebraic degree 5, but some have 4. The mutual
information for algebraic degree 5 is more spread than for d◦alg(f) = 4. The best
solution found by the SAT-solver has an MIA of 0.181675 bit.

Eventually, we mention that for Card[M] > 16, there still exists different solu-
tions when Card[M] ∈ {12 + 4κ, 0 6 κ 6 61}, but that the MIA are less spread.
For instance, for Card[M] = 20, we have found these MIA values: 0.191514,
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0.197768, 0.200909, 0.201735, 0.201907, 0.202508, 0.215823, 0.219964, 0.220303,
0.221462, 0.223525, 0.224186, 0.224328, 0.224450, 0.224958 and 0.228925.
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Fig. 5. Mutual information of the leakage in Hamming weight with the n = 8-bit
sensitive variable Z, for many nonequivalent solutions f of weight f̂(0) = 16 that

cancels ρ
(1,2)
opt found by the SAT-solver.
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