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Abstract—We discuss a recent cryptographic primitive termed B. Physical Unclonable Functions (PUFs)

SIMPL system Like Physical Unclonable Functions (PUFs), : - : .
SIMPL systems are disordered, unclonable physical systems with The security primitive of a Physical Unclonable Function

many possible inputs and a complex input-output behavior. (PUF) [8], [9], [10], [11] was introduced, at least in pam, i
Contrary to PUFs, however, each SIMPL system comes with order to address some of the above problems. A PUF is a
a publicly known, individual numeric description that allows (partly) disordered physical systefithat can be challenged
its slow simulation and output prediction. While everyone can \uith so-called external stimuli or challengés, upon which

determine a SIMPL system’s output slowly by simulation, only . : -
its actual holder can determine the output fast by physical it reacts with corresponding responses ternigg. Contrary

measurement. This added functionality allows new public key t© Standard digital systems, a PUF's responses shall depend
like protocols and applications. on the nanoscale structural disorder present in the PUEB Thi
But SIMPLs have a second, perhaps more striking advantage: disorder cannot be cloned or reproduced exactly, not even by
No secret information is, or needs to be, contained in SIMPL its original manufacturer, and is unique to each PUF. Asagmi
systems in order to enable cryptographic security. Neither in the the stability of the PUFs responses, any P8Jence imple-

form of a standard digital key, nor as secret information hidden T .
in the random, analog features of some hardware, as it is the ments an individual functiorf’s that maps challenges; to

case for PUFs. The security of SIMPL systems instead rests on (i) 'esponsesic;. Due to its complex and disordered structure,
an assumption regarding their physical unclonability, and (i) a a PUF can avoid some of the shortcomings associated with
computational assumption on the complexity of simulating their digital keys. For example, it is usually harder to read out,
output. This provides SIMPL systems with a natural immunity et or derive its responses than to obtain the values of

against any key extraction attacks, including malware, side . . . - .
channel, invasive, and modeling attempts. digital keys that are stored in non-volatile memory. Thistfa

In this manuscript, we give a comprehensive discussion of has been exploited for various PUF-based security pragocol
SIMPLs as a cryptographic and security primitive. Special [8], [9], [15], [28].
emphasis is placed on the different cryptographic protocols that One prominent example are PUF-based identification

are enabled by this new tool. schemes [8], [9], [10]. They are usually run between a céntra
Index Terms—SIMPL Systems, Public Key Cryptography, authority (CA) and a hardware carrying a (unique) PSF
Physical Unclonable Functions, Hardware Security. One assumes that the CA had earlier accesS,tand could

establish a large, secret list of challenge-responsea-f@rPs)
of S. Whenever the hardware wants to identify itself to the

. INTRODUCTION CA at some later point in time, the CA selects some CRPs
o at random from this list, and sends the challenges contained
A. Background and Motivation in these CRPs to the hardware. The hardware applies these

Electronic communication and security devices are pervghallenges ta5, and sends the obtained responses to the CA.
sive in our life. Just to name two examples, around fik these responses match the pre-recorded responses in the
billion mobile phones are currently in use worldwide [1]CRP-list, the CA believes the identity of the hardware.

[2], and the world market of smart cards has an estimated

volume of over three billion pieces per year [3], [4]. Thei€. Private Key like Functionality of PUFs

widespread use makes such devices both a well-accessiblghe described protocol has several well-known advantages
and a worthwhile target for adversaries. Many securitycitta [8], [9]. However, one potential downside is that it pressrae
thereby are not targeted against the employed cryptograpfieviously shared piece of secret numerical informatiog. (i
primitives themselves, some of which have proven attacthe CRP-list). This information needs to be established in a
resilient over surprisingly long time spans. Instead, thgy secure set-up phase between the CA and the hardware, and
to extract the employed secret keys by physical or softwagust constantly be kept secret. Furthermore, the CRPiss u
methods. Such key-extracting strategies are not just a the@ over time, since no single CRP should be used more than
retical concern, but have been demonstrated several timeshce in the identification process, and hence must be large.

widespread, commercial systems [5], [6], [7]. This drives t |n these aspects, PUFs are resemblant of classical priegte k
quest for new mechanisms that protect — or better still:divoisystems.

— the presence of secret keys in vulnerable hardware system.
D. Secret Information in PUFs
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hardware. The secret information is no longer stored intaligi and discuss their properties. Sections Il to V discussetopr
form in two-level systems, such as digital secret keys dtore cols that can be realized on the basis of SIMPL systems and
non-volatile memory cells. But there is still some sort afre¢  PPUFs, starting with identification and message authditita
information present in most PUFs, whose disclosure bréaks {Sec. Ill), two-player protocols (Sec. 1V), and key exchang
security of the system. Let us name two examples: In the cgSec. V). Section VI treats applications of SIMPL systenmsl a
of SRAM PUFs the information that needs to be kept secrBection VII surveys the existing implementation candidate
is the state of the SRAM cells after power up, or the tinye conclude the paper in Section VIII.

manufacturing variations of the SRAM cells that determine

their state after power up [30]. Once this information iSWNO || SpecIFICATION AND PROPERTIES OFSIMPL SYSTEMS

to an adversary, he can numerically derive the same key as the o

cryptographic hardware embedding the SRAM PUF, and bref Informal Description

the system. In the case of Arbiter PUFs, the secret infoonati We start this section by an informal description of the nwtio
are the internal runtime delays in the circuit stages [ftthis of a SIMPL systent. A physical systens is called aSIMPL
information is known, the adversary can numerically sireilasystem(or just aSIMPL) if the following holds:

again breaking its security [31]. stimulated with challenge€’;, upon which it reacts

In other words, the architectures of most current PUFs  \yith corresponding responsédé:.. The responses are
“hide” or “obfuscate” secret, security-relevant informnast a function of the specific disorder presentSnand of
very well in analog characteristics of integrated circusit the applied challengé);.
at the same time, they do not avoid the need for secrety) The responses are assumed to be sufficiently stable to
information in hardware systems in principle; they justreto regard the behavior of as a functionFs that maps
it in a different form. challengesC; to responsesic,. The pairs of the form

(Ci, R¢,) are often called the challenge-response pairs

E. Our Contributions or CRPs ofS.

It is possible (at least for the original manufacturer of
S) to derive an individual numeric descriptioP(S)

of S and an algorithnbim. By use of D(S) andSim,
everyone can simulate the correct responBes of S

to any challengeg’;, or can at least verify a purported
responseR¢, to a challenge’; for correctness.

4) Any numeric simulation and any physical emulation
that can predict the responses.$is noticeably slower
than the real-time behavior of. This must hold for
simulation viaSim and D(.S), but must also apply to any
adversarial algorithms and physical emulators. It must be
upheld if the adversary has knowledge B{.S), Sim,

of all internal characteristics and disorder$fand had
earlier access t®.

5) It is difficult to physically clonesS, i.e., to produce

a “copy” S’ which generates the same responses as

Our main contribution in this paper is the introduction and 3)
discussion of so-called SIMPL systems as a new security-prim
itive, where the acronym SIMPL stands for SIMulation Possi-
ble, but Laborious. We present the first formal specificatibn
SIMPL systems, and show that they can implement a mul-
titude of communication protocols, including identificat]
message authentication, coin flipping, bit commitment, and
zero-knowledge proofs. We analyze scenarios in which these
protocols can be applied, including secure communication i
networks, item tagging and digital rights management.Heut
more, we survey existing hardware implementation candglat
Emphasis is placed on the broad cryptographic usability of
SIMPLs, and on their potential to construct security handwa
without secret key information.

F. Related Work S with comparable speed. Again, this must hold even

The current paper is an extended version of [16] and [20].  for an adversary who know®)(S), Sim, the internal
Since [16], several follow-up papers of our group have fedus characteristics and disorder 6f and who had earlier
on the implementation of SIMPLs by electrical circuits [17] access tas.

[18], [19], [21] and optical structures [20]. We emphasiliatt ~ Under these circumstances, a SIMPL systéntomputes
around the same time as [16], a comparable concept has bggnpublicly known, publicly computable functioRs faster
described completely independently in [24] under the nafme than anything or anyone else. In particular, the holde$ ofn

a Public PUF (PPUF), and has been applied for key exchangigtermine the function valués(C;) = R¢, for a randomly
purposes. It builds on a ideas and hardware architectuegsen challeng€; faster than any adversary. This feature
discussed already in [25]. Another closely related, bugrlatlies at the heart of all SIMPL-based security protocols.

idea is the concept of time-bounded authentication (TBA) Interestingly, the concept of a SIMPL is related to some
[26], which has been suggested for identification schemes @all-known work of Feynman, who investigated the Turing-

FPGAs. simulatability of physical systems in [32]. He conjectutbdt
() all physical systems can, in principle, be simulated by
G. Organization of this Paper Turing machines, but that (ii) such simulation cannot alsvay

) The rest 9f this mgnuscrlpt IS Ofga”'_ZEd as follows: In Sec-15 mentioned in Section I-E, the acronym SIMPL stands for Séon
tion 11, we give a semi-formal specification of SIMPL systemsPossible, but Laborious



be carried out in real time and will create a computationabnduct physical actions on the SIMPL system while he has
overhead [32]. SIMPL systems can be seen as a special appticess to it. After all, a classical TM cannot execute such
cation of these ideas in cryptography and security, comginiphysical actions.

them with the recent concept of physical unclonability. But how else could the adversary be formalized? Currently,
there is no existing formal model that could capture all
B. Semi-Formal Security Specification possible physical actions he might perform. In lack of such

|model, a formal, consistent definition seems impossible.

The above properties can be coined into a semi-form@ .
But does that mean that we have to confine ourselves

security specification of SIMPL systems. lIts style follows

the specifications presented in [27], [28]. The specificl:ﬁtid’vit.h thg informal descripti_on of Section ”.'A.? This would be
describes the security of SIMPL systems as a “game” with tRite disadvantageous, since the description does not seem

adversary, thereby introducing a relatively precise, eataic specific enough to_capture the essence of SIMPL syst_ems.
adversarial model. The exact adversarial attack model is unclear, and there is n

thorough specification what the “security” of a SIMPL system

Specification 1 ((tmax. ¢, to,trn, q,€)-SIMPL SYSTEMS). means. For example, it is not stated in which sense it shall be
LetS be a physical system mapping challenggso responses infeasible for an adversary to determine the responseseof th
R¢,;, with C denoting the finite set of all possible challengessIMPL system as quickly as the original system.
Let c > 1 be a constant, and let furthermorg,., be the  The route that we propose in the above Specification 1 is, to
maximum time (over all challenges; € C) which it takes some extent, a compromise. We intentionally leave somesof th
until the systemS has generated the responge;, to the aspects of the definition imprecise; one example is the @esen
challengeC;. of an exact computational model that underlies the adwgssar

S is called a (tmaz,c to,tpn,q,€)-SIMPL SYSTEM if  actions. Nevertheless, we believe that the specificatidpshe
there is a stringD(S), called the description of5, and a to illustrate the exact nature of SIMPL systems more exactly
computer algorithmSim such that the following conditions and allows us to specify a number of security parameters that

are met: are central to a SIMPL system’s security.
1) For all challengesC; € C, the algorithmSim on input Among other things, the specification can hence help to
(C;, D(S)) outputsRc; in feasible time. develop a common language and a communication interface

2) For all binary strings X of lengthq, any cryptographic between the developers of SIMPL-based protocols, and the
adversaries Eve wilsucceebin the followingsecurity hardware designers of the SIMPL systems themselves. A
experiment with a probability of at most: thorough and well-defined communication between these two

a) Eve is given the string(, the numerical descrip- groups is essential to securely apply SIMPLs in practice.
tion D(S) and the code of the algorithrsim for
a time period of lengthc. C. Properties of SIMPL Systems

b) Within the above time periot, Eve is further- et us now discuss several features of SIMPL systems.
more given physical access to the systSmat

adaptively chosen time points, and for time periodﬁ 1) Immunity against-fraction Read-out and Simulation:

. ... [t follows from Specification 1 that it must be practically
of adaptively chosen lengths. The only restriction .
) . Impossible to measure the valuég,, of a SIMPL system
is that her access times must add up to a total ; : .
at mostt or more than are-fraction of all parameterg’; € C within
Ph-

¢) After the time periodic has expired, Eve is time tpy. Otherwise, Eve could create a lookup table for an
resented with gchallecn & thatpwaé chosen e-fraction of all possible valuesRc, during step 2b. This
Eniforml at random from ?he st and is asked would enable her to succeed in the security experiment of
to outpu)t/a valuel” ’ Specification 1 with probability greater than This implies
FEve-

hereb h in the d ibed that the set of possible measurement paramefersust be
_ We thereby say that EvBJCCEEDSIN the described exper- oy arge, preferably exponential in some system paramete
iment if the following conditions are met:

For the same reasons, it must be impossible for Eve to

() Veve = Ro-. determine more than aafraction of all CRPs within time
(i) The time that Eve needed to outpds,. after she was ;. py exhaustive simulation on the basis $ifn and D(5).
presented withC™ was at most - yqq- This again implies tha€ must be very large, and/or that the

Said probability ofe is taken over the uniformly randomsimulation must be time consuming.
choice of C* € C, and the random choices or actions that

Eve might take in steps 2a, 2b and 2c. 2) Immunity against Cloning:Another consequence of

Specification 1 is that previous physical access for timg

1) The Value of a Semi-Formal Specificatioht:is clear and computations of timé- must not allow Eve to build a
that Specification 1 is no consistent formal definition. Totclone” S’ of S, whose responseR;, possess the following
many central aspects remain undefined from a strictly formaioperties: (i)Rc, = R{,, for more than are-fraction of all
perspective (and the authors are well aware of this). For € C, and (ii) the generation of thR, works quickly, i.e.,
example, it is not specified exactly how the adversary wgithin time c- t,,45.
formalized: Is he a classic probabilistic Turing machin®j? More precisely, the following three types of clones must be
He should not be a classical TM, since he must be able pieactically infeasible:



« Physical clonesi.e., exact physical reproductions 6f Fortunately, many applications of SIMPL systems do not
that show the same challenge-response behavior on thquire exponential speed gaps. The protocols we suggest in

same timescales. this paper show that a constant, detectable time differsnte
« Digital clones i.e., computer algorithms which numeri-fices in order to implement such various tasks as identiinati
cally generate the same responses ass fast asS. message authentication, coin flipping, bit commitment, and

« Functional clonesi.e., physical systems with a possiblezero-knowledge proofs. An exponential time gap between the
different structure or larger lengthscales that generade tSIMPL system and any simulation machine is even undesirable
same responses as fast4as for these protocols, since it would lead to too time consgmin

Please note that the non-feasibility of functional clones $imulation steps for the honest protocol participants.

a str_ong and subtle requirem_ent.. It implies that there are NO5) Feedback Loopsin order to create larger time margins,
physical systems whose fabrication can be better contfolig,e "ahsolute, but not the relative () time difference bemwe
(for example because they operate on larger length scalgg), original SIMPL system and any fraudster can be amplified

and which can emulat¢' in real-time. The related idea of i5 feedback loops. Such feedback-loops can be constructed
S|mu!at|ng physical systems with (petter cont_rollableblemt as follows: Presented with a challengg, the SIMPL sys-
physmal systems has again been discussed first by Feynmaqs successively determines a sequencek athallenge-
in [32]. responses-pair€Cy, Re, ), (Ca, Re,), - - -, (Cx, Rc,,), where
L later challenge<”,, are determined by earlier resulfs: _,
3) No Secret Information in SIMPLs and the Role of the. . m
! ] ) ) with & > n > m > 1. The tuple(C1, R¢,,) is then regarded
String X: We stated earlier that the security of SIMPL systgméss the overall challenge-response pair of the SIMPL system:
should not depend on the secrecy of some sort of blnasr e [19] for further details. This strategy can amplify the

information cqntamed n the SIMPL. I_Even !f the adVersargbsolute time margin between the SIMPL and the simulator
knows all details about the internal configuration of the BIM o
and compensate network and transmission delays.

system, he shall be unable to break its security. As saitkgarl . . .
Y y N A concrete example will probably illustrate our point best.

this requirement can be met in practice since even an adyersa h
who knows all details about the system may find it hard et us assume that we possess a SIMPL sysfenhich pro-

physically build or clone the system uces its responsesip,,. of 10 nanoseconds (ns), and which
Specification 1 formalizes this requirement by allowing thgossesses a speed advantage-of2 over all simulations. Any

adversary to know any bitstring of length ¢ when trying ddversaries then cannot produce the response to a randomly

o imitate the inout—outout behavior of the svstem. If fc)(r:hosen challenge within 20 ns. This tiny difference of 10 ns
i input-outpu Vi ystem. 1, 1 vs. 20 ns would not be detectable in many practical settings,
example, one would try to construct a SIMPL by using a dlglt?

system with some secret key of lengththen the adversar or example in networks with natural delays. Nevertheless,
y y gt Y the application of repeated feedback loops can amplify not

. o . . The relative, but the absolute time margin, to values such as
this key as the additional input. No such digital, secret key millisecond (ms) vs. 2 ms, or 1 sec vs. 2 sec. These values

based system can therefore serve as a SIMPL system in oK . .
sense allow compensation of small transmission delays.

o ) 6) SIMPLs with Multi-bit Output:In some applications, it

4) Constant vs. Super-polynomial Time Gafhe time gap i convenient if a SIMPL system produces not just one bit
between Eve and the real SIMPL systesnis required 10 4q response, but a multi-bit output. Some implementatiéns o
be at least a constant facter> 1 in Specification 1. This g\pLs have this property naturally (for example the optica
seems surprising, since one might expect the stipulation jafyjementation of section VII-C). Otherwise, feedbackpso
an exponential gap here. Still, there are some good reasegs zjjow us to create multi-bit outputs from SIMPL systems
for our choice. First, SIMPL systems with a small, constagfii, 1.pjt outputs: One simply considers a concatenatian (o
speed advantage seem easier to realize in practice th@WsySkome other function, for example a hash function) of the last
with .Iarger gaps, Igav_mg alone systems with expo_nentlﬁl responsesic, .,,...,Rc, in the feedback loop. This
margins. Secondly, it is unclear whether SIMPLs with ag,ncatenation (or function) can be interpreted as the dvera
exponential time margin between Eve and the SIMPL ex'ﬁhtput of the SIMPL.
at all. The only known realistic computational systems \hic Another option to create “large” SIMPL systems with
might outperform Turing architectures by a super-polyr@imip; o ¢nuts from “small” SIMPL systems with 1-bit outputs is

factor are quantum computers [52]. But standard quantyflempioy i such SIMPL systems in parallel, and to directly
computers possess no immunity against physical cloning,, aienate their responses to produdebit overall output.

They could be mass-fabricated with the same functionalityyis method has been suggested already in the context of PUFs
and therefore appear unsuited as SIMPL systems. Third;tr1 31

has been frequently hypothesized within the computational

complexity community that there are no realistic hardware 7) A Digital Quasi-SIMPL (Which Does not Meet Speci-

systems at all that solve NP-complete problems efficiemtly fication 1): It may be useful for the readers to attempt to

practice. Two recent sources in this context are [50], [Bh]s design digital, secret key based systems that have some of th
further delimits the hope of SIMPL systems which possess properties of SIMPL systems. We call such systems quasi-
exponential security margin over Eve. SIMPLs. One possibility to construct a quasi-SIMPL is as



follows: One takes a private key, public key péit, pk) from within time ¢ - t,,4., then Bob sets/; = L and

a standard digital signature scheme, stores the secretikey continues the for-loop.
in a hardware system, and make’s public. Upon receiving  3) Bob computes the valuagim = Sim(C;, D(9)) for all
a challengeC, the hardware chooses a random number i=1,...,k and verifies ifRS"™ = V; # L. If this is

of length & (with & being a public security parameter), and  the case, Bob believes Alice’s identity, otherwise not.
computes the hardware’s response Bs = Sigsk(C||r)
(I denoting concatenation). In order to verify that a certain |n a nutshell, the security of the protocol follows from the
responsefc is correct, one must test by exhaustive searchfict that an adversary is unable to determine the vaRies
Rc is a correct signature of the strir@||- for some bitstring for randomly choserC; comparably quickly as Alice. This
r of lengthk. Choosingk of the correct length will create the holds as long as (i) the lifetime of the systesh(and the
desired speed gap. period sinceD(S) was made public) does not excegd and

If the key sk is stored safely in the hardware system, thefii) the adversary’s accumulated physical access timesatio n
— seen merely from the outside — it will behave similar agxceed: p;, (see Specification 1). In that case, the adversary’s
a SIMPL system, i.e., as a quasi-SIMPL. Nevertheless, Weobability to succeed in the protocol without possessihg
would like a true SIMPL system to be free of any secrefecrease exponential in
key information; it would be desirable if Specification ledl Bob can improve his computational efficiency by verifying
out quasi-SIMPLs. And indeed it does: setting the stringe correctness of the responsBs;, only for a randomly
X = sk allows Eve to succeed in the security experimehosen subset of all responses. If necessary, possiblemetw
of Specification 1 with probability 1. This again illustrate and transmission delays can be compensated for by ampiifyin
the usefulness of the specification, and stresses the iamtorthe absolute time gap between Eve afidhrough feedback
function of the stringX within the specification. loops (see Section II-C5).
S . If the SIMPL system has multi-bit output (see Section
8) Error Correction: Finally a quick note on error cor Ié—CG), then a value ok = 1, i.e., a protocol with one round,

rection. In Specification 1 and throughout the rest of th av suffice. In these cases. the parametsithe multi-outout
paper, we assumed for the simplicity of our treatment th Y ' I ' P i outp
MPL system will in itself be exponentially small in some

the responses of a SIMPL system are stable. In practicCe, . .

error correction must and can be applied to achieve this. go; stem pqrameter (for e_xample " the siz€ of the sensor array

Reliable information extraction from noisy PUF responsas h'M the optical SIMPLs discussed in Section VII-C).

been treated, for example, in [9], [54], [55], [56], [57] athek

references therein. We refer the reader to the large bodyBf Authentication of Messages

existing work on this topic, and ignore error correctione®p  Alice can also employ an individudt,,az, ¢, tc, tpn, g, €)-

in the rest of the paper. SIMPL systemS in her possession to authenticate messages to
Bob. Again, we suppose that the valuB$S), Sim, ¢ - taz,

[1l. | DENTIFICATION AND MESSAGEAUTHENTICATION  and a description o€ are public.

We now proceed to several cryptographic protocols thBt
. . . | 3:  AUTHENTICATION OF A MESSAGEN
can be implemented by SIMPL systems, starting with therOtOCO 3 v CATION © SSAG
identification of entities and the authentication of messag 1) Alice sends the messagé that shall be authenticated
to Bob.

2) Bob chooses: - | challengesCt,...,C}, Cf,...,C3,

A. Identification of Entities L Ch C,@ uniformly at random fromC.
We assume that Alice holds an individual 3) Fori=1,...,! do:
(tmaz, ¢, to,trn, g, €)-SIMPL - system S, and has made a) Bob sends the values:, ..., C;} to Alice.
the corresponding datB(S5), Sim, the valuec - tq., and a b) Alice determines the corresponding responses
description ofC public. Now, she can prove her identity to Reis. .., Rei by experiments on her SIMPL sys-
an arbitrary second party Bob as follows, withbeing the tem S. F
security parameter of the protocol: c) Alice derives a MAC-keyK;; from Rey, ..., Re:
by a publicly known procedure, for example by
Protocol 2:  IDENTIFICATION OF ENTITIES applying a publicly known hash function to these
1) Bob choosesk challengesCy,...,Cy uniformly at values. She send/ AC, (V) to Bob. .
random fromC. d) Letus denot.e the answer B.ob receives from Alice
2) Fori=1,...,k do: by V;. If V; did not arrive in timec-t,,,q, +tarac,

wheret; a¢ is the time to derive; and compute

b) Alice determines the corresponding respoige MACL, (N), then Bob set3’; = I and continues

by an experiment on her SIMPL systeffy and the for-loop.
sends this value to Bob. 4) Fori =1,...,kandj = 1,...,l, Bob computes the

c) Bob receives an answer from Alice, which we ValuesRijm = Sim(C7, D(S)) by simulation viaSim.
denote byV;. If Alice’'s answer did not arrive He derives the key& Y™ ..., K™ by application of

a) Bob sends the valug; to Alice.



the same procedure (e.g. the same publicly known hashited function to the responses). Under these circumssanc

function) as Alice in step 3c. a time-restricted coin flipping protocol based on SIMPL
5) For all i = 1,...,k, Bob checks if it holds that systems can be implemented as follows:

MACyksim(N) = V; # L. If this is the case, he

regardsL the messagé as properly authenticated, otherProtocol 4: CoOIN FLIPPING

wise not. 1) Alice sends a randomly chosen challerige C to Bob.

) Bob immediately after receipt @' answers by sending
a random bitr to Alice.

3) Alice verifies if she received within time less than

c-tmaz after she sen€. If not, she aborts the protocol.

Otherwise, she determind3- by measurement o8,

and sets the flipped coin to i@ = R¢c & r.

4) Bob verifies ifC' € C, and aborts if this is not the case.

He determinesR¢ by simulation, and sets the flipped

coin to beB = R @ r.

The idea behind the protocol is that an adversary cannot2
determine the responség.; and the MAC-KeysK1, ..., K;
as quickly as Alice. As earlier, verification of a randomly
chosen subset of all MACs can improve Bob’s computational
efficiency in step 5. Depending on the exact circumstances, a
few erroneoud/; may be tolerated in step 5, too.

We assume without loss of generality in Protocol 3 that the
MAC can be computed quickly (including the derivation of
the MAC keysKjy, ..., K;), i.e., within timet,;4¢, and that
tairac 1S smalll compared taz ) t.m‘”“' Again, this condition .. The security of the protocol straightforwardly follows fino
could be realized by amplification through feedback loops fﬁe assumption thas is a (¢ ot €)-SIMPL sys-

Section 1I-C5). It is known that MACs can he— "\ . ) mazs & V0> LPh) 4
i?ﬁ;;f;i%éjevzry efficiently [36]. If information-theorelly &m: If Alice receives the valuewithin time ¢tmaz, then Bob
secure hash functions and MACs are used, the security of aennot knowfic: before he sends away. He hence cannot

rotocol will not depend on any assumptions other than t ooser as a function offf¢ in order to bias the outcome of
P ; P Y P l}? Protocol 4, for the first time, illustrates a potential fatot
security of the SIMPL system.

- layer protocols in SIMPLs which goes beyond the classical
If the.SIMPL system has a multi-bit oqtput, then values Cﬁz‘entifica’tion and message authentication applications.
k = 1, i.e., sending just one challenge in each round, or 0

[ =1, i.e., employing just one round of communication, may .

suffice. Such a multi-bit output can arise either naturdtly, B- Bit Commitment

example through the choice of the SIMPL system itself (as Can more advanced two-party protocols be realized on the
noted earlier, the optical SIMPL system mentioned in Sectidasis of SIMPL systems? One good candidate to investigate
VII-C has this property). Or it can be enforced by feedbadk bit commitment (BC) [45], [46].

loops, or by using several independent SIMPL systems inBC is a two-player protocol where one party acts as the
parallel (see Sections II-C5 and II-C6). In fact, such measu sender, and a second party acts as the receiver. The sender
even are strictly necessary to uphold the protocol’s siciiri holds a bitb at the beginning of the protocol, while the

the constant has got a very low value. receiver holds the empty input. The protocol has two stages,
a commit phase and a reveal phase. At the end of the commit
IV. TWO-PLAYER PROTOCOLS phase, the sender and receiver must have interacted in such

SIMPL systems also have a notable potential for two-play rwiy thlat Zhg sehnder has bpun_d orbcomr:nitte: himsglf to
protocols. This extends their application potential, bag h ("€ bitvalueb by the communication, but that the receiver

not been addressed in earlier publications. Three imp’ortzﬁjﬁ’feS no:] know thls_valge, elmd hflnds it :nfeha5|ble r:o derlge
protocols are covered in this section. it from the communication. In the reveal phase, the sender

“opens” his commitment and allows the receiver to learn
o After completion of the commit phase, it must be infeasible
A. Coin Flipping for the sender to change the commitment he made, and to
Coin flipping [33] is a long known two-player protocolrun the reveal phase in such a way that the receiver learns a
which can serve well as a first simple touchstone for ttdifferent bit1—b. Further details and a formal definition can be
potential of SIMPLs with respect to two-party schemes. Ifeund in [46]. Bit commitments are important components of
basic setting is as follows: Two players Alice and Bob warstero-knowledge proofs [47], [48], and other, more genavalt
to communicate over a binary channel in order to produgarty cryptographic protocols [49]; see again [46] for Hent
a random binary valueB (“a fair coin”) as output. The information.
protocol must guarantee that the output cannot be biased oThe SIMPL-based BC scheme we suggest here employs
pre-determined by one of the players; see [33] and [46] forteractive hashing (IH) [42] as a sub-protocol. IH is amoth
more details. useful two-player protocol, in which Alice’s initial inpus
In our setting, we assume that Alice holds @nm-bit string C, and Bob has no input. At the end of the
(tmaz, 6, te, tpn, q,€)-SIMPL  system  with  description protocol, Alice and Bob know twen-bit stringsC, and C1,
D(S), and that Bob knowsD(S), Sim, and C. Without with the properties that (ii°; = C for some bitj € {0,1},
loss of generality, we assume that the responseS§ dfive but Bob does not know the value ¢f and that (ii) the other
a length of one bit (otherwise, one can take the exclusigtring C;_; is a random bitstring of lengti, which neither
or of all single bits in the response string, or apply anothédice nor Bob can determine alone. Secure IH can be realized



in an information theoretic fashion, i.e., independently aalled prover, the other as the so-called verifier. The ragtti
any computational or other unproven assumptions. Fordurthis as follows: The prover is in possession of a solutidh
details, see [42], [43], [44]. to a computationally hard probledi (for example, a three-

In the following Protocol 5, Alice acts as the sender ancbloring of a certain, publicly known, hard graph), and
Bob as the receiver of the bit We assume that Bob holds awants to prove to the verifier that he indeed knows such a
(tmaz, ¢, te, tpn, q, €)-SIMPL systemS, and that Alice knows solutionW to IT — but without revealindgV” to the verifier. For
D(S), Sim and C, and holds a bib she wants to commit. further details, see [47], [48], [46]. Some application rexa
The protocol splits in a commit phase and a reveal phase, gids of ZK proofs are passwords schemes and authentication

works as follows. systems, as well as the enforcement of honest behavior in
cryptographic protocols while maintaining the privacy bét
Protocol 5: BIT COMMITMENT users. Along these lines, they are an essential component in

secure multi-party computations [34], [46].
. In the following, we give a ZK proof for the three-coloring

1) Alice qhooses a r.a”dor.” challengé from C, and of a graph that rests on the above SIMPL-based BC pro-
determinesk¢ by simulation.

ocol. By a well-known reduction result [46] and the NP-
2) Alice and Bob start an interactive hashing protoco}
completeness of the three-coloring problem, this impliet t
Alice’s input is C, and Bob’s input is the empty string.
. ‘there are SIMPL-based ZK proofs for all languages in NP.
Both get two string<’y and C; as output. . . . .
. . . ) ; Our proof again employs interactive hashing as a subprgtoco

3) Alice determines the index for which C; = C, and . -
sends Bob the valuge b see Section IV-B. In our protocol, we assume that a finite

' graph G = (V,E) with V = {1,...,n} is public, and
Reveal Phase: that Alice knows a three coloring? : V — {00,01,11}

4) Alice sends Bob the valuesand R¢, (which is equal for this graph. Furthermore, we suppose that Bob holds a
to R¢ if Alice behaves honestly, and hence known t¢t,,,,.,c,tc,tpn, q, €)-SIMPL systemS, and that Alice knows
her from step 1). ¢ tmaz, D(S), Sim and C. Finally, without loss of generality

5) Bob checks if the time interval between the start of thge assume that the output Sfare one-bit values (otherwise,
IH protocol in step 2 and the reception of the valdesone can take for example the XOR of all output bits to obtain
and R¢ in step IV-B is smaller thar - t,,,,. If this one-bit responses, or apply another suitable function ¢ th
is the case, he verifies by measurementSthat the output bits).
value R¢, sent by Alice is correct. If this holds, too, he

accepts the BC as valid, and reveals the committed Igitotocol 6: ZK PROOF OF ATHREE-COLORING W
by computing(i & b) i = b.

Commit Phase:

1) Alice select22n challenge<;, ..., Cs, at random, and

Please note that the commit phase and the reveal phase determinesiic,,...,Rc,, by simulation.
of this scheme must be executed relatively closely afteheac 2) Alice  selects a random  permutation 7
other. In particular, Alice must not have time to compute the  over  {00,01,11}, and forms the  string
value R¢,_, in the time interval between completion of the L=nW(@1)) -7(W(2))---n(W(n)).
interactive hashing protocol in step 2 and the reveal step 43) Alice and Bob rurn interactive hashing protocols. In
If she could computeR¢,_,, she can open the commitment the 4-th protocol, Alice’s input isC;, and Alice’s and
at will by sending either the valuesand R¢,, or the values Bob’s output isC?, C;. We denote byk; € {0,1} the
1—iandRe,_, in step 4. index for whichC; = CF*, and definek as K = k; -

This means that the so-called binding property of the above k2 - kap.
BC scheme (i.e., the fact that Alice cannot change the value4) Alice sends the string{ = X;--- X3, = L ® K to
anymore after the commit phase) is conditional upon the Bob.
prompt execution of the reveal phase. On the other hand, thé) Bob at random chooses an edge= (/,m) € E and
so-called hiding property of the scheme (i.e., the fact that sendse to Alice.
Bob will not learnd unless the reveal phase is executed) is 6) Alice sends the four valueg = ky_1,U = ko, V =
unconditional: No matter how much time passes, Bob cannot  k2m—1,W = k2, and the corresponding responses
learn the bitb unless Alice gets engaged in the reveal phase. Rz, Rou,Rey Row to Bob.

This implies that if the protocol fails to be executed within 7) Bob verifies if: (|) The 'two vertices of the edge
said time limits (for example, because the network is down, e are colored differently. He does so by checking
or other delay occurs), it can be restarted arbitrary many whether (Xo_1 @ koi—1) - (Xo1 @ ko) # (Xam—1 &

times without endangering the confidentiality of Alice's bi kam—1) - (Xam @ kap). (i) The purported responses

b. The time restriction will therefore not constitute a sever Rer Reou, Roy Ry are correct. He does so by

disadvantage in many settings. measurement o’ (iii) The time that passed between
step 3 and step 6 is at mast ¢,,4.. If (i) to (iii) hold,

C. Zero-Knowledge Proofs Bob accepts this run of the protocol as successful.

Zero-knowledge proofs (ZK proofs) [47], [48] are a very
powerful two-party scheme, in which one party acts as the so-The protocol has an error rate of up fo— 1/|E|. As



usual, polynomially many independent runs can downscale to R¢,,...,Rq,. If it matchesR,, she has found’;.
this error rate to any desired value [46]. As noted earlier,  She derives the same kéy from the responses by using
it can be observed that if a single run of the protocol fails  the same publicly known procedure as Bob.

to be executed within the required time limits (for example,

because the network is down), the confidentiality of Alice’s Depending on the exact PPUFthat is in use, examples for
three-coloringV is still maintained. This is guaranteed by thesuitable choices for the set$ could be the set of all challenges
fact that the SIMPL-based bit commitment scheme of Protodal C that start with a certain substring; sets of the form

5 is unconditionally hiding. U = {=o, ..., o +n}, wherez, andn are natural numbers; or
sets of the formU = {H(z) |z € {zo,...,xo + n}}, where
V. KEY EXCHANGE xo andn are natural numbers, anfl is a publicly known

Secure key exchange is another central cryptographic
in which SIMPL systems and Public PUFs can assist us.
treat this topic at the end of our protocol discussion for tw
reasons: First of all, we use for the first time material that
was originally introduced by others (namely Protocol 7)l an : . .
second, because one suggested scheme (Protocol 8) builds olﬂ Discussion and AnalysisNote that S and Fs must

the message authentication method of the earlier Sectid@ Il reafly fulfill the properties (i) to (|||).stated in Section-X
in order to make the protocol work: IFs was not one-to-

one, then the determination of th& is ambiguous; Alice’s
A. Key Exchange via PPUFs and Bob’s keys will not match. Secondly, ifs was not one-
As noted in Section |-F, PPUFs [24] are an essentialyay, then an adversary could eavesdrop the communication,
equivalent concept to SIMPLs. One application suggested!@frn R¢,, ..., Rc,, invert Fs in order to learnCy, . .., Cy,
[24] is a key exchange scheme. It requires a special typeasfd thus deriveK'. Finally, if feature (iii) is not fulfilled,
SIMPL system, which we call a PPUF, giving honor and credin adversary Eve couldy numerical simulatiorperform the

t h function. The latter choice f@f has been employed in
e original protocol of [24]. It possesses several adgega
uch as distributing the challenges somewhat randomlyirwith

to [24]. same exhaustive search as Alice in order to identify theeslu
Let S be a(tmaz, ¢ te, tpn, ¢, €)-SIMPL system, and let the C1, - - ., Cy, relatively efficiently (see also below). Properties

function Fs implemented bys fulfill the following additional (i) to (iii) therefore are necessary requirements. Thisnis i

properties: opposition to earlier protocols, where the employed SIMPL
(i) Fs is a one-to-one function. system d(_)es not nee_d to fl_JIfiII (i) to (iii), making their
(i) Fs is a one-way function, i.e., it is hard to invert. hardware implementation easier. For example, Protocots 2 t

(iii) The time gape between any simulation and the real-tim& could work with SIMPLs with small time gaps

behavior ofS is very large (examples discussed later on W& now analyze the security margin of the protocol in
require orders of: > 10° or similar magnitudes). more detail (compare [24]). Let us assume thgt Bob can
Under these circumstances, we  callS simulate the PPUF'’s response on any challenge in time.
(tmazs ¢ to,tpn, ¢, €)-PPUF.  Implementations  of suchS follows from Specification 1-#ma; < tsir. Furthermore,
systems have been suggested in [24]. Specification 1 implies that Alice can execute her measunéme

On the basis of a PPUF, we can implement a key excha OneS In time .tm‘”’ and any adversary Eve 'requwes at least
€ ¢ - tmae INn order to simulate the PPUF’s response to a

scheme as described in Protocol 7. Before giving the pratoco

we stress once more that the protocol has originally not bereandomly chosen challenge.
; . pro 9 y . qt therefore holds for Alice’s expected worklodd’, and
devised by us, but is an abstraction from the concrete getti

of [24] (i.e., from the concrete PPUF implementation that ig;)&iwlo)ﬂ.dcadVaVﬁdantheNa?gve. F;qroiog‘?'tthaﬁ/. Ak%(;ﬁatxh-e
used there). ) B R lsim k2 maz * K-

We assume that Alice holds the PP9fand that Bob knows fézeggsgg’ Ea%agxﬁrjﬁg ;Vnes\iNn:‘SIar:grgizcrae"sy ;rzg?ntetm"
the corresponding sets and algorithiigS), Sim and C. P ' P

¢ tmaz, has an expected workload O ~ ¢t - k/(k+

1)-|U]. Note that the factors/(k+1) come in due to standard

probability theory as we consider expected workloads.

1) Bob chooses at random a sub%étof the set of all ~ Thus, the relative advantage of Alice over an adversary who
possible challenge€, with the property thalU can be applies the above simple attack strategy of exhaustiveslsear
characterized by a short string. is Wg/Wa = ¢, or

2) Bob chooseg: random challeng&’, ..., Cy from U.

He derives a keyK from Ci,...,C, by a publicly
known procedure (e.g., a hash function), and determinks other words, Eve’s workload is only separated by the
Rey, ..., Rc, by simulation ofS. SIMPL system’s constant from the workload of Alice. In

3) Bob senddy, R¢,, ..., Rc, to Alice. order to achieve a long term security of the key, this reguire

4) Alice uses the PPUF for a simple exhaustive search ina very largec or substantial values foil/4. Let us consider
order to findC1, ..., Cy: She applies all possible chal-a few examples: If we stipulate thdiz is required to be
lengesC’ € U to the PPUF, and compares the responsm the order of 100 years for security reasons, then 10°

Protocol 7: KEY EXCHANGE WITH PPUFRS

Wg~W4-c. Q)



makes a workload of4 = 8.76 hours necessary for Alice; problematic, and that the simulation gap of SIMPLs/PPUFs
c = 107 implies W4 ~ 5.3 min; and in order to achieve might be overstretched when it is used to establish the long-
W4 = 0.3 sec, atime gap of = 10! is required. It seems yet term security of a key or the long-term confidentiality ofalat
uncertain if such large time gaps can be achieved by practicaln our opinion, Protocol 8 thus constitutes a viable, at §me
and inexpensive hardware implementations of SIMPL systenpseferable alternative to Protocol 7,
an alternative method that requires only smaller values:for
is described in the upcoming Section V-B. VI. APPLICATIONS OFSIMPL SYSTEMS

Finally, we note that pI’OtOC0| in practice requires an ayx. Secure Communication Infrastructures
thenticated channel, which can either be realized by daksi W

y e ithin the given space restrictions, we will now discuss
means, or by SIMPL/PPUF-based message authentication ?h@ g P

application of SIMPL systems to secure communication in

Protocol 3. networks, illustrating their potential in such a settingnSider

a situation where: partiesP;, ..., P, and a trusted authority
B. Authenticated Key Exchange by SIMPLs and Diffig= 4 participate in a communication network. Assume that each
Hellman party P; carries its own SIMPLS; in its hardware, and that a

An alternative approach to Protocol 7 is to combine theertificateC; has been issued for each party by fhd. The
Diffie-Hellman key exchange protocol with the SIMPL-basedertificate includes the identity and the rights of Pafry and
message authentication scheme of Protocol 3. This presurhas the form

; A A JA JA LA _AY_
that Alice holds a(t ¢ ta, th,, g, e?)-SIMPL system 0, = (Idi,Rightsi,D(Si),SigTA(Idi,Rightsi,D(Si))).

Sa, Bob holds a(tZ,.,cB,t5 B, ¢P, eP)-SIMPL system
Sg, and that both know the respective value§&S4), D(Sg), Under these provisions, the parties can mutually identify
cA B, A B, and the algorithnSim. The protocol is themselves by Protocol 2, they can establish authenticated
straightforward, but we include it for reasons of complen channels with each other by Protocol 3. They can exchange
session keys via the use of the Protocol 8 (or, alternatively
Protocol 8: AUTHENTICATED KEY EXCHANGE BY SIM- Protocol 7). The whole architecture works without permanen

PLs AND DH (SCHEMATIC) secret keys, or without any other secret information that is
1) Alice chooses a random exponeat She sends the stored permanently in the hardware of the parfigs. .., Ps.

. It also seems well applicable to cloud computing: All
a
messagg” to Bob, authenticated by use of her SII\/lpl‘personal data could be stored centrally. Session keys could
SystemS, and Protocol 3.

g be exchanged by the Diffie-Hellman protocol over channels
2) Alice chooses a random exponeht He sends the .
b . : authenticated by the SIMPL systems (Protocol 8). These keys
messagey® to Bob, authenticated by use of his SIMPL .
can be used to download the personal data in encrypted form
SystemSp and Protocol 3. f h | The k b . h :

3) Both form the exchanged key & — ¢ rom the central storage. The keys can be new in each session,
' no permanent secret keys in the mobile hardware are be

f | 8 is that it inherits its | necessary.
One asset of Protocol 8 is that it inherits its long-term 1o ohye approaches can further be combined with tamper-

security and its authenticated channel from two diﬁere@ensitive SIMPL systems. These SIMPLs may cover hard-
sources. It can be carried out efficiently (if SIMPLs with stl’naware which has a functioﬁality«“unc as long as it is non-

A B A B
¢, c” andty, g, ting, are used), and can hepce be employ‘?fﬂanipulated. Each certificat€; could then also include the
for the ad-hoc exchange of session keys in COmmur"c""t'fﬂrhctionality of the hardware, i.e., it could be of the form

networks. These keys can be erased whenever needed, being
in line with our overall goal of avoiding the long term-praese Ci = (Idi, Rights;, Func;, D(S;),
of secret keys in hardware. Sigra(Id;, Rights;, Func;, D(S;))).

The long-term confidentiality of the protocol, on the other . . .
hand, is derived from the well-established Diffie HellmaD BY running the identification protocol (Prot. 2), pary can
assumption. It establishes a large, asymptotically expiisle Prove that the SIMPL syster$); is non-tampered, and that the
security margin between the computational effort that rhest Nardware hence has the claimed functionalitync;. Please

invested by the honest parties to run the protocol and by tate that the optical SIMPL systems we propose in this paper
adversary to obtain the exchanged key. Is naturally tamper sensitive; the tamper sensitivity ofhsu

Please note in this context that the DH function is gptical scattering structures has already been shown &il det
digital function that is optimized in terms of its security” [8] , ,
properties. It does not need to fulfill any other, possibly Finally, by using Protocols 4, 5 and 6, all parties can ex-
involved criteria. Contrary to that, the function implenbesh ecut_e several _typlcal two-party Compu_tatlons_ W't_h eactenth
by the PPUF/SIMPL in Protocol 7 must be a non-invertibl$ading to various further cryptographic applications.
function, similar to the DH function. But in addition, it mus o
depend on unclonable random analog features of the hardwéte TWo other Applications: Unforgeable Labels and DRM
be stable against environmental conditions and aging, and.et us in all brevity sketch to two other applications of
must be vastly faster than any digital simulator. We fe@IMPL systems, which have been described in more detail in
that this agglomeration of features could potentially meeo [16].
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The first of these applications is the generation of unforge- VII. | MPLEMENTATION OF SIMPL SYSTEMS

able labels for products or security tokens. SIMPL systems\ye now turn to the practical implementation of SIMPL
can create labels which do not contain any secret informatiqysiems. Our aim is to give an overview of the particular
which can be verified offline, and which only require remothajlenges in the realization of SIMPLs and the existing

SIMPL systems can be applied in this context. A SIMPLayisting literature for the details of the described apphes.
label consists of the following components: (i) The SIMPL

SystemsS;; (ii) The descriptionD(.S) and some product relatedA Challenges

info I; and (ii) the digital signaturiigs i (D(5), 1), created There are some clear challenges in the realization of SIMPL
by the secret signing key K of the label issuer. Components ) g rivial ges | s that 12 Itb bath

(i) and (iii) are digital information that can be stored dret SYS!€MS. Threée non-trivial requirements that must be batan

labeled item of value, for example via a printed barcode @f€¢ complexity, stability, and simulatability: On the orend,

electronic means. the output of a SIMPL system must be sufficiently complex
In the verification of a label, a testing apparatus obtai@ require a long cc_)mputat|on/3|mulat|on time. On_ the other

D(S) from the label, verifies the digital signature via use and, it must be simple _eno_ugh to allow simulation at all,

a publicly known verification keyP K, and executes Protocol@nd 0 enable the determination HY.5) by measurement or

2 in order to check the presence of the SIMPL syst&mA numeric analysis techniques. A final requirement is that the

description ofC, ¢ andSim need to be hardwired into thesimulation can be carried otlatively efficiently by everyone

apparatus together Wit k. If more than one label issuer(tiS IS necessary to complete the verification steps in the
is involved, the apparatus can store more than one puHﬁ@nt'f'cat'on and message authentication protpcols dyick
verification key, or standard signed key certificates can B&N€. at the same time, even a very well equipped attacker,
employed. who can potentially gttempt to pargllehze the simulation o
Labels based on SIMPL system have interesting advantag%@‘.ny powe.rful machines, cannot simulate as fast as the rgal—
They can be read out digitally and remotely. Secondly, théye behavior of the SIMPL system. In the sequel, we list
can be verified be offline, i.e. without an online connectioﬁe\’eral _|mpleme_ntat|ons that show potential to meet these
to a central institution/database. The labels do not corty démanding requirements.
secret information at all, also not in the form of a PUF. Hipal
also the testing apparatus that evaluates the validity aball B- Electrical SIMPL Systems
does not need to contain any form of secret information. TheSince the first publication of [16], a sequence of papers
only secret key involved in the scheme remains centrallyn wibf our group has dealt with the implementation of SIMPL
the issuer of the label, where it can be well protected. Bystems by electrical, integrated circuits [17], [18], JI1@21].
combination, these features distinguish SIMPL-basedIdab&Ve tried to exploit two known speed bottlenecks of modern
from other known approaches. CPUs: Their problems in dealing simultaneously with very
Note that the issuer of a SIMPL-based labels can create thege amounts of data, and the complexity of simulating inhe
required signature of component (iii) remotely, i.e., heeglo ently analog and parallel phenomena. Let us briefly summariz
not need to be present at the production site where the lsbethiese approaches from said papers.
generated and attached to the item of value. His secremngjgni 1) “Skew” SRAM Memories:A first suggestion made in
key can be kept to him alone. This is particularly useful ifL7], [18], [19], [21] is to employ large arrays of SRAM
situations where illegitimate overproduction at remotenma cells with a special architecture named “skew design”. In
facturing sites must be encountered. this design, the write behavior of the cells is dependent on
Another application area of SIMPLs lies in the contexthe applied operational voltage. If the operational vadtag
of the digital rights management problem (DRM). Similabelow a certain threshold, all write operations malfunctio
to the above labels, SIMPLs can also create unclonaldlbe simulation of many successive read- and write events of
representations of digital content, including softwar&][1 the skew SRAM memory under quickly varied operational
These unclonable representations do not contain any sesmtages on a standard architecture then necessarilyesreat
information, and can be verified by a testing device that dossme computational overhead, since in the standard acehite
not need to contain any secret keys either. The verificatiture the bit values that are effectively written into thelgel
works offline and by mere digital communication betweemust be pre-computed as a function of the operational vedtag
the testing device and the device carrying the unclonalded the a priori unknown content of the target cell. The
representation. Again, in combination these features ate iypothesis put forward in [17], [18], [19], [21] is that this
met by any comparable technique known to the author. In [3&}eates a small, constant simulation overhead, in paaticul
[39], [40], for example, the random features of the dataiearr that it creates the necessity for additional read-operatidwo
must be determined in the near-field by analog measuremesmetssential ingredients in this concept are: No paralletinais
The features must be communicated correctly by the analpgssible, since the successive read- and write events in the
measurement apparatus (e.g., the optical drive) to a ¢enfeedback loop are made dependent on the previous readsresult
module (e.g., a TPM) that decides about the validity of thénd since no parallelization is possible, the limiting farctor
content, meaning that the measurement apparatus mustabeadversary is his clock frequency, which is quite strongly
trusted. limited by current technology.
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As argued in the listed references, the idea shows promisebt switched on and off independently, leading2topossible
succeed against any adversaries with a limited financiayét,d challenges or input€’; to the medium. These challenges can
and in particular to defeat any FPGA-based attacks. Futlve written asC; = (by,...,b;), where eachh; € {0,1}
work will need to characterize how large the exact simukatidndicates whether diod®; is switched on or off. Note that
margin is, and whether it is indeed sufficient to defeat ahe diode array must indeed be phase locked in order to allow
adversary with strong financial resources who is capable ioferference of the different diode signals. At the oppfesi
fabricating ASICs. Due to its relatively easy realizapildnd side of the medium, an array bfight sensorssy, ..., S;, e.g.
good security level, the concept has a good potential for thbotodiodes, measures the resulting wave front when lgavin
consumer market. the scattering medium: It detects the local light intersiti

2) Two-dimensional Analog Computing Array&: second at each of the sensors. A responBe, thus consist of the
suggestion of [17], [18], [19], [21] consists of using arwlo intensities]y, ..., I; in thel sensors. Instead of phase-locked
two-dimensional computing arrays. The authors suggest tiede arrays, also a single laser source with a subsequently
use of so-called cellular non-linear networks (CNNs) whicplaced, inexpensive light modulator (as contained in any
are designed to imitate non-linear optical systems. Duke t commercially available beamer) can be employed.
analog and inherently parallel nature (many cells exchangeUnder the provision that inear scattering medium is used
information at the same time), CNNs are time consuming {o such integrated optical SIMPLS, the input/output bebavi
simulate on a digital, sequential architecture. This clagm of this SIPML can be machine learned and predicted. This
supported by the standard literature on CNNs, which dessribwas shown by a proof of concept implementation in [20]. As
that these analog architectures can outperform classigigdld argued in the same publication, there is also a time margin
computers by factors of up to 1,000 in certain, specializégbtween any numeric simulator and real implementations of
tasks like image recognition [22], [23]. the system that are optimized with respect to speed: While

The use of CNNs has its assets on the security side: Sinhe real system can create its output pattern in nanoseconds
it is based on manufacturing mismatches in CNN fabricatiane simulation requires arourid- | additions of precomputed
that currently seem unavoidable, it could eventually defegalues. For moderate sizes of the systenk ef [ = 10?, this
even attackers with very strong financial resources, and haguires10® precomputed values arid® additions. This can
the potential to create SIMPLs that cannot even be clobed yeate exactly the notable, constant speed gap betweeeahe r
their own manufacturer (i.e., SIMPLs which are manufaaturgystem and the simulator that is required in SIMPL systems.
resistant in the sense of [29]). On the downside, since CNNs
are complex analog circuits, they might be less suited far lo
cost applications.

3) Other Electrical Approachesindependently, the work  There are two further promising implementation strategies
of other groups has lead to different electrical structuhed that could assist us in creating secure future generatiébns o
could be used as SIMPLs. The implementation of PPURSMPLs.
presented in [24] could potentially be downscaled to became
SIMPL system, even though it would have to be carefully iq‘h
vestigated how resilient such small-scale instances amsig h
parallelization attacks. Another very interesting, FPGased
candidate for SIMPLs is implicit in the work of [26].

D. Other Implementation Strategies

1) Employing PUFs with Reduced Complexi@ne generic
rther strategy for the realization of SIMPL systems, whic
as been suggested already in [16], is the following: Empgloy
PUF or a PUF-like structure; and reduce its inner complexity
until it can be characterized by measurements and simylated
C. Integrated Optical SIMPLs or until it can successfully be machine learned. If the lefel

A q h foll 4 in the imol . complexity is still sufficient, then this simulation will baore
second route that was followed In the implementatiop,o consuming than the real-time behavior of the system.

011‘6SII\/;|(33L ?thstems_ is Itheb er:npc;oyr:pent of optical st;uﬁ[urelﬁ fact, some suggestions of the previous subsections used
[16], [20]. The rationale behind this strategy is as fo Wihis strategy already, since both CNNs and integrated alptic

.F'rSt’ optlcal systems can potentially ach_leve fas_ter amPt g ctures have already been suggested as PUFs in eartier wo
interaction than electronic systems; this promises totere 3], [12]

the desired speed advantage over any electronic simulator.
In particular, the phenomenon of optical interference has n 2) Simulation vs. Verification:Another idea is to exploit
electronic analog at room temperature [59], and can credite well-known asymmetry between actively computing a
a computational overheads. Second, the material degoadagiolution for a certain problem and verifying the correctnes
of optical systems is low, and their temperature stability bf a proposed solution (as also implicit in the infamous P vs.
known to be high [59], [60]. Even very complex and randomIi{P question) [16]. Exploiting this asymmetry could lead to
structured optical systems, whose internal complexitatere protocols of the following kind: A SIMPL system provides
the desired speed gaps, can produce outputs that are eblatithe verifier in an identification/authentication protocelgh
stable against aging and environmental conditions. some extra information that allows the verifier verify its

A concrete optical SIMPL system was suggested in [20dnswers fast. To illustrate our point, imagine an analog,
It comprises of an immobile laser diode array wittphase- two-dimensional, cellular computing array whose behaigor
locked diodesDq, ..., Dy [61], which is attached to a dis- governed by partial differential equations (PDEs), such as
ordered, random optical scattering medium. The diodes clie CNN described in section VII-B. Then, verifying the
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correctness of a given final state of such a PDE-driven systememories, two-dimensional analog arrays known as cellular

(i.e. verifying that this state is indeed a solution of theE3D non-linear networks (CNNs), and addressed suggestions by

driving the system) could be much more time efficient thasther groups based on circuit glitches and FPGAs. We also

computing this solution from scratch. Furthermore, thefiegr pointed to a recent, promising, and integrated optical iEand

could not only be given external outputs of such a twadate.

dimensional array (e.g. values in boundary cells), but also

ir!ternal su.b—measurements. (e.g. values in inner cellshtfip g Discussion and Analysis

him to verify the output quickly. . . . .
The simulation vs. verification strategy can help to relieve Let us conclude this work by a detailed comparative analysis

the tension between the requirement for fast simulatiorhen °f SIMPL systems. As said earlier, there are some obvious
side of the verifier (who may not be well equipped on th§|mllar|t|es between classical prlvqte/pubh_c Key cr)gumemes
hardware side) and the necessary time margin to any at‘sacl@?d SIMPL systems: The numeric descriptipnis) is some

(who may be very well equipped on the hardware side), whi@al°g to a public key, while the physical systesnitself
we already mentioned in Section VII-A. constitutes some equivalent to a private key. This provides

SIMPLs with a public-key like functionality. It allows new
protocols and leads to several practicality advantages, as
discussed in previous sections.

A. Summary Still, there is one important difference to classical, math

This paper introduced and discussed a security Concg&latical public-key systems: Our “private key” is no'secret
termedSIMPL systemWe started out by explaining the basidUmber, but a randomly structured, hard-to-clopfeysical
idea behind this new concept, and developed a semi-fornfyftem the SIMPL systemS. It has the interesting feature
specification of the exact security properties of SIMPLeyst  Of Not containing any form of secret information: Neither in
in Section Il. Some basic properties that follow from thi&" epr|C|t_d|gltaI form like a digital keym classical havdre.
specification were discussed in the same section, for examPe" in @ hidden, analog form such as internal PUF parameters
the impossibility for cloning a SIMPL system, or for reading" €xample the mentioned delay values in Arbiter PUFs, or
out its entire CRP-space. Next, we presented several mistod'€ parameters determining SRAM behavior in SRAM PUFs).
that can be realized by SIMPL systems in Sections III t%II internal c_harac_terlstlcs of a SIMPL, mcludmg_ its pree
V. They include identification, message authentication afgfernal configuration, can be publicly known without com-
key exchange schemes, as well as two-party protocols [IREPMiSing the security of the derived cryptographic protec
coin-flipping, bit commitment, and zero-knowledge proofs o The security of SIMPL systgms is not free of assumptions,
NP-complete languages. We argued that the time restrictidhough- Instead of presupposing the secrecy of some sort of
required for these protocols (i.e., the fact that some ofntheNformation, it rests on the following two hypotheses: (i) o
must be executed withint a certain time bound in order {§€ computational assumption that no other, well-coratod,
guarantee their security) do not too strongly diminish thefonfigurable, or even programmable hardware can generate
practical usability in many relevant settings. Our workerls 1€ complex responses of a SIMPL with the same speed, and
the substantiakcryptographic potential of SIMPL systems, (i}) on the physical assumption that it is practically infeze
including their application to classical two-party prabi for Eve to exactly c;lope or rebuild the SIMPL system, even
which was previously undiscovered. though she knows its internal structyre and properﬁes.

Concrete application scenarios of SIMPLs were discussed! 1S 10ng accepted that computational assumptions play a
in Section VI. We described communication infrastructuregandard role in mathematical cryptography, and they &e al
that work without permanent secret key information in th@ Part of the security assumptions for SIMPL systems; but
hardware, and where the hardware can remotely prove #EMPLS show that one can trade the need for secret infor-
functionality to other parties. Other applications we mwe Mation in the hardware against assumptions on the physical
tigated were unforgeable product labels and digital rightdiclonability of the system. This can surprisingly obvitite
management. In all of these scenarios, SIMPL systems allé@niliar requirement that cryptographic hardware mustaion
us to design cryptographic hardware that does not contéiﬁcre_t key information of some sort. By the protocols presgen
any secret key information, that is, any information whod® thiS paper, the communicants can nevertheless execute
disclosure breaks the security of the system. This can kead® Very large number of cryptographic protocols and tasks,
future generations of hardware that does not require cosfijfhout employing long-term present secret key informatio

protection mechanisms on the physical and software level
— there simply is no secret key to protect in SIMPL based. Future Work and Prospects
hardware. This could make future security hardware moregyre work on SIMPLs will likely concentrate on devel-
lightweight, mobile and secure at the same time. oping new protocols for SIMPL systems, and on devising
Finally, the implementation of SIMPL systems was ad-
dressed in Section VII. Due to the large body of existing work 2The reader can verify the plausibility of the latter unclbitity property by
we focused on surveying current implementation candigaté nsidering the optical implementation of section VII-C: Bvkthe positions
. . . all scattering centers and the other irregularities i shattering medium
and provided the reader with references to the literature.

) : : ) ere known in full detail, it would still be infeasible to reitd the scattering
covered electrical implementations based on special SRAMdium with perfect precision.

VIIl. SUMMARY, DiscussiON AND FUTURE WORK



formal security proofs for these protocols. For example, [it9]
seems interesting if time-restricted, but still useful iaats

of secure multi-party computation could be implemented by
SIMPLs, and how the security of such constructions could be
proven. But perhaps the greater challenge lies on the haedwgOl
side: Even though there are several promising candidages (s
Section VII), the issue of finding a highly secure, practicaj2i]
and cheap implementation appears not to be fully settled
yet. If such an implementation is found, or if the existing
implementation candidates are shown to possess all negesga)
properties, this could potentially change the way we egerci

cryptography and security today. 23]
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