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#### Abstract

A secure hash structure in Random Oracle Model may not be a secure model in true design. In this paper, we give an integrated proof method on security proof of iterated hash structure. Based on the proof method, we can distinguish the security of Merkel-Damagård structure, wide-pipe hash, double-pipe hash and 3c hash and know the requirement of true design on compression function, and give a new recommend structure. At last, we give new hash structure, MAC structure, encryption model, which use same block cipher round function and key schedule algorithm, the security proofs on those structures are given. ${ }^{1}$


## 1 Introduction

Most of hash functions are iterated hash function and most of compression functions were iterated by Merkle-Damgård[18, 31] construction(noted M-D construction in this paper) with constant IV[47]. Since the MD5 and SHA1 were attacked by [9][57][58], more and more attentions had been paid on hash function.

### 1.1 Introduction

Generally, the security proof on hash structure are based on the Random Oracle Model, which make an assumption of compression function with Random Oracle Model. Some structures are secure in Random Oracle Model, which may be not a good structure in true design. For example, let M-D hash $H^{M}:\{0,1\}^{\kappa \cdot *} \times$ $\{0,1\}^{n} \rightarrow\{0,1\}^{n}, z=H^{M}(m, I V), I V \in\{0,1\}^{n}, m \in\{0,1\}^{\kappa \cdot *}, z \in\{0,1\}^{n}$, the compression function $F:\{0,1\}^{\kappa} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}, x_{h} \in\{0,1\}^{n}, x_{m} \in\{0,1\}^{\kappa}$, $y \in\{0,1\}^{n}, y=F\left(x_{m}, x_{h}\right)$, in hash iteration $x_{h}$ is chaining value. The pseudo random properties of compression function can not prevent things happen like that: there may be exist message $m_{0}=\mathrm{m}_{0}\|\ldots\| \mathrm{m}_{0}$ with $H^{M}\left(\mathrm{~m}_{0}\|\ldots\| \mathrm{m}_{0}, x\right) \equiv$ $z_{0}$, for most $x \in\{0,1\}^{n}$ with height probability ( we call such property as cluster), if exist such value, then it means for any message $m^{\prime}$ the equation $H^{M}\left(m_{0} \| m^{\prime}, I V\right)=H^{M}\left(m_{0}, H^{M}\left(m^{\prime}, I V\right)\right)=z_{0}$ being hold. The probability of existence of $m_{0}$ may be very small or the value $m_{0}$ be too long to be used in

[^0]practical attack, and also the complexity of finding such value is $\mathcal{O}\left(t \cdot 2^{n}\right), t$ is some value of $t \in\left[1,2^{n}\right]$. However, if a true design exist such value and the $t$ is a small value, at least which means a failure of the hash function in theory level, more importantly, the cluster properties are influenced by both linear and nonlinear components of compression function.

The proves based on Random Oracle Model can not distinguish exist cluster or not, because, in Random Oracle Model, we have $P_{Y \mid X_{m}=x_{m}}=\frac{1}{2^{n}}$, in true design only permutation has such property, if the compression function is permutation then it exist inverse function, at least the hash will not immune to meet in middle attack on preimage[41]. The best selection of compression function should be one way permutation, the one way permutation is difficult to build in true design, we always select one way function, if we select a one way function as compression function then exist $x_{m_{0}}$ with $P_{Y \mid X_{m}=x_{m_{0}}}>\frac{1}{2^{n}}$, that means repeat the message block $\mathrm{m}_{0}=x_{m_{0}}$ may result in cluster, if exist cluster, we can append such value at end of any given message build collision.

In the attacks on hash function, the attackers can not assume that they are lucky enough to select some 'advantage value', by which, they are more easy to build an attack. But the designers should assume the attackers are lucky enough to select some advantage value for searching and build collision.

In original discussion about hash function based on sequence of games, the advantage of attacks are an average advantage of success, two summaries of that part were given by Victor[52] and Bellare and Rogaway[6]. In paper[52], the author given some historical remark about "Hybird arguments" and sequence of games.

Generally, the illustration of advantage is an average of success, most of proofs based on game-technology are based on assumption of that, the based function is pseudo random function or pseudo random permutation, the advantage can not tell us how many collision exist and what is the true complexity of attack when the attacker is lucky enough to select some 'advantage value' for search.

The M-D structure is not immune to extend attack, fix point attack and multi-collision attack, moreover, some slight weakness in compression function (like some special plaintexts can make collision) may result in failure of hash function, so some revised structures have been given, include wide-pipe hash and double-pipe hash, but the proofs were based on immune against known attack.

The main ideas of the recent attacks on hash functions are differential attack[8] and were known in block ciphers years ago, which means the attacks against block ciphers and hash functions are similar. The design criteria of block ciphers have received much attention and had an interesting framework and also block cipher cryptanalysis techniques were partially used against hash functions $[7,21]$. More and more attentions have been paid on hash functions be possible to designed by the same technology as block ciphers with same principles and design criteria [7].

### 1.2 The Motivation on Security Proof

In this paper, we give a new evaluate method to evaluate the security of structure, the new method give the maximum advantage of success based on the conditional probability of whole structure, the relationship between conditional probability and the maximum advantage of success on attack can give the information about existence of collision. Since the distribution of conditional probability is a bijective transformation with hash function, if the maximum conditional probability is close to uniform distribution, we can assume the structure is secure, where the compression function is assumed as Black Box Model, the assumption of Black Box Model means the chosen plaintext attack and adaptive chosen plaintext with same complexity and the compression function is immune against those attack, and also the distribution of input and output of compression function is independent, so we prefer the compression function is designed as block cipher design principle.

If the Random Oracle Model analysis method considers the whole structure is Random Oracle or not, when the compression function is Random Oracle, our criteria considers, if the compression function is not a Random Oracle Model, whole structure is how far away from a Random Oracle Model.

In this paper, firstly, we give the definitions of conditional probability of compression function and that of whole structure. In fact the maximum of conditional probability is the existence of maximum collision and maximum preimage, if the upper bound of the conditional probability is given, then the upper bound of existence of collision and preimage are given, and also if the upper bound is near to uniform distribution, we can assume the structure is secure structure, and what is needed in true design are that compression function can be designed as black box model.

Then, we give some different definition of advantage or sequences of games, by which the maximum advantage of success of the preimage and collision attack are required, in fact, the maximum advantage has bound of that of conditional probability, so if the conditional probability is given, then the maximum advantage can be gotten, then we give close relation among the conditional probability, maximum advantage of attack and existence of collision and preimage, if the whole hash function can be seen as black box model, that means the security of structure against preimage and collision attack become clear.

After the revision of some basic definitions, we build a toy hash to give an intuitional illustration of weakness in M-D construction and it's conditional probability. In toy hash, there may exist cluster, if the compression function exist $x_{m_{0}}$, with $P_{Y \mid X_{m}=x_{m_{0}}}>\frac{1}{2^{n}}$, even though the compression function is a APN[21] function. We get conclusion of that, if the compression function $y=F\left(x_{m_{0}}, x_{h}\right)$ is not a permutation, it is hard to give the proof of a M-D constructed hash function not existing cluster, for such properties are influenced by both linear and nonlinear components of compression function. The cluster is also illustrated by conditional probability, where if there exist cluster, then the conditional probability $P_{z \mid M=m_{0}}\left(z_{0}\right)$ are very big, the worst condition is that value equals 1 . Then we give a theorem about the graph and conditional probability. The clus-
ter property was discussed in [46, 41], in this paper, we give a more systematical discussion.

Based on previous discussion, we reanalysis the known hash structures, include M-D construction[31, 18], wide-Pipe hash[40], double-pipe hash[40], and $3 \mathrm{C}[25]$, the conclusions are that, if the compression functions has property of exist $x_{m_{0}}$ with $y=F\left(x_{m_{0}}, x_{h}\right)$ not a permutation, then cluster may exist in the previous three structured hash functions. But the upper bound of conditional probability of 3c structure is equals with that of compression function, which implies if the compression function is pseudo random function, 3c structure can be seen as pseudo random function, where we assume the compression function is black box model. Based on conditional probability of structures, we give an ideal model of hash structure called ideal-pipe hash, which has properties of that the upper bound of conditional probability is equals with that of compression function, the 3c structure can be seen as example of ideal-pipe hash.

After discussion about conditional properties of the structures, we give the maximum advantages of compression function and the iterated structure based on game-technology, the conclusions of that part are that: in view point of collision resistance, the M-D structure is secure structure, if the compression function $y=F\left(x_{m}, x_{h}\right)$ with $\forall x_{m_{0}}, y=F\left(x_{m_{0}}, x_{h}\right)$ being permutation, but not immune against meet in middle attack on preimage, when the some of that compression function $y=F\left(x_{m_{0}}, x_{h}\right)$ are not permutation, in true design, the proof of not existing cluster on whole hash should be given. Let $g(x)$ be not invertible black box model, if the the compression function $y=F\left(x_{m}, x_{h}\right)$ with $\forall x_{m_{0}}, y=F\left(x_{m_{0}}, x_{h}\right)$ being permutation, the wide-pipe hash is secure structure and the upper bound of conditional probability is better than 3c structure, if there exist $x_{m_{0}}$ with $y=F\left(x_{m_{0}}, x_{h}\right)$ is not permutation, more discussion should be given which may exist cluster same as M-D construction. The double-pipe hash is same as M-D construction, it is not better than wide-pipe hash with $F: I_{2 n} \times I_{2 n} \rightarrow I_{2 n}$. The maximum advantages of 3 c hash and ideal-pipe hash are also given, which are good structures for build hash, if only the compression function is black box model and close to pseudo random function.

In the previous discussion, we assume the compression function is black box model, which means the compression function is immune against chosen plaintext attack and adaptive chosen plaintext attack, and the distribution of outputs and inputs are independent, that properties are required in block cipher design and have plenty of results, so we prefer design a hash structure based on block cipher's structure and round function and key schedule algorithm. We find the Feistel structure is good structure of building hash. Then a new structure is given based on Feistel structure, the security proofs are also given. In fact, we given new structures that can build hash, block cipher(itself is block cipher), MAC and Block cipher encrypt model based on same compression function and key schedule algorithm.

And also we give a brief discussion about the relation of ROM, pseudo random function and conditional probability.

### 1.3 Motivation of Feistel Hash

The possibility of building dedicate hash function based on Feistel structure is discussed in this paper. Feistel structure is known as a good structure for building block cipher, fixed the left half $n$ bits input with zero, output the right half byte of last round output, the Feistel structure become an n-bit to n -bit transformation instead of a 2 n -bit to 2 n -bit transformation, and is not invertible, we call it FL-structure(Feistel Like Structure). If the round function of such Feistel construction is selected same as design criteria of Feistel block cipher, the new construction inherent the almost all properties of Feistel block cipher except invertible, the security of Feistel block cipher has been studied long time and no weakness are founded in structure itself, we deem the new construction is a good way to build hash compression function. In this paper, we discussed the possibility of building whole hash function based on FL structure, and give a recommend model, which is named F-Hash, we give a proof of the security of such hash function and such hash function is immune against all known attacks, where most of the securities are based on the securities of based block cipher. Then with same round function and key schedule, we can also build a hash, MAC and block cipher encrypt mode called FBC mode. The figure illustration of Feistel compression function, F-Hash, F-MAC and FBC mode are given in Fig8, Fig9, Fig10 and Fig11, respectively. In this paper, the padding is padding zero at end of message, so we don't consider the padding, and the figure is drawn similar as the MAC Alred[17].

Luby and Rackoff[30] introduced a model that permits the assessment of the security of some block cipher constructions, in their discussion, only the highlevel structure is considered, while the lower-level operations are replaced by random functions. Using such methods, Patarin[33-37] given the security proof of Feistel structure. Piret given proof of the round function with random permutaion $[38,39]$, similar conclusions were also given in the paper of Vaudenay[55, 56]. But all the discussions were based on assumption of round functions are independent pseudo random functions. In this paper, we make a assumption of exist a Feistel block cipher is Black Box Model, then exist FL-Function with Black Box Model. The previous discussions paid more attention on condition of same key, the design of hash function requires pay same attention on the influence of different key encrypt the same plaintext.

The aim of discussions about security of Feistel structure were giving proof of no ways to distinguish the fix keyed cipher from random permutation, which were based on assumption that compression function is pseudo random function, but that is not hold in true design. And in Feistel compression function, the key schedule algorithm should be considered separately. At end of this paper, we give some discussion about the security of round function and key schedule algorithm, but this part is far more hard than design of block cipher. So the security of true F-Hash is need more discussion.

## 2 Basic Notation, Definition and Theorem

### 2.1 Basic Notation

The paper include the knowledge of block cipher, Hash function and complexity theory, we try to not change the original notation, then many notations are included in this paper.

- $I_{n}$ denotes the set $\{0,1\}^{n}$.
- for $a, b \in I_{n}, a \| b \in I_{2 n},|a|=n$;
- $k^{(1)}, k^{(2)}, \ldots$ are round keys of key, the key schedule algorithm is denoted as $\varphi(k), k^{(0)}=k, k^{(i)}=\varphi\left(k^{(i-1)}\right) ;$
$-f: I_{\kappa} \times I_{n} \rightarrow I_{n}$ : round function of block cipher ${ }^{2}, y=f\left(k^{(i)}, x\right), k^{(i)} \in$ $I_{\kappa}, x \in I_{n}$, round function is also denoted $f_{k^{(i)}}$.
- Let $\mathrm{m}^{(t)} \stackrel{\text { def }}{=} \mathrm{m}\|\ldots\| \mathrm{m}$, where $\left|\mathrm{m}^{(t)}\right|=t \cdot 2^{n}, \mathrm{~m} \in I_{n}$.
- message $^{3} m \in I_{n \cdot *}, \mathrm{~m}_{i}$ is message block with $\mathrm{m}_{i} \in I_{n}, m=\mathrm{m}_{*}\left\|\mathrm{~m}_{*-1}\right\| \ldots \| \mathrm{m}_{1}$, then $\mathrm{m}_{*} \subseteq m$. A selected $m$ is denoted $m_{i} \in I_{n \cdot t}, t \geq 1$;
$-\circ$ is the composition of function.
$-x^{\prime}, x, y^{\prime}, y \in I_{n}, \Psi\left(f_{k}\right)\left(x^{\prime} \| x\right)=y^{\prime} \| y \stackrel{\text { def }}{\Leftrightarrow}\left\{\begin{array}{c}y^{\prime}=x \\ y=x^{\prime} \oplus f_{k}(x)\end{array}\right.$
$-(x)^{R}$ and $(x)^{L}$ : the right and left $n$ bits of binary sequence $x$, respectively;
- 0 : n-bit binary, all bits are 0 ;
- $E^{F e}: I_{n} \times I_{2 n} \rightarrow I_{2 n}$ is Feistel structured block cipher with round function $f, E^{F e}\left(k, x^{\prime} \| x\right) \triangleq \Psi^{R}(f)\left(x^{\prime} \| x\right)=\Psi\left(f_{k^{(R)}}\right) \circ \Psi\left(f_{k^{(R-1)}}\right) \circ \ldots \circ \Psi\left(f_{k^{(1)}}\left(x^{\prime} \| x\right)\right) ;$
- $E^{S p}: I_{n} \times I_{n} \rightarrow I_{n}$, SPN structured block cipher with round function $f$, $E^{S p}(k, x)=f_{k^{\left(R^{\prime}\right)}} \circ f_{k^{\left(R^{\prime}-1\right)}} \circ \ldots \circ f_{k^{(1)}}(x)$
$-F_{c}: I_{n} \times I_{n} \rightarrow I_{n}$ is Feistel-Like Structured function with round function $f$, $F_{c}(k, x)=\left(E^{F e}(k, \tilde{0} \| x)\right)^{R}$;
- $F_{c-1}$ : Feistel-Structured function with one round fewer than $F_{c}$;
- $x, x^{\prime}, y, y^{\prime}, x_{h}, x_{m} \in I_{n}$;
- $X_{m}, X_{h}, M, X, K, Y, Z, \tilde{Z}$ : Random variables;
- $E^{-1}$ : The inverse of $E$, where $E$ is a permutation;
- $y=F\left(x_{m}, x_{h}\right)$ : the hash compression function, where $x_{h}$ is chaining value, $x_{m}$ is message block;
$-z=H(m, x)$ : the hash function, where $m$ is message and $x$ is initial value;
$-z=H^{M}(m, x)$ : iterated hash with M-D construction, if $m=\mathrm{m}_{t}\|\ldots\| \mathrm{m}_{1}$, then $z=F\left(\mathrm{~m}_{t}, F\left(\mathrm{~m}_{t-1}, \ldots F\left(\mathrm{~m}_{1}, x\right) \ldots\right)\right)$ with compression function $y=F\left(x_{m}, x_{h}\right)$;
- Message Padding: adding zero at the end of Message.
- $[1, n]$ be the set of $\{1,2,3, \ldots, n\}$;
$-z \triangleq y_{\left\{a_{1}, \ldots, a_{t}\right\}}$ be binary with $t$ bits and the $i t h$ bit of $z$ is $a_{i}$ th bit of $y$;

[^1]Remark 1. In iterated hash function $H(m, x)$, we consider the $x \in I_{n}$, because we can redefine a hash function $H^{\prime}\left(m, x^{\prime}\right) \stackrel{\text { def }}{=} H(m \| x, I V)=H(m, F(x, I V))$, in selected hash IV is constant, more discussion is given in following section.

Let $G: I_{\kappa} \times I_{\iota} \rightarrow I_{n}, y=G(m, x)$ then
$-G(\cdot, x): I_{\kappa} \rightarrow I_{n}, y=G_{m_{0}}(\cdot, x) \stackrel{\text { def }}{=} G\left(m_{0}, x\right)$
$-G(m, \cdot): I_{\iota} \rightarrow I_{n}, y=G_{x_{0}}(m, \cdot) \stackrel{\text { def }}{=} G\left(m, x_{0}\right)$
$-\{(y, m, x)\} \stackrel{\text { def }}{=}\left\{(y, m, x) \mid m \in I_{\kappa}, x \in I_{\iota}, y \in I_{n}\right\} ;$
$-\left\{x_{0}\right\} \stackrel{\text { def }}{=}\left\{x \mid x \in\{x\}, x=x_{0}\right\} ;$
$-\Lambda_{n} \subset I^{n}$;
$-\{(y, m, x)\}^{G} \stackrel{\text { def }}{=}\{(y, m, x) \mid(y, m, x) \in\{(y, m, x)\}, G(m, x)=y\} ;$
$-\left\{\left(y_{0}, m, x\right)\right\}^{G} \stackrel{\text { def }}{=}\left\{\left(y_{0}, m, x\right) \mid(y, m, x) \in\{(y, m, x)\}^{G}, y=y_{0}\right\}$;
$-\left\{\left(y, m, x_{0}\right)\right\}_{x_{0} \in \Lambda}^{G} \stackrel{\text { def }}{=}\left\{(y, m, x) \mid\left(y, m, x_{0}\right) \in\{(y, m, x)\}^{G}, x_{0} \in \Lambda\right\}$
$-\left\{\left\{\left(y_{0}, m, x\right)\right\}^{G}\right\}_{y_{0} \in \Lambda} \stackrel{\text { def }}{=} \bigcup_{y_{0} \in \Lambda}\left\{\left\{\left(y_{0}, m, x\right)\right\}^{G}\right\}$
$-\Omega \stackrel{\text { def }}{=}\{(y, m, x)\}, \Omega^{G}=\{(y, m, x)\}^{G}, \omega^{G} \in \Omega^{G} ;$

- \#\{.\}: the count of $\omega$, where $\omega \in\{\cdot\}$
$-T_{G} \stackrel{\text { def }}{=} \max _{y_{0}, x_{0}} \#\left\{\left(y_{0}, m, x_{0}\right)\right\}^{G}$,
$-S_{G} \stackrel{\text { def }}{=} \max _{y_{0}, m_{0}} \#\left\{\left(y_{0}, m_{0}, x\right)\right\}^{G}$,
$-R_{G} \stackrel{\text { def }}{=} \max _{y_{0}} \#\left\{\left(y_{0}, m, x\right)\right\}^{G}$.
We make a assumption of $\frac{1}{0}=0$.


### 2.2 Probability Theory

The notations of the probability in the paper are followed that of PHD paper of Christian Cachin[12].

A discrete random variable X is a mapping from the sample space $\Omega$ to an alphabet $\mathcal{X}$. $X$ assigns a value $x \in \mathcal{X}$ to each elementary event in the $\Omega$ and the probability distribution of $X$ is the function

$$
\begin{gathered}
P_{X}: \mathcal{X} \rightarrow \Re: x \mapsto P_{X}(X)=P[X=x]=\sum_{\omega \in \Omega: X(\omega)=x} P[\omega] \\
P_{X}(x)=P[x \stackrel{\$}{\leftarrow} \mathcal{X} ; \omega \leftarrow \Omega: X(\omega)=x]
\end{gathered}
$$

If the conditioning event involves another random variable $Y$ defined on the same sample space, the conditional probability distribution of $Y$ given that $X$ takes on a value $x$ is:

$$
P_{Y \mid X=x}(y)=\frac{P_{X Y}(x, y)}{P_{X}(x)}
$$

whenever $P_{X}(x)$ is positive.

Theorem 1 (Derived Probability). Let function $y=G(m, x), G: I_{n \cdot t} \times$ $I_{n} \rightarrow I_{n}, t \in \mathbf{N}$, let the distributions of independent random variable $M$ and $X$ are $P_{X}(x)$ and $P_{M}(m)$, let function $\chi_{G(m, x)}(y)$ is defined as that

$$
\chi_{G(m, x)}(y) \stackrel{\text { def }}{=} \begin{cases}1 & y=G(m, x) \\ 0 & y \neq G(m, x)\end{cases}
$$

the random variable $Y$ 's distribution can be derived from $X$ and $M$ by:

$$
\begin{aligned}
P_{Y}(y) & \stackrel{\text { def }}{=} P_{Y}(y=G(M, X)) \\
& =\sum_{x \in I_{n}} \sum_{m \in I_{n \cdot t}} P_{X M}(x, m) \chi_{G(m, x)}(y) \\
& =\sum_{x \in I_{n}} \sum_{m \in I_{n \cdot t}} P_{X}(x) P_{M}(m) \chi_{G(m, x)}(y)
\end{aligned}
$$

we call the probability of $Y$ is derived probability of $M$ and $X$.
In fact:

1. $P_{X}(x) \geq 0, P_{M}(m) \geq 0 \Rightarrow P_{Y}(y) \geq 0 ;$
2. 

$$
\begin{aligned}
& \sum_{y \in I_{n}} \sum_{x \in I_{n}} \sum_{m \in I_{n \cdot t}} P_{X}(x) P_{M}(m) \cdot \chi_{G(m, x)}(y) \\
= & \sum_{x \in I_{n}} \sum_{m \in I_{n \cdot t}} P_{X}(x) P_{M}(m) \cdot \sum_{y \in I_{n}} \chi_{G(m, x)}(y) \\
= & \sum_{x \in I_{n}} \sum_{m \in I_{n \cdot t}} P_{X}(x) P_{M}(m) 1=1 \Rightarrow \sum_{y \in I_{n}} P_{Y}(y)=1
\end{aligned}
$$

For any $y \in I_{n}$, if does not exist $P_{Y}(y)$, then we have $P_{Y}(y) \stackrel{\text { def }}{=} 0$.
Theorem 2 (Conditional Probability). The conditional probabilities are given as follows:

1. $P_{Y \mid M=m_{0}}\left(y_{0}\right)=\sum_{x \in I_{n}} P_{X}(x) \chi_{G}\left(y_{0}, m_{0}, x\right)$;
2. $P_{Y \mid X=x_{0}}\left(y_{0}\right)=\sum_{m \in I_{n \cdot t}} P_{M}(m) \chi_{G}\left(y_{0}, m, x_{0}\right)$;
3. $P_{Y \mid X=x_{0}, M=m_{0}}\left(y_{0}\right)=\chi_{G}\left(y_{0}, m_{0}, x_{0}\right)$;
4. $P_{\dot{Y} \mid M=m_{0}}\left(y_{0}\right)=\sum_{x \in I_{n}} \frac{1}{2^{n}} \chi_{G}\left(y_{0}, m_{0}, x\right)$;
5. $P_{\dot{Y} \mid X=x_{0}}\left(y_{0}\right)=\sum_{m \in I_{n \cdot t}} \frac{1}{2^{n \cdot t}} \chi_{G}\left(y_{0}, m, x_{0}\right)$;
6. $P_{\dot{Y} \mid X=x_{0}, M=m_{0}}\left(y_{0}\right)=\chi_{G}\left(y_{0}, m_{0}, x_{0}\right)$;

If $X$ and $M$ are uniformly distributed, which means $P_{M}(m)=\frac{1}{2^{n \cdot t}}, P_{X}(x)=\frac{1}{2^{n}}$, when $X$ and $M$ are uniformly distributed, we use notation of $P_{\dot{Y}}(y)$, that is also hold in conditional probability.

Theorem 3. The relation between conditional probabilities and existence of such value is given as follows:

1. $P_{\dot{Y}}\left(y_{0}\right)=\frac{\#\left\{\left(y_{0}, m, x\right)\right\}^{G}}{2^{n} \cdot 2^{n \cdot t}}$;
2. $P_{\dot{Y} \mid M=m_{0}}\left(y_{0}\right)=\frac{\#\left\{\left(y_{0}, m_{0}, x\right)\right\}^{G}}{2^{n}}$;
3. $P_{\dot{Y} \mid X=x_{0}}\left(y_{0}\right)=\frac{\#\left\{\left(y_{0}, m, x_{0}\right)\right\}^{G}}{2^{n \cdot t}}$;
4. $P_{\dot{Y} \mid X=x_{0}, M=m_{0}}\left(y_{0}\right)=\#\left\{\left(y_{0}, m_{0}, x_{0}\right)\right\}^{G}$.

## Corollary 1.

$$
\#\left\{\left(y_{0}, m, x\right)\right\}^{G} \leq \max \left\{\#\left\{\left(y_{0}, m_{0}, x\right)\right\}^{G} \cdot 2^{n \cdot t}, \#\left\{\left(y_{0}, m, x_{0}\right)\right\}^{G} \cdot 2^{n}\right\}
$$

### 2.3 Definitions Based on Sequence Games

The notations about advantages are from paper [52] and paper[6].
Remark 2. The theorem3 give the relation between the conditional probability and existence of collision and preimage.

In describing probabilistic processes, we write: $x \stackrel{\$}{\leftarrow} X$ to denote the action of assigning to the variable $x$ a value sampled according to the distirbution $X$. If $S$ is a finite set, we simply write $s \stackrel{\$}{\leftarrow} S$ to denote assignment to $s$ of an element sampled from the uniform distribution on $S$. We shall write $\operatorname{Pr}\left[x_{1} \stackrel{\&}{\leftarrow} X_{1}, x_{2} \stackrel{\&}{\leftarrow}\right.$ $\left.X 2\left(x_{1}\right), \ldots, x_{n} \stackrel{\$}{\leftarrow} X_{n}\left(x_{1}, \ldots, x_{n-1}\right): \phi\left(x_{1}, \ldots, x_{n}\right)\right]$ to denote the probability that when $x_{1}$ is drawn from a certain distribution $X_{1}$, and $x_{2}$ is drawn from a certain distribution $X_{2}\left(x_{1}\right)$, possibly depending on the particular choice of $x_{1}$, and so on, all the way to $x_{n}$, the predicate $\phi\left(x_{1}, \ldots, x_{n}\right)$ is true. We allow the predicate $\phi$ to involve the execution of probabilistic algorithms.

Lemma 1 (Difference Lemma[52]). Let $A, B, F$ be events defined in some probability distribution, and suppose that $A \wedge \neg F \Leftrightarrow B \wedge \neg F$. Then $\mid \operatorname{Pr}[A]-$ $\operatorname{Pr}[B] \mid \leq \operatorname{Pr}[F]$.

In this section we give some new definitions about attacks on hash function, the reasons are that:

1. If $y=F\left(x_{m}, x_{h}\right)$ is block cipher, where the $x_{m}$ is the key, the $A d v_{F}^{I n v}(A) \stackrel{\text { def }}{=}$ $\operatorname{Pr}\left[y_{0} \stackrel{\$}{\leftarrow} I_{n} ; x_{m} \leftarrow I_{n}: F\left(x_{m}, \cdot\right)=y_{0}\right]=1$, since we can get $x_{h}$ by $x_{h}=$ $F_{x_{m}}^{-1}\left(y_{0}\right)$, if $A d v_{F}^{I n v}(A) \stackrel{\text { def }}{=} \operatorname{Pr}\left[y_{0}, x_{h_{0}} \stackrel{\&}{\leftarrow} I_{n} ; x_{m} \leftarrow I_{n}: F\left(x_{m}, \cdot\right)=y_{0}\right]$, then $A d v_{F}^{I n v}(A)=\frac{1}{2^{n}}$, we have to distinguish the two case.
2. We want to distinguish the difference between the existence of some value and the advantage of finding such value, more precisely, if block cipher $y=F\left(x_{m}, x_{h}\right)$, where $x_{m}$ is the key, then $\operatorname{Pr}\left[y_{0}, x_{h_{0}} \stackrel{\&}{\leftarrow} I_{n} ; x_{m} \leftarrow I_{n}:\right.$ $\left.F\left(x_{m}, x_{h_{0}}\right)=y_{0}\right]=\frac{1}{2^{n}}, \operatorname{Pr}\left[y_{0}, x_{m_{0}} \stackrel{\Phi}{\leftarrow} I_{n} ; x_{h} \leftarrow I_{n}: F\left(x_{m_{0}}, x_{h}\right)=y_{0}\right]=1$, but $\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{2^{n}} \approx \#\left\{\left(y_{0}, x_{m_{0}}, x_{h}\right)\right\}^{F}$.
3. We want to distinguish the difference between experiments of select $y \stackrel{\$}{\leftarrow} S$ of $\operatorname{Adv}(A)=\operatorname{Pr}\left[y \stackrel{\$}{\leftarrow} S ; x_{m} \leftarrow A: y=F\left(x_{m}, x_{h}\right)\right]$ and $\max _{y_{0}} \operatorname{Pr}\left[y_{0} \in\right.$ $\left.I_{n}, x_{m} \leftarrow A: y_{0}=F\left(x_{m}, x_{h}\right)\right]$.
4. The previous definition illustrate an average of success, we want to illustration the condition of that Adversary is lucky enough to success with maximum probability;
5. We also want to give a precise bound about the advantage of finding some value and existence of such value and also we want to give a more precise searching space or probability space. The paper[52] also suggest the games should be defined on a common probability space.

The definition: $\operatorname{Adv} v_{F}^{I n v}(A) \stackrel{\text { def }}{=} \operatorname{Pr}\left[y_{0} \stackrel{\$}{\leftarrow} I_{n} ; x_{m}, x_{h} \leftarrow I_{n}: F\left(x_{m}, \cdot\right)=y_{0}\right]$ can be given based on games, we also use games to define our objects and to describe our work, that is based on definition given in [26].

$$
\begin{aligned}
& G a m e(I n v, A, F) \\
& y_{0} \stackrel{\$}{\leftarrow} I_{n} \\
& A\left(y_{0}\right) \rightarrow\left(x_{m}, x_{h}\right) \\
& A \text { wins if } F\left(x_{m}, x_{h}\right)=y_{0} .
\end{aligned}
$$

Definition 1. The definitions about the maximum advantage of $A$ in finding Primage and Collision of function $H$ and compression function $F$ are as follows, $A d v(q) \stackrel{\text { def }}{=} \max _{q}\{\operatorname{Adv}(A)\}$, where the maximum is taken over adversaries that ask at most $q$ queries, $q<\min \left\{2^{n-1}, 2^{\kappa-1}\right\}$, write $\widetilde{A} d v(A) \stackrel{\text { def }}{=} \max \{\operatorname{Adv}(A)\}$, where the maximum is get the luckiest adversary's advantage, if $F$ is invertible with $F^{-1}$, then $A$ can ask queries of $F$ and $F^{-1}$, the search space is the whole space.

## 1. (Fress Start) Pseudo Preimage Attack:

$$
\begin{aligned}
& \widetilde{A} d v_{F}^{P r e}(A)=\max _{y_{0}} \operatorname{Pr}\left[y_{0} \in I_{n} ; \omega \leftarrow A^{F}: \omega \in\left\{\left(y_{0}, x_{m}, x_{h}\right)\right\}^{F}\right] \\
& \widetilde{A} d v_{H}^{P r e}(A)=\max _{z_{0}} \operatorname{Pr}\left[z_{0} \in I_{n} ; \omega \leftarrow A^{F, H}: \omega \in\left\{\left(z_{0}, m, x\right)\right\}^{H}\right]
\end{aligned}
$$

## 2. (Fixed Start) Preimage Attack:

$$
\begin{aligned}
& \widetilde{A} d v_{F}^{F i x P}(A)=\max _{y_{0}, x_{h_{0}}} \operatorname{Pr}\left[y_{0} \in I_{n}, x_{h_{0}} \in I_{n} ; \omega \leftarrow A^{F}: \omega \in\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}\right] \\
& \widetilde{A} d v_{H^{M}}^{F i x P}(A)=\max _{y_{0}, x_{0}} \operatorname{Pr}\left[y_{0} \in I_{n}, x_{0} \in I_{n} ; \omega \leftarrow A^{F, H}: \omega \in\left\{\left(z_{0}, m, x_{0}\right)\right\}^{H}\right]
\end{aligned}
$$

3. (Free Start) Pseudo Collision Attack:

$$
\begin{aligned}
& \widetilde{A} d v_{F}^{\text {Coll }}(A)=\max _{y_{0}} \operatorname{Pr}\left[\omega, \omega^{\prime} \leftarrow A^{F}: \omega, \omega^{\prime} \in \sigma, \sigma \in\left\{\left\{\left(y_{0}, x_{m}, x_{h}\right)\right\}^{F}\right\}_{y_{0} \in I_{n}}\right] \\
& \widetilde{A} d v_{H}^{\text {Coll }}(A)=\max _{y_{0}} \operatorname{Pr}\left[\omega, \omega^{\prime} \leftarrow A^{F, H}: \omega, \omega^{\prime} \in \sigma, \sigma \in\left\{\left\{\left(z_{0}, m, x\right)\right\}^{H}\right\}_{z_{0} \in I_{n}}\right]
\end{aligned}
$$

## 4. (Fixed Start) Collision Attack:

$$
\begin{array}{r}
\widetilde{A} d v_{F}^{F i x C}(A)=\max _{y_{0}, x_{h_{0}}} \operatorname{Pr}\left[x_{h_{0}} \in I_{n} ; \omega, \omega^{\prime} \leftarrow A^{F}:\right. \\
\left.\omega, \omega^{\prime} \in \sigma, \sigma \in\left\{\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}\right\}_{y_{0} \in I_{n}}\right] \\
\widetilde{A} d v_{H}^{F i x C}(A)=\max _{y_{0}, x_{0}} \operatorname{Pr}\left[x_{0} \in I_{n} ; \omega, \omega^{\prime} \leftarrow A^{F, H}:\right. \\
\left.\omega, \omega^{\prime} \in \sigma, \sigma \in\left\{\left\{\left(z_{0}, m, x_{0}\right)\right\}^{H}\right\}_{z_{0} \in I_{n}}\right]
\end{array}
$$

The definitions can be also given as follows, an example is given:

$$
\begin{aligned}
& \widetilde{A} d v_{F}^{P r e}(A)= \max _{y_{0}} \operatorname{Pr}\left[y_{0} \in I_{n} ; \omega \leftarrow A^{F}: \omega \in\left\{\left(y_{0}, x_{m}, x_{h}\right)\right\}^{F}\right] \\
& \operatorname{Game}\left(A d v_{F}^{P r e}(A), A, F, y_{0}\right) \\
& A\left(y_{0}\right) \rightarrow\left(x_{m}, x_{h}\right) \\
& \text { wins if } F\left(x_{m}, x_{h}\right)=y_{0} . \\
& \widetilde{A} d v_{F}^{P r e}(q)=\max _{y_{0}} \operatorname{Pr}\left[y_{0} \in I_{n} ; \omega \leftarrow A^{F}: \omega \in\left\{\left(y_{0}, x_{m}, x_{h}\right)\right\}^{F}\right] \\
& \operatorname{Game}\left(A d v_{F}^{P r e}(q), A, F, y_{0}\right) \\
& \text { For } i=1, \ldots, t d o: \\
& A\left(y_{0}\right) \rightarrow\left(x_{m_{i}}, x_{h_{i}}\right) \\
& \text { A wins if } \exists i \text { st. } F\left(x_{m_{i}}, x_{h_{i}}\right)=y_{0} .
\end{aligned}
$$

Definition 2 (Black Box Model). $G: I_{\kappa} \times I_{n} \rightarrow I_{n}$ is a Black Box Model, if the probabilities of success of Game0 and Game1 are same, and $G$ is immune against those attacks. where $q \leq 2^{-\frac{n}{2}}$ :

$$
\begin{aligned}
& \text { Game0 }\left(A, F, y_{0}, q\right) \\
& \text { For } i=1, \ldots, t \text { do : } \\
& A\left(y_{0}\right) \rightarrow\left(x_{m_{i}}, x_{h_{i}}\right) \\
& \text { A wins if } \exists i \text { ist. } F\left(x_{m_{i}}, x_{h_{i}}\right)=y_{0} . \\
& \text { Game } 1\left(A, F, y_{0}, q\right) \\
& Q \leftarrow \emptyset \\
& \text { For } i=1, \ldots, t \text { do : } \\
& A\left(y_{0}, Q\right) \rightarrow\left(x_{m_{i}}, x_{h_{i}}\right) \\
& Q \leftarrow Q \cup\left(F\left(x_{m_{i}}, x_{h_{i}}\right), x_{m_{i}}, x_{h_{i}}\right) \\
& \text { A wins if } \exists i \text { st. } F\left(x_{m_{i}}, x_{h_{i}}\right)=y_{0} .
\end{aligned}
$$

If no special statement is given, the Black Box Model means $G(m, \cdot)$ and $G(\cdot, x)$ are not invertible.

Remark 3. The definition is also same with $y=G(x)$.
Definition 3 (Random Oracle Model). A fixed-size Random Oracle is a function $f: I_{a} \rightarrow I_{b}$, chosen uniformly at random from the set of all such functions.

Theorem 4. For Hash function $H$ and Hash compression function $F$ :

$$
\begin{aligned}
\widetilde{A} d v_{F}^{F i x C}(A) & \leq \widetilde{A} d v_{F}^{C o l l}(A) \\
\widetilde{A} d v_{H}^{F i x C}(A) & \leq \widetilde{A} d v_{H}^{C o l l}(A) \\
\widetilde{A} d v_{H}^{F i x C}(A) & \leq \widetilde{A} d v_{H}^{P r e}(A)
\end{aligned}
$$

Theorem 5. If $y=F\left(x_{m}, x_{h}\right)$ is black box model, then

$$
\widetilde{A} d v_{F}^{F i x P}(A)=\max _{y_{0}, x_{h_{0}}} P_{Y \mid X_{h}=x_{h_{0}}}\left(y_{0}\right) .
$$

### 2.4 The Definitions of Known Structures

Let $F: I_{\kappa} \times I_{n} \rightarrow I_{n}, y=F\left(x_{m}, x_{h}\right), x_{h} \in I_{n}, y \in I_{n}, G: I_{n} \rightarrow I_{\omega}, \bar{y}=G\left(x_{h}\right)$, $\bar{y} \in I_{\omega}, m \in I_{\kappa \cdot *}, m=\mathrm{m}_{*}\|\ldots\| \mathrm{m}_{1}$, then the definition are given as follows:
Definition 4 (M-D hash). Let $y=F\left(x_{m}, x_{h}\right)$ is a compression function of hash function $H^{M}$, the $H^{M}: I_{\kappa \cdot *} \times I_{n} \rightarrow I_{n}$ with $M-D$ construction is defined as (figure illustration is given in Fig1):

$$
z=H^{M}(m, x) \stackrel{\text { def }}{=} F\left(m_{*}, F\left(m_{*-1}, \ldots\left(F\left(m_{1}, x\right)\right) \ldots\right)\right)
$$



Fig. 1. The M-D Hash

Definition 5 (Wide-Pipe Hash). Let $y=F\left(x_{m}, x_{h}\right)$, the wide-pipe hash[40] $H^{W}: I_{\kappa \cdot *} \times I_{n} \rightarrow I_{\omega}$ is defined as (figure illustration is given in Fig2):

$$
\tilde{z}=H^{W}(m, x) \stackrel{\text { def }}{=} G\left(H^{M}\left(m_{*}\|\ldots\| m_{1}, x\right)\right)
$$

where $z=H^{M}(m, x), \tilde{z}=G(z)$.
Definition 6 (Double-Pipe hash[40]). Let $\widetilde{F}: I_{\kappa} \times I_{2 n} \rightarrow I_{2 n}, \widetilde{G}: I_{\kappa} \times I_{2 n} \rightarrow$ $I_{n}$ the double-pipe hash is defined as $H^{D}: I_{\kappa \cdot *} \times I_{2 n} \rightarrow I_{n}$ :

$$
\begin{aligned}
\widetilde{z}=H^{D}\left(m, x^{\prime} \| x\right) & \stackrel{\text { deef }}{=} \widetilde{G}\left(m_{*}, H^{M}\left(m_{*-1}\|\ldots\| m_{1}, x^{\prime} \| x\right)\right) \\
& =\widetilde{G}\left(m_{*}, \widetilde{F}\left(m_{*-1}, \ldots \widetilde{F}\left(m_{1}, x^{\prime} \| x\right) \ldots\right)\right)
\end{aligned}
$$

where $x, x^{\prime} \in I_{n}, y^{\prime}\left\|y=\widetilde{F}\left(x_{m}, x_{h}^{\prime} \| x_{h}\right), y, y^{\prime} \in I_{n}, m \in I_{\kappa \cdot *}, m=m_{*}\right\| \ldots \| m_{1}$, $z^{\prime} \| z=\widetilde{F}\left(m_{*-1}, \ldots \widetilde{F}\left(m_{1}, x^{\prime} \| x\right) \ldots\right), \tilde{z}=G\left(m_{*}, z^{\prime} \| z\right)=H^{D}\left(m, x^{\prime} \| x\right), z, z^{\prime} \in I_{n}$, $\tilde{z} \in I_{n}$.


Fig. 2. The Wide-Pipe Hash

Remark 4. The Double-Pipe hash has some different from original design[40], we give a more general model, the original model is an example of that model.

Figure illustration is given in Fig3


Fig. 3. The Double-Pipe Hash

Remark 5. In iterated hash function $H(m, x)$, we consider the $x \in I_{n}$, because we can redefine a hash function $H^{\prime}(m, x) \stackrel{\text { def }}{=} H(m \| x, I V)=H(m, F(x, I V))$.

### 2.5 Definitions of Improved Structures

Definition 7 (Ideal-Pipe Hash). Let $y=F\left(x_{m}, x_{h}\right), f: I_{\kappa \cdot *} \times I_{n} \rightarrow I_{n}$, $\bar{G}: I_{n} \times I_{n} \rightarrow I_{n}$, the function $F$ is hash compression function, $\tilde{y}=f(m, x)$, $\tilde{y}=\bar{G}\left(x_{m}, x_{h}\right)$. the Ideal-Pipe hash structure is defined as $H^{I}: I_{\kappa * *} \times I_{n} \rightarrow I_{n}$ :

$$
H^{I}(m, x) \stackrel{\text { def }}{=} \bar{G}\left(f(m, x), H\left(m_{*}\|\ldots\| m_{1}, x\right)\right)
$$

where $z=F\left(m_{*}, \ldots F\left(m_{1}, x\right) \ldots\right), \tilde{z}=\bar{G}(f(m, x), z)=H^{I}(m, x)$.

Remark 6. We give a improved M-D structure called Ideal-pipe hash, the motivation of this structure is to make the conditional probability $P_{\dot{\tilde{Z}} \mid M=m}(z)$ approx $2^{-n}$, details are discussed in following section.

Similarly, we give a improved wide pipe hash, which were also given in paper [25] and that was before than me, so we also call it 3C as given in [25], although we give the structure separately.


Fig. 4. The Ideal-Pipe Hash

Definition 8 (3C Structure). Let $F: I_{n} \times I_{n} \rightarrow I_{n}$, the improved wide pipe hash, 3c-hash structure [25] $H^{N}: I_{n \cdot *} \times I_{n} \rightarrow I_{n}$ is defined as (figure illustration is given in Fig5:

$$
\tilde{z}=H^{N}(m, x) \stackrel{\text { def }}{=} F\left(h_{*} \oplus \ldots \oplus h_{1} \oplus h_{0}, H\left(m_{*}\|\ldots\| m_{1}, x\right)\right)
$$

where $x \in I_{n}, y \in I_{n}, y=F\left(x_{m}, x_{h}\right), m \in I_{\kappa \cdot *}, m=m_{*}\|\ldots\| m_{1}, h_{i}=$ $F\left(m_{i}, h_{i-1}\right), h_{0}=x, z=F\left(m_{*}, \ldots F\left(m_{1}, x\right) \ldots\right), \tilde{z}=H^{N}(m, x)$.


Fig. 5. 3C hash

The 3C hash can be considered as a improved structure of wide-pipe hash. In similar way, we can improve the structure of double-pipe hash, which is called improved double-pipe hash(The figure illustration is given in Fig.6).

Definition 9 (Improved Double-Pipe Hash). Let $F: I_{\kappa} \times I_{n} \rightarrow I_{n}, G: I_{\kappa} \times$ $I_{n} \rightarrow I_{n}$ the improved double-pipe structure is defined as $H^{N D}: I_{\kappa \cdot *} \times I_{n} \rightarrow I_{n}$ :

$$
H^{N D}(m, x) \stackrel{\text { def }}{=} F\left(H^{G}\left(m_{*}\|\ldots\| m_{1}, x\right), H^{F}\left(m_{*}\|\ldots\| m_{1}, x\right)\right)
$$

where $x \in I_{n}, m \in I_{\kappa \cdot *}, m=m_{*}\|\ldots\| m_{1}, H^{F}=F\left(m_{*}, \ldots F\left(m_{1}, x\right) \ldots\right), H^{G}=$ $G\left(m_{*}, \ldots G\left(m_{1}, x\right) \ldots\right)$.


Fig. 6. The Improved Double-Pipe Hash

## Part I

## Illustration Based on Graph Theory

## 3 Conditional Probability Based on Grapy Theory

In this section, we will discuss the design principle of compression function to prevent the conditional probability $P_{\dot{Z} \mid M=m_{i}}(z)$, where $m_{i}=\mathrm{m}_{i}\|\ldots\| \mathrm{m}_{i}, \mathrm{~m}_{i} \in I_{n}$ of hash function $z=H^{M}\left(m_{i}, x\right)$, not increase when the message length increased. Let $G$ is a directed graph, the notations about graph $G$ are from [19]. The main conclusions of this section are Assumption1, which implies we can only give the proof of permutation does not existing cluster, and Theorem6, which give the maximum conditional probability of M-D hash.

Definition 10. We call digraph $G_{m}$ is derived from function $y=F_{m}\left(x_{m}, x_{h}\right), m \in$ $I_{n}$, if the graph $G_{m}$ is build in following way: the vertices of graph $G_{m}$ is all $v_{x_{h}} \in I_{n}$, the directed edges are build in following ways: for $\forall x_{h_{0}} \in I_{n}$, if we have $x_{h}^{\prime}=F\left(m, x_{h_{0}}\right)$ then draw an edge from $v_{x_{h_{0}}}$ and directed at $v_{x_{h}^{\prime}}$, the procedure is stopped until all $F\left(m, x_{h}\right), \forall x_{h} \in I_{n}$ are computed and draw an directed edge from $v_{x_{h}}$ to $v_{F\left(m, x_{h}\right)}$.

- $V=V\left(G_{\mathrm{m}}\right)$ is the set of vertices of $G_{\mathrm{m}}$;
$-E=E\left(G_{\mathrm{m}}\right)$ is the set of edges of $G_{\mathrm{m}}$.
$-|G|$ : The number of vertices of graph $G$ is its order;
- $\|G\|$ : The number of edges of Graph $G$;
$-v_{x_{h_{0}}}$ : The vertex of $G_{\mathrm{m}}$, where the value of vertex of $v_{x_{h_{0}}}$ is $x_{h_{0}}$, we also use $x_{h_{0}}$ to denote the vertex directly;
- $\left(v_{x_{h_{1}}} v_{x_{h_{2}}}\right)$ : The edge of $G_{\mathrm{m}},\left(v_{x_{h_{1}}} v_{x_{h_{2}}}\right) \in E\left(G_{\mathrm{m}}\right)$, we also use $\left(x_{h_{1}} x_{h_{2}}\right)$ to denote the directed edge, where $x_{h_{2}}=F\left(\mathrm{~m}, x_{h_{1}}\right)$;
- the vertex $v_{x_{h_{0}}}$ is incident with an edge $e$ if $v_{x_{h_{0}}} \in e$; then $e$ is an edge at $v_{x_{h_{0}}}$;
- The indegree, the outdegree and degree of a vertex at Graph $G_{\mathrm{m}}$ are defined as follows

$$
\begin{gathered}
d_{G_{\mathrm{m}}}^{I}\left(v_{x_{h_{0}}}\right)=\#\left\{x_{h} \mid x_{h_{0}}=F\left(\mathrm{~m}, x_{h}\right), x_{h} \in I_{n}\right\} \\
d_{G_{\mathrm{m}}}^{O}\left(v_{x_{h_{0}}}\right)=\#\left\{x_{h} \mid x_{h}=F\left(\mathrm{~m}, x_{h_{0}}\right), x_{h} \in I_{n}\right\} \\
d_{G_{\mathrm{m}}}\left(v_{x_{h_{0}}}\right)=d_{G_{\mathrm{m}}}^{I}\left(v_{x_{h_{0}}}\right)+d_{G_{\mathrm{m}}}^{O}\left(v_{x_{h_{0}}}\right) \\
-\delta\left(G_{\mathrm{m}}\right) \stackrel{\text { def }}{=} \min \left\{d_{G_{\mathrm{m}}}\left(v_{x_{h_{0}}}\right) \mid v_{x_{x_{0}}} \in V\left(G_{\mathrm{m}}\right)\right\}, \Delta\left(G_{\mathrm{m}}\right) \stackrel{\text { def }}{=} \max \left\{d_{G_{\mathrm{m}}}\left(v_{x_{x_{0}}}\right) \mid v_{x_{h_{0}}} \in\right. \\
\left.V\left(G_{\mathrm{m}}\right)\right\} ;
\end{gathered}
$$

- $\mathcal{H}_{i}$ is connective subgraph of $G_{\mathrm{m}}$, the number of connective subgraph included in $G_{\mathrm{m}}$ is denoted $\Upsilon ; C_{i}$ to illustrate the cycles in subgraph $\mathcal{H}_{i}($ In each subgraph only exist a cycle); $T_{i j}, j \in \mathbf{N}$ to illustrate the trees in $\mathcal{H}_{i}-E\left(C_{i}\right)$, the number of tree in $\mathcal{H}_{i}-E\left(C_{i}\right)$ is denoted $\tau_{i}$;
- Two digraphs $G 1, G 2$ are isomorphic (symbol $\cong$ ) if there is a bijection $\phi$ : $V(G 1) \rightarrow V(G 2):(x y) \in E(G 1) \Leftrightarrow(\phi(x) \phi(y)) \in E(G 2) ;$
- If $G^{\prime}$ is any subgraph with $G^{\prime} \subseteq G, G-G^{\prime}$ is obtained from $G$ by deleting all the vertices in $V\left(G^{\prime}\right)$ and their incident edges.
- If $x_{h_{0}}=F\left(\mathrm{~m}, x_{h_{0}}\right)$ then the Graph is a loop, we still call it a cycle.


### 3.1 A Toy Hash

To illustrate the ideal more precisely, an example of hash function with MD structure is given. Let us consider the compression function $F:\{0,1\}^{4} \times$ $\{0,1\}^{3} \rightarrow\{0,1\}^{3}$, the chaining value set $A=I_{3}$, the message set $B=I_{4}$, the value in $A$ and $B$ is illustrated in hexadecimal notation with a $\operatorname{dot}(010$ is denoted $\dot{2})$. The Toy Hash $H^{T}(m, x)$ is a iterated hash function with M-D construction and the compression function is $y=F\left(x_{m}, x_{h}\right)$. Table1 is the table illustration of $y=F\left(x_{m}, x_{h}\right)$, both the count of row and column from 0 , the first row is input value $x_{h}$ and the first column is input value $x_{m}$, the value of column 1 and row 1 means $\dot{1}=F(\dot{0}, \dot{0})$. Fig7 is the Graph illustrations of $G_{i}, i \in[0,15], \dot{i} \in I_{4}$. The compression functions $y=F\left(\cdot, x_{h}\right)$ are designed with different properties, to illustate the different properties of design principle of compression function, first sub-figure $G_{\dot{0}}$ is $F_{\dot{0}}\left(\cdot, x_{h}\right)$, which is permutation, $F_{\dot{E}}\left(\cdot, x_{h}\right)=F_{\dot{0}}\left(\cdot, x_{h}\right) \oplus x_{h}$, $F_{\dot{F}}\left(\cdot, x_{h}\right)=F_{\dot{0}}\left(\cdot, x_{h}\right) \wedge x_{h}, F_{\dot{8}}\left(\cdot, x_{h}\right)=F_{\dot{2}}\left(\cdot, x_{h}\right) \oplus \dot{3}, F_{\dot{9}}\left(\cdot, x_{h}\right)=F_{\dot{2}}\left(\cdot, x_{h}\right) \oplus \dot{4}$, $F_{\dot{A}}\left(\cdot, x_{h}\right)=F_{\dot{2}}\left(\cdot, x_{h} \oplus \dot{5}\right), F_{\dot{B}}\left(\cdot, x_{h}\right)=F_{\dot{\mathrm{i}}}\left(\cdot, x_{h}\right) \oplus \dot{7}, F_{\dot{C}}\left(\cdot, x_{h}\right)=F_{\mathrm{i}}\left(\cdot, x_{h}\right) \oplus \dot{3}$, $F_{\dot{D}}\left(\cdot, x_{h}\right)=F_{\dot{1}}\left(\cdot, x_{h}\right) \oplus \dot{5}, F_{\dot{0}}\left(\cdot, x_{h}\right)$ and $F_{\dot{2}}\left(\cdot, x_{h}\right)$ are APN Function, $F_{\dot{3}}\left(\cdot, x_{h}\right)$ is almost a linear function, $F_{\dot{C}}\left(\cdot, x_{h}\right)=F_{\mathrm{i}}\left(\cdot, x_{h}\right) \oplus \dot{3}, F_{\dot{D}}\left(\cdot, x_{h}\right)=F_{\mathrm{i}}\left(\cdot, x_{h}\right) \oplus \dot{5}$.

Table 1. The compression function of Toy Hash, where the row $i$ is the output of $F\left(i-1, x_{h}\right)$, the column $j$ is output of $F\left(x_{m}, j \dot{-} 1\right)$.

| $x_{m} \backslash x_{h}$ | $\dot{0}$ | $\dot{1}$ | $\dot{2}$ | $\dot{3}$ | $\dot{4}$ | $\dot{5}$ | $\dot{6}$ | $\dot{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\dot{0}$ | $\dot{1}$ | $\dot{5}$ | $\dot{7}$ | $\dot{2}$ | $\dot{3}$ | $\dot{6}$ | $\dot{4}$ | $\dot{0}$ |
| $\dot{1}$ | $\dot{1}$ | $\dot{2}$ | $\dot{3}$ | $\dot{4}$ | $\dot{5}$ | $\dot{6}$ | $\dot{7}$ | $\dot{7}$ |
| $\dot{2}$ | $\dot{0}$ | $\dot{4}$ | $\dot{6}$ | $\dot{6}$ | $\dot{5}$ | $\dot{0}$ | $\dot{5}$ | $\dot{4}$ |
| $\dot{3}$ | $\dot{4}$ | $\dot{4}$ | $\dot{5}$ | $\dot{5}$ | $\dot{6}$ | $\dot{6}$ | $\dot{7}$ | $\dot{6}$ |
| $\dot{4}$ | $\dot{5}$ | $\dot{4}$ | $\dot{7}$ | $\dot{6}$ | $\dot{5}$ | $\dot{6}$ | $\dot{7}$ | $\dot{4}$ |
| $\dot{5}$ | $\dot{4}$ | $\dot{4}$ | $\dot{4}$ | $\dot{7}$ | $\dot{5}$ | $\dot{6}$ | $\dot{3}$ | $\dot{2}$ |
| $\dot{6}$ | $\dot{4}$ | $\dot{4}$ | $\dot{6}$ | $\dot{7}$ | $\dot{5}$ | $\dot{6}$ | $\dot{3}$ | $\dot{2}$ |
| $\dot{+}$ | $\dot{0}$ | $\dot{2}$ | $\dot{7}$ | $\dot{7}$ | $\dot{6}$ | $\dot{6}$ | $\dot{3}$ | $\dot{3}$ |
| $\dot{8}$ | $\dot{3}$ | $\dot{7}$ | $\dot{5}$ | $\dot{5}$ | $\dot{6}$ | $\dot{3}$ | $\dot{6}$ | $\dot{7}$ |
| $\dot{9}$ | $\dot{4}$ | $\dot{0}$ | $\dot{2}$ | $\dot{2}$ | $\dot{1}$ | $\dot{4}$ | $\dot{1}$ | $\dot{0}$ |
| $\dot{A}$ | $\dot{0}$ | $\dot{5}$ | $\dot{4}$ | $\dot{5}$ | $\dot{4}$ | $\dot{0}$ | $\dot{6}$ | $\dot{6}$ |
| $\dot{B}$ | $\dot{7}$ | $\dot{4}$ | $\dot{5}$ | $\dot{2}$ | $\dot{3}$ | $\dot{0}$ | $\dot{1}$ | $\dot{1}$ |
| $\dot{C}$ | $\dot{2}$ | $\dot{1}$ | $\dot{7}$ | $\dot{7}$ | $\dot{6}$ | $\dot{5}$ | $\dot{4}$ | $\dot{4}$ |
| $\dot{D}$ | $\dot{4}$ | $\dot{7}$ | $\dot{6}$ | $\dot{1}$ | $\dot{0}$ | $\dot{3}$ | $\dot{2}$ | $\dot{2}$ |
| $\dot{E}$ | $\dot{1}$ | $\dot{4}$ | $\dot{1}$ | $\dot{5}$ | $\dot{4}$ | $\dot{2}$ | $\dot{2}$ | $\dot{5}$ |
| $\dot{F}$ | $\dot{0}$ | $\dot{1}$ | $\dot{2}$ | $\dot{2}$ | $\dot{0}$ | $\dot{5}$ | $\dot{4}$ | $\dot{2}$ |

In Toy Hash we have following properties, where the attacks are build only by iterated a same message block again and again:

1. We can append message $\dot{2}\|\dot{2}\| \dot{2}$ at the end of any message to build collision.

$$
\forall m, m^{\prime} \in I_{4 \cdot *}, H^{T}\left(\dot{2}^{(3)} \| m, I V\right)=H^{T}\left(\dot{2}^{(3)} \| m^{\prime}, I V\right)=\dot{0}
$$



Fig. 7. The Compression Function of Toy Hash
2. Both Graph $G_{\dot{1}}$ and $G_{\dot{2}}$ have cluster at fixed vertex, but the minimum block length of message block, making collision by appending repeating of same message block, are different.

$$
\begin{aligned}
& \forall m, m^{\prime} \in I_{4 \cdot *}, H^{T}\left(\dot{1}^{(t)} \| m, I V\right)=H^{T}\left(\dot{1}^{(t)} \| m^{\prime}, I V\right), \forall t \geq 7 \\
& \forall m, m^{\prime} \in I_{4 \cdot *}, H^{T}\left(\dot{2}^{(t)} \| m, I V\right)=H^{T}\left(\dot{2}^{(t)} \| m^{\prime}, I V\right), \forall t \geq 3
\end{aligned}
$$

3. $G_{\dot{2}}$ and $G_{\dot{3}}$ are isomorphic, but the function $y=F_{\dot{2}}\left(\cdot, x_{h}\right)$ is APN and $y=$ $F_{\dot{3}}\left(\cdot, x_{h}\right)$ is near a linear function.
4. $P_{\dot{Y} \mid M=\dot{3}}(y)$ and $P_{\dot{Y} \mid M=\dot{4}}(y)$ with same distribution, but the derived Graph $G_{\dot{2}}$ and $G_{\dot{3}}$ are far away from each other.
5. $\max _{y} P_{\dot{Y} \mid M=\dot{5}}(y)>\max _{y} P_{Y \mid M=\dot{2}}(y)$, but collision is more easy to build in iteration procedure when select the message $\dot{2}\|\ldots\| \dot{2}$ or $\dot{5}\|\ldots\| \dot{5}$.
6. $F_{\dot{8}}\left(\cdot, x_{h}\right)=F_{\dot{2}}\left(\cdot, x_{h}\right) \oplus \dot{3}, F_{\dot{9}}\left(\cdot, x_{h}\right)=F_{\dot{2}}\left(\cdot, x_{h}\right) \oplus \dot{4}, F_{\dot{A}}\left(\cdot, x_{h}\right)=F_{\dot{2}}\left(\cdot, x_{h} \oplus \dot{5}\right)$ but the derived graphs are totally different.
7. $F_{\dot{B}}\left(\cdot, x_{h}\right)=F_{\mathrm{i}}\left(\cdot, x_{h}\right) \oplus \dot{7}$, but in Graph in $G_{\mathrm{i}}$ exist a cluster, the properties of Graph $G_{\dot{B}}$ is more like the properties of Graph $G_{\dot{0}}$. but the derived graph is totally different.
8. $F_{\dot{E}}\left(\cdot, x_{h}\right)=F_{\dot{0}}\left(\cdot, x_{h}\right) \oplus x_{h}, F_{\dot{F}}\left(\cdot, x_{h}\right)=F_{\dot{0}}\left(\cdot, x_{h}\right) \wedge x_{h}$, the function $y=$ $F_{\dot{0}}\left(\cdot, x_{h}\right)$ is APN permutation, but the Graph properties of derived graphs of $y=F_{\dot{0}}\left(\cdot, x_{h}\right) \oplus x_{h}$ and $y=F_{\dot{0}}\left(\cdot, x_{h}\right) \wedge x_{h}$ are totally differen. Although the collision is more easy to build in compression function $F_{\dot{0}}\left(\cdot, x_{h}\right) \wedge x_{h}$, in iteration procedure, the collision of $H^{T}$ is more easy to build by append the message $\dot{E}^{(4)}$.
9. $F_{\dot{C}}\left(\cdot, x_{h}\right)=F_{\mathrm{i}}\left(\cdot, x_{h}\right) \oplus \dot{3}, F_{\dot{D}}\left(\cdot, x_{h}\right)=F_{\mathrm{i}}\left(\cdot, x_{h}\right) \oplus \dot{5}$,

$$
\begin{gathered}
\forall m \in I_{4 \cdot *}, H^{T}\left(\dot{\mathrm{i}}^{(7)} \| m, I V\right) \in\{7\} \\
\forall m \in I_{4 \cdot *}, H^{T}\left(\dot{C}^{(2)} \| m, I V\right) \in\{\dot{0}, \dot{1}, \dot{2}, \dot{4}, \dot{5}, \dot{6}\} \\
\forall m \in I_{4 \cdot *}, H^{T}\left(\dot{D}^{(4)} \| m, I V\right) \in\{\dot{0}, \dot{2}, \dot{4}, \dot{6}\}
\end{gathered}
$$

10. For $G_{\dot{7}}$, we have:

$$
\begin{gathered}
P_{Z \mid M=\dot{2}}(z)= \begin{cases}\frac{1}{4}, & z \in\{3,6,7\} \\
\frac{1}{8}, & z \in\{0,2\} \\
0, & z \in\{1,4,5\}\end{cases} \\
P_{Z \mid M=\dot{2}^{(2)}}(z)= \begin{cases}\frac{1}{2}, & z \in\{3\} \\
\frac{3}{8}, & z \in\{7\} \\
\frac{1}{8}, & z \in\{0\} \\
0, & z \in\{1,2,4,5,6\}\end{cases} \\
P_{Z \mid M=\dot{2}^{(2)}}(z)= \begin{cases}\frac{1}{2}, & z \in\{7\} \\
\frac{3}{8}, & z \in\{3\} \\
\frac{1}{8}, & z \in\{0\} \\
0, & z \in\{1,2,4,5,6\}\end{cases}
\end{gathered}
$$

### 3.2 The Properties of Graph $G_{\mathrm{m}}$

Since the graph $G_{\mathrm{m}}$ is build from Function $y=F_{\mathrm{m}}\left(\cdot, x_{h}\right)$, it has some properties that original directed graph does not have.

Lemma 2. Graph $G_{m}$ is build from $y=F\left(m, x_{h}\right)$ :

1. The degree of graph $G_{m},\left|G_{m}\right|=2^{n}$;
2. The edge of graph $G_{m},\left\|G_{m}\right\|=2^{n}$;
3. $d_{G_{m}}^{O}\left(v_{x_{h}}\right)=1 ; \delta\left(G_{m}\right)=1$;
4. $\Delta\left(G_{m}\right)=2^{n}+1$.

Proof. 1. $\#\{0,1\}^{n}=2^{n} \Rightarrow\left|G_{\mathrm{m}}\right|=2^{n}$;
2. $\forall x_{h_{0}} \in I_{n}$ exist and only exist one $y_{0} \in I_{n}$ with $y_{0}=F\left(\mathrm{~m}, x_{h_{0}}\right)$, for $y_{0} \in I_{n}$, that means for each $x_{h_{0}}$ exist one directed edge from it in $G_{\mathrm{m}}$, there are $2^{n}$ directed edge exist, we get $\left\|G_{\mathrm{m}}\right\|=2^{n}$;
3. for each $x_{h_{0}} \in I_{n}$, we can compute $y_{0}=F\left(\mathrm{~m}, x_{h_{0}}\right)$, that means $d_{G_{\mathrm{m}}}^{O}\left(x_{h_{0}}\right)=1$, if does not exist $x_{h_{0}}^{\prime}$ satisfy $x_{h_{0}}=F\left(\mathrm{~m}, x_{h_{0}}^{\prime}\right)$, then $d_{G_{\mathrm{m}}}\left(x_{h_{0}}\right)=1$.
4. When all edge point at same $x_{h_{0}}$ include itself, then $d_{G_{\mathrm{m}}}\left(x_{h_{0}}\right)=2^{n}+1$

Lemma 3. Graph $G_{m}$ is build from $y=F\left(m, x_{h}\right)$ :

1. If $x_{h_{0}} \in C$, exist $x_{h_{0}}^{\prime} \in C$ with $x_{h_{0}}=F\left(m, x_{h_{0}}^{\prime}\right) \in C$ and $F\left(m, x_{h_{0}}\right) \in C$.
2. all cycles $C, C^{\prime}$ in $G_{m}$ with $C \cap C^{\prime}=\emptyset$ or $C=C^{\prime}$.
3. Exist and only exist one cycle $C_{i}$ in each connective subgraph $\mathcal{H}_{i}$;
4. Exist $\Upsilon$ cycles $C_{1}, \ldots, C_{\Upsilon}$ in $G_{m} \Leftrightarrow$ exist $\Upsilon$ connective subgraph $\mathcal{H}_{1}, \ldots, \mathcal{H}_{\Upsilon}$ with $\mathcal{H}_{i} \cap \mathcal{H}_{j}=\emptyset$ and $G_{m}=\mathcal{H}_{1} \cup \ldots \cup \mathcal{H}_{r}$.
5. vertexes in each cycle compose a permutation;

Proof. Let $|C|=t$.

1. $d_{G_{\mathrm{m}}}^{O}\left(x_{h}\right)=1, d_{C}\left(x_{h}\right)=2,|C|=t, \sum_{v_{x_{h}} \in C} d_{C}^{I}\left(v_{x_{h}}\right)=\sum_{v_{x_{h}} \in C} d_{C}^{O}\left(v_{x_{h}}\right) \Rightarrow$ $\sum_{v_{x_{h}} \in C} d_{C}^{O}\left(v_{x_{h}}\right) \leq t, \sum_{v_{x_{h}} \in C} d_{C}\left(v_{x_{h}}\right)=2 t \Rightarrow \sum_{v_{x_{h}} \in C} d_{C}^{I}\left(v_{x_{h}}\right)=t \Rightarrow$ $d_{C}^{I}\left(v_{x_{h}}\right)=1, d_{C}^{O}\left(v_{x_{h}}\right)=1$
2. From item 1 we have $\forall v_{x_{h}} \in C, F\left(\mathrm{~m}, x_{h}\right) \in C, \forall v_{x_{h}} \in C \cap C^{\prime} \Rightarrow F\left(\mathrm{~m}, x_{h}\right) \in$ $C \cap C^{\prime}$, since $C$ and $C^{\prime}$ have finite vertexes, we have $C=C^{\prime}$ or $C \cap C^{\prime}=\emptyset$;
3. Since $\mathcal{H}_{i}$ is connective subgraph, $\mathcal{H}_{i} \cap \mathcal{H}_{j}=\emptyset, i \neq j$, we have $\forall v_{x_{h}} \in$ $\mathcal{H}_{i}, F\left(\mathrm{~m}, x_{h}\right) \in \mathcal{H}_{i}$; let $v_{x_{h_{0}}} \in \mathcal{H}_{i}, x_{h_{1}}=F\left(\mathrm{~m}, x_{h_{0}}\right)$, then $v\left(x_{h_{1}}\right) \in \mathcal{H}_{i}$, let $x_{h_{2}}=F\left(\mathrm{~m}, x_{h_{1}}\right)$ then $x_{h_{2}} \in \mathcal{H}_{i}$, since $H_{i}$ is limited subgraph, there must be exist $x_{h_{t}}$ with $x_{h_{t}}=x_{h_{i}}, i \leq t$, we find the cycle. If exist $C_{i}, C_{i}^{\prime} \in \mathcal{H}_{i}$, then there must exist $x_{h_{0}}, x_{h_{0}^{\prime}} \in \mathcal{H}_{i}$, but $x_{h_{0}} \notin C$ and $x_{h_{0}^{\prime}} \notin C^{\prime}$, with $F\left(\mathrm{~m}, x_{h_{0}}\right) \in C$ and $F\left(\mathrm{~m}, x_{h_{0}^{\prime}}\right) \in C^{\prime}$, if $x_{h_{0}}=x_{h_{0}^{\prime}}$, then get conflict, if we then find value $x_{h_{t}}$ with $x_{h_{t-1}}=F\left(\mathrm{~m}, x_{h_{t}}\right), x_{h_{t-1}^{\prime}}=F\left(\mathrm{~m}, x_{h_{t}}\right)$, since $G_{1}$ is limited graph, we get conflict. We get in one connected subgraph only exist one cycle.
4. Direct result of item 3.
5. $\forall x_{h_{0}} \in C, F\left(\mathrm{~m}, x_{h_{0}}\right) \in C$ and exist $x_{h_{0}}^{\prime} \in C$ with $x_{h_{0}}=F\left(\mathrm{~m}, x_{h_{0}}^{\prime}\right)$.

### 3.3 The Relation Between $G_{\mathrm{m}}$ and M-D Hash

From the toy hash we can make such conclusion:
Assumption 1 Let Graph $G_{m}$ is derived from $y=F\left(m, x_{h}\right), m \in I_{n}$ :

1. The paths of Graph $G_{m}$ are influenced by both linear components and nonlinear components of compression function $y=F\left(\cdot, x_{h}\right)$;
2. The cycle number and the length of cycle of Graph $G_{m}$ are influenced by both linear components and nonlinear components of compression function $y=F\left(\cdot, x_{h}\right)$;
3. The connectivity of Graph $G_{m}$ is influenced by both linear components and nonlinear components of compression function $y=F\left(\cdot, x_{h}\right)$;
4. If the vertexes of Graph $G_{m}$ are not distinguished, then degree of Graph $G_{m}$ is not influenced by linear components of compression function $y=F\left(\cdot, x_{h}\right)$;
5. If the Graph $G_{m}-v\left(x_{h_{0}}\right)$ is a tree, by append message $m_{0}^{(t)}$ at the end of messages $m, m^{\prime} \in I_{n \cdot *}$, we can build collision.
6. $y=F\left(\cdot, x_{h}\right)$ is designed as pseudo random function, which can not prevent the cluster in iteration procedure.
7. $y=F\left(\cdot, x_{h}\right)$ is a pseudo random permutation, then there is no cluster in iteration procedure.
8. If the two arrow from $x_{h_{1}}$ and $x_{h_{2}}$ point at same value, we know we find a collision with $F\left(m, x_{h_{1}}\right)=F\left(m, x_{h_{2}}\right)$.
9. If no arrow pointed at some point $x_{h_{0}}$ means $\forall x_{h} \in I_{n}, F\left(m_{0}, x_{h}\right) \neq x_{h_{0}}$.

Theorem 6. In $M-D$ hash $z=H^{M}(m, x), \forall m \in I_{n}$ and digraph $G_{m}$ exist $L \in \mathbf{N}$ such that

$$
\begin{gathered}
P_{\dot{Z} \mid M=m^{(t)}}(z)=0, \forall i \in[1, \Upsilon], z \notin C_{i}, t \geq L \\
\frac{1}{2^{n}} \leq P_{\dot{Z} \mid M=m^{(t)}}(z) \leq \frac{\left|H_{i}\right|-\left|C_{i}\right|}{2^{n}}, \exists i \in[1, \Upsilon], z \in C_{i}, C_{i} \subseteq H_{i}, t \geq L \\
\max _{z} P_{\dot{Z} \mid M=m^{(t)}}(z)=\max \frac{\left|T_{i j}\right|}{2^{n}}, \forall t \geq L, j \in\left[1, \tau_{i}\right], i \in[1, \Upsilon]
\end{gathered}
$$

Proof. 1. If $z \notin C_{i}$, which implies after several step of iteration, does not exist $x_{h} \in I_{n}$ with $H\left(\mathrm{~m}^{(t)}, x_{h}\right)=z ;$
2. If $z_{0} \in C_{i}$ then exist $x_{h_{0}} \in C_{i}$ with $z_{0}=F\left(\mathrm{~m}, x_{h_{0}}\right) \Rightarrow P_{\dot{Z} \mid M=\mathrm{m}(t)}\left(z_{0}\right) \geq \frac{1}{2^{n}}$
3. Since if $z_{0}$ is a root of $T_{i j}$, exits $t_{0}$ with $\forall x_{h} \in T_{i j}, H\left(\mathrm{~m}^{\left(t_{0}\right)}, x_{h}\right)=z_{0}$, so we have the conclusion.

## Part II

## Security Proof of Structures

## 4 Conditional Probability of the Structures

### 4.1 Conditional Probability of Known Structues

Theorem 7 (Conditional Probability of M-D Hash). Let $y=F\left(x_{m}, x_{h}\right)$, $z=H^{M}(m, x), x \in I_{n}, m=m_{*} \ldots m_{1} \in I_{* \cdot n}, m_{i} \in I_{\kappa}, * \leq t, m$ and $x$ are independent from each other and the distribution of $y$ is independent from $x_{m}$ and $x_{h}$ then:

1. $P_{\dot{Z} \mid M=m}(z) \leq \frac{\left(S_{F}\right)^{t}}{2^{n}}$;
2. $P_{\dot{Z} \mid X=x}(z) \leq \frac{T_{F}}{2^{\hbar}}$.

Proof. The Proof is given by deduction theory.

1. When $t=1$ :

$$
\begin{aligned}
P_{\dot{Z} \mid M=m}(z) & \leq \max _{m_{0}, z_{0}} \sum_{x \in I_{n}} P_{X}(x) \chi_{F\left(m_{0}, x\right)}\left(z_{0}\right) \\
& =\max _{m_{0}, z_{0}} \sum_{i \in\left[1,2^{n}\right]} 2^{-n} \#\left\{\left(z_{0}, m_{0}, x_{i}\right)\right\}^{F} \leq 2^{-n} S_{F}
\end{aligned}
$$

Suppose $t<l$ the inequality is true, when $t=l$ :

$$
\begin{aligned}
P_{\dot{Z} \mid M=m}(z) & =P_{\dot{Z} \mid M=\mathrm{m}_{l} \| m^{\prime}}(z) \\
& =\sum_{x \in I_{n}} P_{X}(x) \chi_{F\left(\mathrm{~m}_{l}, H^{M}\left(m^{\prime}, x\right)\right)}(z) \\
& =\sum_{x \in I_{n}} \sum_{u \in I_{n}} P_{X}(x) \chi_{F\left(\mathrm{~m}_{l}, u\right)}(z) \chi_{H^{M}\left(m^{\prime}, x\right)}(u) \\
& =\sum_{u \in I_{n}} \chi_{F\left(\mathrm{~m}_{l}, u\right)}(z) \sum_{x \in I_{n}} P_{X}(x) \chi_{H^{M}\left(m^{\prime}, x\right)}(u) \\
& =\sum_{u \in I_{n}} \chi_{F\left(\mathrm{~m}_{l}, u\right)}(z) P_{\dot{U} \mid M^{\prime}=m^{\prime}} P(u) \\
& \leq 2^{-n} S_{F}^{l-1} \sum_{u \in I_{n}} \chi_{F\left(\mathrm{~m}_{l}, u\right)}(z) \\
& \leq 2^{-n} S_{F}^{l-1} S_{F}=2^{-n} S_{F}^{l}
\end{aligned}
$$

2. When $t=1$

$$
\begin{aligned}
P_{\dot{Z} \mid X=x}(z) & \leq \max _{x_{0}, z_{0}} \sum_{m} P_{M}(m) \chi_{F\left(m, x_{0}\right)}\left(z_{0}\right) \\
& =\max _{x_{0}, z_{0}} \sum_{i} 2^{-\kappa} \#\left\{\left(\mathrm{~m}_{i}, x_{0}, z_{0}\right)\right\}^{F} \leq 2^{-\kappa} T_{F}
\end{aligned}
$$

When $t>1$ :

$$
\begin{aligned}
P_{\dot{Z} \mid X=x}(z)= & \sum_{m \in \cup_{i=1}^{l} I_{\kappa \cdot i}} P_{M}(m) P_{\dot{Z} \mid M=m, X=x}(z) \\
= & \sum_{\mathrm{m}_{l} \in I_{\kappa}} \sum_{m^{\prime} \in \cup_{i=1}^{l-1} I_{\kappa \cdot i}} P_{M^{\prime}}\left(m^{\prime}\right) P_{M_{l}}\left(\mathrm{~m}_{l}\right) \\
= & \sum_{\mathrm{m}_{l} \in I_{\kappa}} \sum_{\mathrm{Z}^{\prime} \mid M=m, X=\mathrm{U}_{i=1}^{l-1} I_{\kappa \cdot i}} \sum_{u \in I_{\kappa}} \\
& P_{M^{\prime}}\left(m^{\prime}\right) P_{M_{l}}\left(\mathrm{~m}_{l}\right) \chi_{F\left(\mathrm{~m}_{l}, u\right)}(z) \chi_{H^{M}\left(m^{\prime}, x\right)}(u) \\
= & \left.\left.\sum_{u \in I_{\kappa}} \sum_{\mathrm{m}_{l} \in I_{\kappa}} P_{M_{l}}\left(\mathrm{~m}_{l}\right) \chi_{F\left(\mathrm{~m}_{l}, u\right)}(z), u=H^{M}\left(m^{\prime}, x\right)\right)\right) \\
& \sum_{m^{\prime} \in \cup_{i=1}^{l-1} I_{\kappa \cdot i}} P_{M^{\prime}}\left(m^{\prime}\right) \chi_{H^{M}\left(m^{\prime}, x\right)}(u) \\
= & \sum_{u \in I_{\kappa}} P_{\dot{Z} \mid U=u}(z) P_{\dot{U} \mid X=x}(u) \\
\leq & 2^{-\kappa} T_{F} \sum_{u \in I_{\kappa}} P_{\dot{U} \mid X=x}(z)=2^{-\kappa} T_{F}
\end{aligned}
$$

From induction principle we get the conclusions.
Remark 7. The proof require the compression function with property of $y=$ $F\left(x_{m}, x_{h}\right)$ with $P_{Y \mid X_{m}=x_{m}}(y)=P_{Y}(y), P_{Y \mid X_{h}=x_{h}}(y)=P_{Y}(y)$, that are also required in design of block cipher, so we prefer design hash compression function based on block cipher design principle.

Theorem 8 (Conditional Probability of Wide Pipe Hash). Let $z=$ $H^{M}(m, x), \tilde{z}=H^{W}(m, x)=G(z), x \in I_{n}, m=m_{*} \ldots m_{1} \in I_{* \cdot n}, m_{i} \in I_{\kappa}$, $* \leq t, m$ and $x$ are independent and distribution of $y$ is independent from that of $x_{m}$ and $x_{h}$ :

1. $P_{\tilde{\tilde{Z}} \mid M=m}(\tilde{z}) \leq \frac{\left(S_{F}\right)^{t} S_{G}}{2^{n}}$;
2. $P_{\dot{\tilde{Z}} \mid X=x}(\tilde{z}) \leq \frac{T_{F} S_{G}}{2^{\kappa}}$.

Proof. $-\forall t \geq 1$ :

$$
\begin{aligned}
P_{\tilde{Z} \mid M=m}(\tilde{z}) & =\sum_{x \in I_{n}} P_{X}(x) P_{\tilde{\widetilde{Z}} \mid M=m, X=x}\left(\tilde{z}=G(z), z=H^{M}(m, x)\right) \\
& =\sum_{x, z \in I_{n}} P_{X}(x) \chi_{G(z)}(\tilde{z}) \chi_{H^{M}(m, x)}(z) \\
& =\sum_{z \in I_{n}} \chi_{G(z)}(\tilde{z}) \sum_{x \in I_{n}} P_{X}(x) \chi_{H^{M}(m, x)}(z)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{z \in I_{n}} \chi_{G(z)}(\tilde{z}) P_{\dot{Z} \mid M=m}(z) \\
& \leq \max _{z} P_{\dot{Z} \mid M=m}(z) \sum_{z \in I_{n}} \chi_{G(z)}(\tilde{z}) \\
& \leq \frac{\left(S_{F}\right)^{t} S_{G}}{2^{n}}
\end{aligned}
$$

$-\forall t \geq 1$ :

$$
\begin{aligned}
P_{\tilde{\widetilde{Z}} \mid X=x}(\tilde{z}) & =\sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{\tilde{\tilde{Z}} \mid X=x, M=m}\left(\tilde{z}=G(z), z=H^{M}(m, x)\right) \\
& =\sum_{z \in I_{n}} \sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{\tilde{\tilde{Z}} \mid Z=z}(\tilde{z}) P_{\dot{Z} \mid M=m, X=x}\left(z=H^{M}(m, x)\right) \\
& =\sum_{z \in I_{n}} \chi_{G(z)}(\tilde{z}) \sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{\dot{Z} \mid M=m, X=x}\left(z=H^{M}(m, x)\right) \\
& =\sum_{z \in I_{n}} \chi_{G(z)}(\tilde{z}) P_{\dot{Z} \mid X=x}(z) \\
& \leq \max _{z} P_{\dot{Z} \mid X=x}(z) \sum_{z \in I_{n}} \chi_{G(z)}(\tilde{z}) \\
& \leq \frac{T_{F} S_{G}}{2^{\kappa}}
\end{aligned}
$$

Theorem 9 (Conditional Probability of Double Pipe Hash). Let $z^{\prime} \| z=$ $H^{M}\left(m, x^{\prime} \| x\right), \tilde{z}=H^{D}\left(m, x^{\prime} \| x\right)=G(z), m=m_{*} \ldots m_{1} \in I_{* \cdot n}, m_{i} \in I_{\kappa}, i \leq$ *,* $\leq t, m$ and $x$ are independent from each other and distribution of $y$ is independent from that of $x_{m}$ and $x_{h}$ then:

1. $P_{\tilde{\tilde{Z}} \mid M=m}(\tilde{z}) \leq \frac{\left(S_{\widetilde{F}}\right)^{t} S_{G}}{2^{2 n}}$;
2. $P_{\tilde{\tilde{Z}} \mid X=x}(\tilde{z}) \leq \frac{T_{G}}{2^{\kappa}}$.

Proof. $\quad-\forall t \geq 2$ :

$$
\begin{aligned}
& P_{\widetilde{\widetilde{Z}} \mid M=m}(\tilde{z}) \\
= & \sum_{x^{\prime} \| x \in I_{2 n}} P_{X^{\prime} \| X}\left(x^{\prime} \| x\right) \\
& \left(P_{\tilde{Z} \mid M=\mathrm{m}_{*}\left\|m^{\prime}, X^{\prime}\right\| X=x^{\prime} \| x}\left(\tilde{z}=G\left(\mathrm{~m}_{*}, z^{\prime} \| z\right), z^{\prime} \| z=H^{M}\left(m^{\prime}, x^{\prime} \| x\right)\right)\right) \\
= & \sum_{x^{\prime}\left\|x, z^{\prime}\right\| z \in I_{2 n}} P_{X^{\prime} \| X}\left(x^{\prime} \| x\right) \chi_{G\left(\mathrm{~m}_{*}, z^{\prime} \| z\right)}(\tilde{z}) \chi_{H^{M}\left(m^{\prime}, x^{\prime} \| x\right)}\left(z^{\prime} \| z\right) \\
= & \sum_{z^{\prime} \| z \in I_{2 n}} \chi_{G\left(\mathrm{~m}_{*}, z^{\prime} \| z\right)}(\tilde{z}) \sum_{x^{\prime} \| x \in I_{2 n}} P_{X^{\prime} \| X}\left(x^{\prime} \| x\right) \chi_{H^{M}\left(m^{\prime}, x^{\prime} \| x\right)}\left(z^{\prime} \| z\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{z^{\prime} \| z \in I_{2 n}} \chi_{G\left(\mathrm{~m}_{*}, z^{\prime} \| z\right)}(\tilde{z}) P_{\dot{Z} \mid M=m^{\prime}}\left(z^{\prime} \| z\right) \\
& \leq \max _{z^{\prime} \| z} P_{\dot{Z} \mid M=m^{\prime}}\left(z^{\prime} \| z\right) \sum_{z^{\prime} \| z \in I_{2 n}} \chi_{G\left(\mathrm{~m}_{*}, z^{\prime} \| z\right)}(\tilde{z}) \\
& \leq \frac{\left(S_{\widetilde{F}}\right)^{t} S_{G}}{2^{2 n}}
\end{aligned}
$$

$-\forall t \geq 2$ :

$$
\begin{aligned}
& P_{\dot{\widetilde{Z}} \mid X^{\prime}\left\|X=x^{\prime}\right\| x}(\tilde{z}) \\
= & \sum_{\mathrm{m}_{*} \| m^{\prime} \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}\left(\mathrm{~m}_{*} \| m^{\prime}\right) \\
& P_{\tilde{\tilde{Z} \mid X^{\prime}\left\|X=x^{\prime}\right\| x, M=\mathrm{m}_{*} \| m^{\prime}}}\left(\tilde{z}=G\left(\mathrm{~m}_{*}, z^{\prime} \| z\right), z=H^{M}\left(m^{\prime}, x^{\prime} \| x\right)\right) \\
= & \sum_{z^{\prime} \| z \in I_{2 n}} \sum_{\mathrm{m}_{*} \| m^{\prime} \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}\left(\mathrm{~m}_{*} \| m^{\prime}\right) \\
& P_{\dot{\tilde{Z} \mid Z^{\prime}\left\|Z=z^{\prime}\right\| z, M_{*}=\mathrm{m}_{*}}}\left(\tilde{z}=G\left(\mathrm{~m}_{*}, z^{\prime} \| z\right)\right) \\
& P_{\dot{Z} \mid M^{\prime}=m^{\prime}, X^{\prime}\left\|X=x^{\prime}\right\| x}\left(z=H^{M}\left(m^{\prime}, x^{\prime} \| x\right)\right) \\
& \sum_{z^{\prime} \| z \in I_{2 n}, \mathrm{~m}_{*} \in I_{n}} \chi_{G\left(\mathrm{~m}_{*}, z^{\prime} \| z\right)}(\tilde{z}) \\
& \sum_{m^{\prime} \in \cup_{i=1}^{t-1} I_{n \cdot i}} P_{M^{\prime}}\left(m^{\prime}\right) P_{Z^{\prime}\left\|Z \mid M^{\prime}=m^{\prime}, X^{\prime}\right\| X=x^{\prime} \| x}\left(z^{\prime} \|=H^{M}\left(m^{\prime}, x^{\prime} \| x\right)\right) \\
= & \sum_{z^{\prime} \| z \in I_{2 n}} P_{\tilde{Z} \mid Z^{\prime}\left\|Z=z^{\prime}\right\| z}(\tilde{z}) P_{Z^{\prime}\left\|Z \mid X^{\prime}\right\| X=x^{\prime} \| x}\left(z^{\prime} \| z\right) \\
= & \max _{z^{\prime} \| z \in I_{2 n}} P_{\tilde{Z} \mid Z^{\prime}\left\|Z=z^{\prime}\right\| z}(\tilde{z}) \sum_{z^{\prime} \| z \in I_{2 n}} P_{Z^{\prime}\left\|Z \mid X^{\prime}\right\| X=x^{\prime} \| x}\left(z^{\prime} \| z\right) \\
\leq & \frac{T_{G}}{2^{\kappa}}
\end{aligned}
$$

Corollary 2. $\forall y$, if $y=F_{x_{m}}\left(\cdot, x_{h}\right)$ is permutation, then for $z=H^{M}(m, x), \tilde{z}=$ $H^{W}(m, x)$ :

1. $P_{Z \mid M=m}(z)=2^{-n}$;
2. $P_{\tilde{Z} \mid M=m}(\tilde{z})=S_{G} 2^{-n}$;

### 4.2 Conditional Probability of Improved Structures

Theorem 10 (Ideal-Pipe Hash). $\tilde{y}=f(m, x), \tilde{y}=\bar{G}\left(f(m, x), x_{h}\right), y=$ $F\left(x_{m}, x_{h}\right)$, for $z=H^{M}(m, x), \tilde{z}=H^{I}(f(m, x), z), m=m_{t}\|\ldots\| m_{1} \in I_{\kappa \cdot t}$, $m$ and $x$ are independent from each other, if $f(m, x)$ is independent from $x, m$ and $z$ then:

1. $P_{\tilde{\widetilde{Z}} \mid M=m}(\tilde{z}) \leq \frac{S_{f} T_{G}}{2^{\kappa}}$;
2. $P_{\tilde{\widetilde{Z}} \mid X=x}(\tilde{z}) \leq \frac{T_{f} T_{G}}{2^{n}}$.

Proof. $\forall t \geq 1$ :

$$
\begin{aligned}
P_{\dot{\widetilde{Z}} \mid M=m}(\tilde{z})= & P_{\tilde{\widetilde{Z}} \mid M=m}\left(\tilde{z}=\bar{G}(u, z), u=f(m, x), z=H^{M}(m, x)\right) \\
= & \sum_{x, u, z \in I_{n}} P_{X}(x) \chi_{\bar{G}(z, u)}(\tilde{z}) \chi_{H^{M}}(z, m, x) \chi_{f(m, x)}(u) \\
& u \text { and } z \text { are independent, and } P_{X}(x)=2^{-n} \\
= & \sum_{u, z \in I_{n}} \chi_{\bar{G}(z, u)}(\tilde{z}) \sum_{x \in I_{n}} P_{X}(x) \chi_{H^{M}}(z, m, x) \\
& \sum_{x \in I_{n}} P_{X}(x) \chi_{f(m, x)}(u) \\
= & \sum_{u, z \in I_{n}} \chi_{\bar{G}(z, u)}(\tilde{z}) P_{\dot{U} \mid M=m}(u) P_{\dot{Z} \mid M=m}(z) \\
\leq & \max _{u_{0}} P_{\dot{U} \mid M=m}\left(u_{0}\right) 2^{n} \sum_{z} P_{\dot{Z} \mid M=m}(z) \sum_{u} 2^{-n} \chi_{\bar{G}(z, u)}(\tilde{z}) \\
= & \max _{u_{0}} P_{\dot{U} \mid M=m}\left(u_{0}\right) 2^{n} \sum_{z} P_{\dot{Z} \mid M=m}(z) P_{\tilde{Z} \mid Z=z}(\tilde{z}) \\
\leq & \max _{u_{0}} P_{\dot{U} \mid M=m}\left(u_{0}\right) \max _{z_{0}, z_{0}} 2^{n} P_{\tilde{Z} \mid Z=z_{0}}\left(\tilde{z_{0}}\right) \sum_{z} P_{\dot{Z} \mid M=m}(z) \\
= & \max _{u_{0}} P_{\dot{U} \mid M=m}\left(u_{0}\right) \leq \frac{S_{f} T_{\bar{G}}}{2^{\kappa}}
\end{aligned}
$$

$\forall t \geq 1$ :

$$
\begin{aligned}
& P_{\dot{\widetilde{Z} \mid X=x}}(\tilde{z})= P_{\tilde{\widetilde{Z} \mid X=x}}\left(\tilde{z}=\bar{G}(u, z), u=f(m, x), z=H^{M}(m, x)\right) \\
&= \sum_{u, z \in I_{n}} \sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{\tilde{Z} \mid \dot{U}=u, Z=z}(\tilde{z}) \\
& P_{\dot{U}, \dot{Z} \mid M=m, X=x}\left(u=f(m, x), z=H^{M}(m, x)\right) \\
& \text { Since } P_{M}(x)=2^{-\sum_{i}^{t} i \cdot n} \text { and } u, z \text { are independent } \\
&= \sum_{u, z \in I_{n}} \chi_{\bar{G}(z, u)}(\tilde{z}) \\
& \sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{\dot{U} \mid M=m, X=x}(u=f(m, x)) \\
&= \sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{\dot{Z} \mid M=m, X=x}\left(z=H^{M}(m, x)\right) \\
& \chi_{\bar{G}(z, u)}(\tilde{z}) P_{\dot{U} \mid X=x}(u) P_{\dot{Z} \mid X=x}(z)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \max _{u_{0}} P_{\dot{U} \mid X=x}\left(u_{0}\right) 2^{n} \sum_{z} P_{\dot{Z} \mid X=x}(z) \sum_{u} 2^{-n} P_{\tilde{\widetilde{Z}} \mid U=u, Z=z}(\tilde{z}) \\
& =\max _{u_{0}} P_{\dot{U} \mid X=x}\left(u_{0}\right) 2^{n} \sum_{z} P_{\dot{Z} \mid X=x}(z) P_{\dot{\widetilde{Z}} \mid Z=z}(\tilde{z}) \\
& \leq \max _{u_{0}} P_{\dot{U} \mid X=x}\left(u_{0}\right) \max _{z_{0}, z_{0}} 2^{n} P_{\tilde{\widetilde{Z}} \mid Z=z_{0}}\left(\tilde{z}_{0}\right) \sum_{z} P_{\dot{Z} \mid X=x}(z) \\
& =\max _{u_{0}} P_{\dot{U} \mid X=x}\left(u_{0}\right) \leq \frac{T_{f} T_{\bar{G}}}{2^{n}}
\end{aligned}
$$

Theorem 11. $z=H^{m}(m, x), z \in I_{n}, \tilde{z}=H^{N}(m, x), m=m_{t}\|\ldots\| m_{1} \in I_{\kappa \cdot t}$, $h_{i}=F\left(m_{i}, h_{i-1}\right), h_{0}=x$ and $m_{1}, \ldots, m_{t}$ are independent from each other, if $f(m, x)=h_{*} \oplus \ldots \oplus h_{1} \oplus h_{0}$ is independent from $x$ and $m$ then:

1. $P_{\dot{\tilde{Z}} \mid M=m}(\tilde{z}) \leq \frac{S_{f} T_{G}}{2^{n}}$;
2. $P_{\tilde{\tilde{Z}} \mid X=x}(z) \leq \frac{T_{f} T_{G}}{2^{n}}$.

## 5 The Advantage of Hash Function

### 5.1 The Advantage of Compression Function

Theorem 12 (Pseudo Preimage Attack). Let $y=F\left(x_{m}, x_{h}\right)$ is Black Box Model then:

$$
\begin{gathered}
\widetilde{A} d v_{F}^{P r e}(q) \leq 2 q \cdot \max \left\{\frac{T_{F}}{2^{\kappa}}, \frac{S_{F}}{2^{n}}\right\} . \\
\widetilde{A} d v_{F}^{P r e}(A)=\max \left\{\frac{T_{F}}{2^{\kappa}}, \frac{S_{F}}{2^{n}}\right\} . \\
\widetilde{A} d v_{F}^{P r e}(A)=\max _{x_{m}, x_{h}} \max _{y}\left\{P_{\dot{Y} \mid X_{h}=x_{h}}(y), P_{\dot{Y} \mid X_{m}=x_{m}}(y)\right\} .
\end{gathered}
$$

Proof. $F\left(x_{m}, x_{h}\right)$ is Black Box Model, the only way to get preimage is exhaustive search. The exhaustive search has following ways:

- For given $y_{0}, x_{h_{0}}$ searching $x_{m}$ with $y=F\left(x_{m}, x_{h_{0}}\right)$
$\operatorname{Game}\left(A, F, q, y_{0}, x_{h_{0}}\right)$
For $i=1, \ldots, q$ do :
$A\left(y_{0}, x_{h_{0}}\right) \rightarrow\left(x_{m_{i}}\right)$
A wins if $\exists$ i st. $F\left(x_{m_{i}}, x_{h_{0}}\right)=y_{0}$.
the success probability of $i$ th time selection $p_{\left[C_{i}\right]}$ is[3]:

$$
p_{\left[C_{i}\right]}=\frac{\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}}{2^{\kappa}-i+1}
$$

The success probability of $q$ times trying is:

$$
\begin{aligned}
p_{\left[C_{1} \vee \ldots \vee C_{t}\right]} & =\frac{\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}}{2^{\kappa}}+\ldots+\frac{\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}}{2^{\kappa}-q+1} \\
& \leq q \cdot \frac{\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}}{2^{\kappa}-q} \leq q \cdot \frac{\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}}{2^{\kappa}-2^{\kappa-1}} \\
p_{\left[C_{1} \vee \ldots \vee C_{t}\right]} & =\frac{\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}}{2^{\kappa}}+\ldots+\frac{\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}}{2^{\kappa}-q+1} \\
& \geq q \cdot \frac{\#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F}}{2^{\kappa}}
\end{aligned}
$$

We get the maximum success probability is $2 q \cdot \frac{T_{F}}{2^{\kappa}}$.

- For given $y_{0}, x_{m_{0}}$ searching $x_{h}$, we get the maximum success probability is $2 q \cdot \frac{S_{F}}{2^{n}}$.
$\operatorname{Game}\left(A, F, q, y_{0}, x_{m_{0}}\right)$
For $i=1, \ldots, q$ do :

$$
A\left(y_{0}, x_{m_{0}}\right) \rightarrow\left(x_{h_{i}}\right)
$$

A wins if $\exists$ i st. $F\left(x_{m_{0}}, x_{h_{i}}\right)=y_{0}$.

- For given $y_{0}$, randomly searching $x_{h}$ and $x_{m}$, the maximum success probability is $2 q \cdot \frac{R_{y}}{2^{\kappa} 2^{n}}$.
$\operatorname{Game}\left(A, F, q, y_{0}\right)$
For $i=1, \ldots, q$ do:
$A\left(y_{0}\right) \rightarrow\left(x_{m_{i}}, x_{h_{i}}\right)$
A wins if $\exists$ i st. $F\left(x_{m_{i}}, x_{h_{i}}\right)=y_{0}$.

Theorem 13 (Pseudo Collision Attack). Let $y=F\left(x_{m}, x_{h}\right)$ is Black Box Model then:

$$
\begin{gathered}
\widetilde{A} d v_{F}^{\text {Coll }}(q) \leq q(q-1) \cdot \max \left\{\frac{T_{F}-1}{2^{\kappa}}, \frac{S_{F}-1}{2^{n}}, \frac{R_{F}-1}{2^{\kappa} 2^{n}}\right\} . \\
\widetilde{A} d v_{F}^{P r e}(A)=\max \left\{\frac{T_{F}-1}{2^{\kappa}-1}, \frac{S_{F}-1}{2^{n}-1}, \frac{R_{F}-1}{2^{\kappa} 2^{n}-1}\right\} .
\end{gathered}
$$

Proof. The collision can be get only by exhaustive search.

- The fastest way to search for collision is the way based on birthday paradox. For random selected $x_{h_{0}}$ searching $x_{m_{1}}, x_{m_{2}}, \ldots x_{m_{t}}$ finding collision of $F\left(x_{m_{i}}, x_{h_{0}}\right)=F\left(x_{m_{j}}, x_{h_{0}}\right)$, $\operatorname{Game}\left(A, F, q, x_{h_{0}}\right)$

$$
\text { For } i=1, \ldots, q \text { do : }
$$

$$
A() \rightarrow\left(x_{m_{i}}\right),\left(x_{m_{i}} \neq x_{m_{j}}, j<i\right)
$$

A wins if $\exists i, j$ st. $F\left(x_{m_{i}}, x_{h_{0}}\right)=F\left(x_{m_{j}}, x_{h_{0}}\right) y_{0}$.
let $C_{i}$ be the event that the $i$-th selection make collision with one of the previous ones. Then $p_{\left[C_{i}\right]}$ is at most[3]:

$$
p_{\left[C_{i}\right]} \leq \frac{i\left(T_{F}-1\right)}{2^{\kappa}-i}
$$

Then the maximum success probability of $q$ times trying is:

$$
\begin{aligned}
p_{\left[C_{1} \vee \ldots \vee C_{t}\right]} & \leq p_{\left[C_{1}\right]}+\ldots+p_{\left[C_{q}\right]} \\
& \leq \sum_{i=0}^{q-1} \frac{i\left(T_{F}-1\right)}{2^{\kappa}-i} \leq \frac{q \cdot(q-1)\left(T_{F}-1\right)}{2 \cdot 2^{\kappa}-q} \\
& \leq \frac{q \cdot(q-1)\left(T_{F}-1\right)}{2 \cdot 2^{\kappa-1}}=q(q-1) \frac{\left(T_{F}-1\right)}{2^{\kappa}}
\end{aligned}
$$

- similar as item 1, we get for selected $x_{m}$ the complexity is $q(q-1) \frac{\left(S_{F}-1\right)}{2^{n}}$; $\operatorname{Game}\left(A, F, q, x_{m_{0}}\right)$

$$
\begin{aligned}
& \text { For } i=1, \ldots, q \text { do : } \\
& \quad A() \rightarrow\left(x_{h_{i}}\right),\left(x_{h_{i}} \neq x_{h_{j}}, j<i\right) \\
& \text { A wins if } \exists i, j \text { st. } F\left(x_{m_{0}}, x_{h_{i}}\right)=F\left(x_{m_{0}}, x_{h_{j}}\right) y_{0} .
\end{aligned}
$$

- similar as item 1 , searching $x_{m}, x_{h}$, the complexity is $q(q-1) \frac{\left(R_{F}-1\right)}{2^{\kappa} 2^{n}}$. $\operatorname{Game}(A, F, q)$

$$
\begin{aligned}
& \text { For } i=1, \ldots, q \text { do : } \\
& \quad \text { A() } \rightarrow\left(x_{m_{i}}, x_{h_{i}}\right),\left(\left(x_{m_{i}}, x_{h_{i}}\right) \neq\left(x_{m_{i}}, x_{h_{j}}\right), j<i\right) \\
& \text { A wins if } \exists i, j \text { st. } F\left(x_{m_{0}}, x_{h_{i}}\right)=F\left(x_{m_{0}}, x_{h_{j}}\right) y_{0} .
\end{aligned}
$$

Theorem 14 (Fix Start Preimage Attack). Let $y=F\left(x_{m}, x_{h}\right)$ then:

1. If $y=F\left(x_{m}, \cdot\right)$ is invertible then:

$$
\widetilde{A} d v_{F}^{F i x P}(A)=1
$$

2. If $y=F\left(x_{m}, \cdot\right)$ is Black Box Model then

$$
\begin{gathered}
\widetilde{A} d v_{F}^{F i x P}(q) \leq 2 q \frac{T_{F}}{2^{\kappa}} \\
\widetilde{A} d v_{F}^{F i x P}(A)=\frac{T_{F}}{2^{\kappa}}
\end{gathered}
$$

Proof.

1. For $x_{h_{0}}, y_{0}$, compute $F_{x_{h_{0}}}^{-1}(y, \cdot)$, let $x_{m}=F_{x_{h_{0}}}^{-1}(y, \cdot) \Rightarrow \widetilde{A} d v_{F}^{F i x P}(A)=1$.
2. For given $x_{h_{0}}$, there are two ways to search the preimage of $y_{0}$ :

- Select $x_{h_{0}}$, search $x_{m}$ satisfy $y_{0}=F\left(x_{m}, x_{h_{0}}\right)$,
$\operatorname{Game}\left(A, F, q, y_{0}, x_{h_{0}}\right)$
For $i=1, \ldots, q$ do:

$$
A\left(y_{0}, x_{h_{0}}\right) \rightarrow\left(x_{m_{i}}\right)
$$

$A$ wins if $\exists i$ st. $F\left(x_{m_{i}}, x_{h_{0}}\right)=y_{0}$.
in $q$ times trying the maximum success probability is $2 q \frac{T_{F}}{2^{\kappa}}$.

- For given $y_{0}$, select $x_{m_{i}}$ get $x_{h_{i}}$, satisfying $y_{0}=F\left(x_{m_{i}}, x_{h_{i}}\right)$, then check $x_{h_{i}}=x_{h_{0}}$ being satisfied or not,
$\operatorname{Game}\left(A, F, q, y_{0}, x_{h_{0}}\right)$
For $i=1, \ldots, q$ do :

$$
\begin{aligned}
& A\left(y_{0}\right) \rightarrow\left(x_{m_{i}}\right) \\
& x_{h_{i}} \leftarrow F_{x_{m_{i}}}^{-1}\left(\cdot, y_{0}\right)
\end{aligned}
$$

A wins if $\exists i$ st. $x_{h_{0}}=x_{h_{i}}$.
for random selected $x_{m_{i}}$, the maximum probability of $x_{h_{i}}=x_{h_{0}}$ is: $p=P_{\dot{Y} \mid X_{h}=x_{h_{0}}}\left(y_{0}\right) \leq \frac{T_{h}}{2^{\hbar}}$.

Theorem 15 (Fix Start Collision Attack). Let $y=F\left(x_{m}, x_{h}\right)$ :

1. If $y=F\left(x_{m}, \cdot\right)$ is invertible then:

$$
\widetilde{A} d v_{F}^{F i x C}(q)=\left\{\begin{array}{cc}
1 & T_{F}>1 \\
0 & \text { else }
\end{array}\right.
$$

2. If $y=F\left(x_{m}, \cdot\right)$ is black box model then:

$$
\begin{gathered}
\widetilde{A} d v_{F}^{F i x C}(q) \leq q(q-1) \frac{T_{F}-1}{2^{\kappa}} . \\
\widetilde{A} d v_{F}^{F i x C}(A)=\frac{T_{F}-1}{2^{\kappa}-1} .
\end{gathered}
$$

Proof.

1. For $x_{h_{0}}$, random select $y_{0}$, get $x_{m}$ with $y_{0}=F\left(x_{m}, x_{h_{0}}\right)$, if $T_{F}>1$ exist collision, else no collision.
2. There are two ways to attack:

- The maximum success probability of random select $x_{m_{1}}, \ldots, x_{m_{t}}$ getting $y=F\left(x_{h_{0}}, x_{m_{i}}\right)$, check $F\left(x_{h_{0}}, x_{m_{i}}\right)=F\left(x_{h_{0}}, x_{m_{j}}\right)$ being satiesfied or not, same as proof of Theorem13, the minimum requirement of computation is $q(q-1) \frac{T_{F}-1}{2^{k}}$;
$\operatorname{Game}\left(A, F, q, x_{h_{0}}\right)$
For $i=1, \ldots, q$ do :

$$
A() \rightarrow\left(x_{m_{i}}\right),\left(x_{m_{i}} \neq x_{m_{j}}, j<i\right)
$$

A wins if $\exists i, j$ st. $F\left(x_{m_{i}}, x_{h_{0}}\right)=F\left(x_{m_{j}}, x_{h_{0}}\right) y_{0}$.

- For given $y_{0}$ and $x_{h_{0}}$, the success probability of finding collision with $F\left(x_{h_{0}}, x_{m_{i}}\right)=F\left(x_{h_{0}}, x_{m_{j}}\right)$ is same as finding the preimage of $y_{0}=$ $F\left(x_{h_{0}}, x_{m}\right)$,
$\operatorname{Game}\left(A, F, q, y_{0}, x_{h_{0}}\right)$
For $i=1, \ldots, q$ do :
$A\left(y_{0}\right) \rightarrow\left(x_{m_{i}}\right)$
$x_{h_{i}} \leftarrow F_{x_{m_{i}}}^{-1}\left(\cdot, y_{0}\right)$
A wins if $\exists i, j$ st. $x_{h_{0}}=x_{h_{i}}, x_{h_{0}}=x_{h_{j}}$,
the success probability is smaller than $q \frac{T_{F}-1}{2^{\kappa}}$.


### 5.2 Advantage of Known Structures

Lemma 4 (Conditional Probability of M-D Hash). Let $y=F\left(x_{m}, x_{h}\right)$, $z=H^{M}(m, x), x \in I_{n}, m=m_{*} \ldots m_{1} \in I_{* \cdot \kappa}, m_{i} \in I_{\kappa}, * \leq t, m$ and $x$ are independent from each other then:

1. $P_{\dot{Z} \mid M=m}(z) \leq \frac{\left(S_{F}\right)^{t}}{2^{n}}$;
2. $P_{\dot{Z} \mid X=x}(z) \leq \frac{T_{F}}{2^{\kappa}}$

Remark 8. The bound item 2 is tight, the bound item 1 should be discussed in true design.

Theorem 16. If $z=H^{M}(m, x), y=F\left(x_{m}, x_{h}\right), m=m_{*} \ldots m_{1} \in I_{* \cdot \kappa}, * \leq t$, $I V$ is the initial value, if

1. $\max _{m} \max _{z} P_{\dot{Z} \mid M=m}(z) \leq \frac{S_{1}}{2^{n}}$;
2. $\max _{m} \max _{z} P_{\dot{Z} \mid M=m^{(t)}}(z) \leq \frac{S_{2}}{2^{n}}$;
3. $\max _{x} \max _{z} P_{\dot{Z} \mid X=x}(z) \leq \frac{T_{1}}{2^{\kappa}}$.
then ${ }^{4}$ :
4. If $y=F\left(x_{m}, x_{h}\right)$ is Black Box Model:
(a) $\underset{\sim}{\mathcal{A}} d v_{H^{M}}^{P r e}(q) \leq \max \left\{2 q \frac{S_{1}}{2^{n}}, 2 q \frac{T_{1}}{2^{\kappa}}, q \frac{S_{2}}{2^{n}}\right\}$
(b) $\widetilde{A} d v_{H^{M}}^{\mathrm{Coll}}(q)=1$
(c) $\widetilde{A} d v_{H^{M}}^{F i x P}(q) \leq \max \left\{2 q^{2} \frac{S_{1}^{2}}{2^{2 n}}, 2 q \frac{T_{1}}{2^{\kappa}}, q \frac{S_{2}}{2^{n}}\right\}$
(d) $\widetilde{A} d v_{H}^{F i x C}(q) \leq \max \left\{q^{2}(q-1) \frac{S_{1}^{2}}{2^{2 n}}, q(q-1) \frac{T_{1}}{2^{\hbar}}, q \frac{S_{2}}{2^{n}}\right\}$
5. If $y=F\left(x_{m}, \cdot\right)$ is invertible then
(a) $\widetilde{A} d v_{H^{M}}^{P r e}(q)=1$
(b) $\widetilde{\sim} \underset{\sim}{A} d v_{H^{M}}^{\mathrm{Coll}}(q)=1$
(c) $\widetilde{A} d v_{H^{M}}^{F i x P}(q)=1$
(d) $\widetilde{A} d v_{H}^{F i x C}(q)=1$
6. If $y=F\left(x_{m}, \cdot\right)$ is black box model then
(a) $\widetilde{A} d v_{H^{M}}^{P r e}(q)=1$
(b) $\widetilde{A} d v_{H^{M}}^{\mathrm{Coll}}(q)=1$
(c) $\tilde{A} d v_{H^{M}}^{F i x P}(q) \leq \max \left\{2 q^{2} \frac{S_{1}^{2}}{2^{2 n}}, q(q-1) \frac{T_{1}}{2^{\kappa}}, q \frac{S_{2}}{2^{n}}\right\}$
(d) $\widetilde{A} d v_{H^{M}}^{F i x C}(q) \leq \max \left\{q^{2}(q-1) \frac{S_{1}^{2}}{2^{2 n}}, q(q-1) \frac{T_{1}}{2^{\kappa}}, q \frac{S_{2}}{2^{n}}\right\}$

Proof.

1. If $F$ is Black Box Model: since the function $y=F\left(x_{m}, x_{h}\right)$ is black box model, then the hash $H^{M}(m, x)$ can be seen as black box model.

[^2](a) For any selected $x_{0} \in I_{n}$,
$\operatorname{Game} \mathbf{0}\left(A, F, q, z_{0}, x_{0}\right)$
For $i=1, \ldots, q$ do :
$A\left(z_{0}, x_{0}\right) \rightarrow\left(m_{i}\right)$
A wins if $\exists i$ st. $z_{0}=H^{M}\left(m_{i}, x_{0}\right)$.
The success probability in $q$ time trying is: $2 q \frac{T_{1}}{2^{\kappa}}$.
$\operatorname{Game} 1\left(A, F, q, z_{0}, m_{0}\right)$
For $i=1, \ldots, q$ do:
$A\left(z_{0}, m_{0}\right) \rightarrow\left(x_{i}\right)$
A wins if $\exists$ i st. $z_{0}=H^{M}\left(m_{0}, x_{i}\right)$.
The success probability in $q$ time trying is: $2 q \frac{S_{1}}{2^{n}}$. if exist $z_{0}$ with $P_{Z \mid M=m_{0}}\left(z_{0}\right)$ get the maximum conditional probability, then the $m_{0}$ be a large message, and one time trying of of Game1 be very big, and also $m_{0}$ may be very hard to find, the complexity of finding such value is $\mathcal{O}\left(2^{n}\right)$, but if $s_{1} \geq 2^{\frac{n}{2}}$ and $|m| \leq \frac{n}{2} \cdot \kappa$, the attack is still possible.
$\operatorname{Game} \mathbf{2}\left(A, F, z_{0}, x_{0}, \mathrm{~m}_{0}\right)$
$z_{1} \leftarrow x_{0} ; Q=\emptyset ;$
$z_{1} \leftarrow x_{0} ; Q=\emptyset ;$
For $i=1, \ldots, t$ do :
$z_{1} \leftarrow F\left(\mathrm{~m}_{0}, z_{1}\right)$
$Q \leftarrow Q \cup z_{1}$
A wins if $z_{0}=z_{1}$ or $z_{1} \in Q$
Requrn $t$.
The Game2 can be used to find any preimage, for different $m_{0}$, the $t$ is different, the best way is select $m_{0}$ with the minimum $t$. If the $m_{0}$ is the value with $P_{Z \mid M=\mathrm{m}_{0}^{(T)}}\left(z_{0}\right)=S_{2} 2^{-n}$, then the success probability of finding preimage $z_{0}$ with game2 is $q S_{2} 2^{-n}$, then the success probability is $q S_{2} 2^{-n}$.
(b) Since $H^{M}\left(\mathrm{~m}_{2} \| \mathrm{m}_{1}, x\right)=H^{M}\left(\mathrm{~m}_{2}, H^{M}\left(\mathrm{~m}_{1}, x\right)\right)$, then we find the collision.
(c) For $I V \in I_{n}$,
$\boldsymbol{\operatorname { G a m e }}\left(A, F, q, z_{0}, I V\right)$
For $i=1, \ldots, q$ do :
$$
A\left(z_{0}, I V\right) \rightarrow\left(m_{i}\right)
$$

A wins if $\exists i$ st. $z_{0}=H^{M}\left(m_{i}, I V\right)$.
The success probability in $q$ time trying is: $2 q \frac{T_{1}}{2^{\kappa}}$.
$\operatorname{Game} 1\left(A, F, q, z_{0}, m_{0}, I V\right)$
$Q \rightarrow \emptyset ;$
For $i=1, \ldots, q$ do:

$$
A\left(z_{0}, m_{0}\right) \rightarrow\left(x_{i}, m_{i}\right)
$$

$$
Q \rightarrow Q \cup H\left(m_{i}, I V\right)
$$

A wins if $\exists i$ st. $z_{0}=H^{M}\left(m_{0}, x_{i}\right) \wedge x_{i} \in Q$.
The success equals finding two preimage, so we have, in $q$ time trying, the probability is : $2 q \frac{S_{1}}{2^{n}} 2 q \frac{S_{1}}{2^{n}}$.
$\operatorname{Game} 2\left(A, F, z_{0}, I V, \mathrm{~m}_{0}\right)$
$z_{1} \leftarrow I V ; Q=\emptyset ;$
For $i=1, \ldots, t$ do :

$$
\begin{aligned}
& z_{1} \leftarrow F\left(\mathrm{~m}_{0}, z_{1}\right) \\
& Q \leftarrow Q \cup z_{1}
\end{aligned}
$$

$A$ wins if $z_{0}=z_{1}$ or $z_{1} \in Q$
Requrn $t$.
The Game2 can be used to find any preimage, for different $m_{0}$, the $t$ is different, the best way is select $m_{0}$ with the minimum $t$. If the $m_{0}$ is the value with $P_{Z \mid M=\mathrm{m}_{0}^{(T)}}\left(z_{0}\right)=S_{2} 2^{-n}$, then the success probability of finding preimage $z_{0}$ with game 2 is $q S_{2} 2^{-n}$, then the success probability is $q S_{2} 2^{-n}$.
(d) For $I V \in I_{n}$,
$\operatorname{Game} 0(A, F, q, I V)$
For $i=1, \ldots, q$ do :

$$
A(Q, I V) \rightarrow\left(m_{i}\right)
$$

A wins if $\exists i, j$ st. $H^{M}\left(m_{i}, I V\right)=H^{M}\left(m_{j}, I V\right)$.
The success probability in $q$ time trying is: $q(q-1) \frac{T_{1}}{2^{\kappa}}$.
$\operatorname{Game} \mathbf{1}\left(A, F, q, m_{0}, I V\right)$
$Q \rightarrow \emptyset ;$
For $i=1, \ldots, q$ do :

$$
A\left(z_{0}, m_{0}\right) \rightarrow\left(x_{i}, m_{i}\right)
$$

$$
Q \rightarrow Q \cup H\left(m_{i}, I V\right)
$$

A wins if $\exists i, j$ st. $H^{M}\left(m_{0}, x_{i}\right)=H^{M}\left(m_{0}, x_{j}\right) \wedge\left(x_{i} \in Q \wedge x_{j} \in Q\right)$.
The success equals finding preimage and collision, so we have, in $q$ time trying, the probability is : $q \frac{S_{1}}{2^{n}}(q-1) q \frac{S_{1}}{2^{n}}$.
$\operatorname{Game} 2\left(A, F, z_{0}, I V, \mathrm{~m}_{0}\right)$
$z_{1} \leftarrow I V ; Q=\emptyset ;$
For $i=1, \ldots, t$ do:

$$
z_{1} \leftarrow F\left(\mathrm{~m}_{0}, z_{1}\right)
$$

$$
Q \leftarrow Q \cup z_{1}
$$

$A$ wins if $z_{0}=z_{1}$ or $z_{1} \in Q$
Requrn $t$.
Game2 aso can be used to find the collision, the success probability is $q S_{2} 2^{-n}$.
2. If $x_{m}=F^{-1}\left(y, x_{h}\right)$ then: The conclusions can be get by the direct computation, since $x_{m}=F^{-1}\left(y, x_{h}\right)$.
3. we make assumption of $x_{h}$ can be gotten from $x_{h}=F^{-1}\left(x_{m_{0}}, y\right)$, (that is the worst condition).
(a) Can be gotten from direct computation;
(b) Can be gotten from direct computation;
(c) For $I V \in I_{n}$,
$\boldsymbol{\operatorname { G a m e }}\left(A, F, q, z_{0}, I V\right)$
$Q \rightarrow \emptyset ; \quad$ For $i=1, \ldots, q$ do : $A\left(z_{0}, I V\right) \rightarrow\left(m_{i}, \mathrm{~m}_{i}\right)$ $Q \rightarrow F^{-1}\left(\mathrm{~m}_{i}, z_{0}\right)$
A wins if $\exists$ i st. $H^{M}\left(m_{i}, I V\right) \in Q$.
The success probability in $q$ time trying is: $q(q-1) \frac{T_{1}}{2^{\kappa}}$.
$\operatorname{Game} \mathbf{(}\left(A, F, q, z_{0}, m_{0}, I V\right)$

$$
\begin{aligned}
& Q \rightarrow \emptyset ; \\
& \text { For } i=1, \ldots, q \text { do: } \\
& \quad\left(z_{0}, m_{0}\right) \rightarrow\left(x_{i}, m_{i}\right) \\
& \quad Q \rightarrow Q \cup H\left(m_{i}, I V\right)
\end{aligned}
$$

$A$ wins if $\exists i$ st. $z_{0}=H^{M}\left(m_{0}, x_{i}\right) \wedge x_{i} \in Q$.
The success equals finding two preimage, so we have, in $q$ time trying, the probability is $: 2 q \frac{S_{1}}{2^{n}} 2 q \frac{S_{1}}{2^{n}}$.
$\operatorname{Game} \mathbf{2}\left(A, F, z_{0}, I V, \mathrm{~m}_{0}\right)$
$z_{1} \leftarrow I V ; Q=\emptyset$;
For $i=1, \ldots, t$ do :

$$
z_{1} \leftarrow F\left(m_{0}, z_{1}\right)
$$

$$
Q \leftarrow Q \cup z_{1}
$$

$A$ wins if $z_{0}=z_{1}$ or $z_{1} \in Q$
Requrn $t$.
The Game2 can be used to find any preimage, for different $\mathrm{m}_{0}$, the $t$ is different, the best way is select $\mathrm{m}_{0}$ with the minimum $t$. If the $\mathrm{m}_{0}$ is the value with $P_{Z \mid M=m_{0}^{(T)}}\left(z_{0}\right)=S_{2} 2^{-n}$, then the success probability of finding preimage $z_{0}$ with game2 is $q S_{2} 2^{-n}$, then the success probability is $q S_{2} 2^{-n}$.
(d) For $I V \in I_{n}$,

## $\boldsymbol{\operatorname { G a m e }} \mathbf{0}(A, F, q, I V)$

For $i=1, \ldots, q$ do :

$$
A(Q, I V) \rightarrow\left(m_{i}\right)
$$

$A$ wins if $\exists i, j$ st. $H^{M}\left(m_{i}, I V\right)=H^{M}\left(m_{j}, I V\right)$.
The success probability in $q$ time trying is: $q(q-1) \frac{T_{1}}{2^{\kappa}}$.
$\operatorname{Game} \mathbf{1}\left(A, F, q, m_{0}, I V\right)$
$Q \rightarrow \emptyset ;$
For $i=1, \ldots, q$ do :

$$
\begin{aligned}
& A\left(z_{0}, m_{0}\right) \rightarrow\left(x_{i}, m_{i}\right) \\
& Q \rightarrow Q \cup H\left(m_{i}, I V\right)
\end{aligned}
$$

$A$ wins if $\exists i, j$ st. $H^{M}\left(m_{0}, x_{i}\right)=H^{M}\left(m_{0}, x_{j}\right) \wedge\left(x_{i} \in Q \wedge x_{j} \in Q\right)$.
The success equals finding preimage and collision, so we have, in $q$ time trying, the probability is $: q \frac{S_{1}}{2^{n}}(q-1) q \frac{S_{1}}{2^{n}}$.
$\operatorname{Game} \mathbf{2}\left(A, F, z_{0}, I V, \mathrm{~m}_{0}\right)$
$z_{1} \leftarrow I V ; Q=\emptyset ;$
For $i=1, \ldots, t$ do :

$$
z_{1} \leftarrow F\left(m_{0}, z_{1}\right)
$$

$$
Q \leftarrow Q \cup z_{1}
$$

$A$ wins if $z_{0}=z_{1}$ or $z_{1} \in Q$
Requrn $t$.
Game2 aso can be used to find the collision, the success probability is $q S_{2} 2^{-n}$.

Corollary 3. If $z=H^{M}(m, x), y=F\left(x_{m}, x_{h}\right), m=m_{*} \ldots m_{1} \in I_{* \cdot \kappa}, * \leq t, I V$ is the initial value, If $\forall x_{m_{0}} \in, y=F\left(x_{m_{0}}, x_{h}\right)$ is permutation, $y=F\left(x_{m}, \cdot\right)$ is black box model then:

1. $\widetilde{A} d v_{H^{M}}^{F i x P}(q) \leq q(q-1) \frac{T_{F}}{2^{\kappa}}$
2. $\widetilde{A} d v_{H^{M}}^{F i x C}(q) \leq q(q-1) \frac{T_{F}}{2^{\kappa}}$

Theorem 17 (Wide-Pipe Hash). Let $G$ is Black Box Model and not invertible, $z=H^{M}(m, x), \tilde{z}=H^{W}(m, x)=G(z), x$ and $m_{1}, \ldots, m_{t}$ are independent from each other, if

1. $\max _{m} \max _{z} P_{\dot{Z} \mid M=m}(z) \leq \frac{S_{1}}{2^{n}}$;
2. $\max _{m} \max _{z} P_{\dot{Z} \mid M=m^{(t)}}(z) \leq \frac{S_{2}}{2^{n}}$;
3. $\max _{x} \max _{z} P_{\dot{Z} \mid X=x}(z) \leq \frac{T_{1}}{2^{\kappa}}$.
then ${ }^{5}$ :
4. If $y=F\left(x_{m}, x_{h}\right)$ is Black Box Model or $y=F\left(x_{m}, \cdot\right)$ is black box model :
(a) $\underset{\sim}{\mathcal{A}} d v_{H^{M}}^{P r e}(q) \leq \max \left\{2 q \frac{S_{G} S_{1}}{2^{\omega}}, 2 q \frac{S_{G} T_{1}}{2^{\omega}}, q \frac{S_{G} S_{2}}{2^{\omega}}\right\}$
(b) $\widetilde{A} d v_{H^{M}}^{\mathrm{Coll}}(q)=1$
(c) $\widetilde{A} d v_{H^{M}}^{F i x P}(q) \leq \max \left\{2 q^{2} \frac{S_{G} S_{1}^{2}}{2^{2 \omega}}, 2 q \frac{S_{G} T_{1}}{2^{\omega}}, q \frac{S_{G} S_{2}}{2^{\omega}}\right\}$
(d) $\widetilde{A} d v_{H^{M}}^{F i x C}(q) \leq \max \left\{q^{2}(q-1) \frac{S_{G} S_{1}^{2}}{2^{2 \omega}}, q(q-1) \frac{S_{G} T_{1}}{2^{\omega}}, q \frac{S_{G} S_{2}}{2^{\omega}}\right\}$
5. If $y \underset{\sim}{=} F\left(x_{m}, \cdot\right)$ is invertible then
(a) $\widetilde{A} d v_{H^{M}}^{P r e}(q)=1$
(b) $\widetilde{A} d v_{H^{M}}^{\text {Coll }}(q)=1$
(c) $\widetilde{A} d v_{H^{M}}^{F i x P}(q)=1$
(d) $\widetilde{A} d v_{H^{M}}^{F i x}(q)=1$

Corollary 4. Let $G$ is Black Box Model and not invertible, $z=H^{M}(m, x)$, $\tilde{z}=H^{W}(m, x)=G(z), x$ and $m_{1}, \ldots, m_{t}$ are independent from each other, If $\forall x_{m_{0}} \in, y=F\left(x_{m_{0}}, x_{h}\right)$ is permutation, $y=F\left(x_{m}, \cdot\right)$ is black box model then:

1. $\widetilde{A} d v_{H^{M}}^{F i x P}(q) \leq 2 q \frac{T_{F}}{2^{\omega}}$
2. $\widetilde{A} d v_{H^{M}}^{F i x C}(q) \leq q(q-1) \frac{T_{F}}{2^{\omega}}$

### 5.3 The Advantages of Improved Structures

Theorem 18 (Ideal-Pipe Hash). $\tilde{y}=f(m, x), \tilde{y}=\bar{G}\left(f(m, x), x_{h}\right), y=$ $F\left(x_{m}, x_{h}\right)$, for $z=H^{M}(m, x), \tilde{z}=H^{I}(f(m, x), z), m=m_{t}\|\ldots\| m_{1} \in I_{\kappa \cdot t}$, $m$ and $x$ are independent from each other, if $f(m, x)$ is independent from $x, m$ and $z$ then:
${ }^{5}$ Where we did pre-computation of $H^{M}\left(\mathrm{~m}_{0}^{(l)}, I V\right), l \geq 1$, until get $l^{\prime}$ and $l^{\prime \prime}$ with
$H^{M}\left(\mathrm{~m}_{0}^{\left(l^{\prime}\right)}, I V\right)=H^{M}\left(\mathrm{~m}_{0}^{\left(l^{\prime \prime}\right)}, I V\right)$, for a selected $\mathrm{m}_{0}$.

1. If $y=F\left(x_{m}, x_{h}\right)$ is Black Box Model or $y=F\left(x_{m}, \cdot\right)$ is black box model then:
(a) $\widetilde{A} d v_{H^{M}}^{P r e}(q) \leq \max \left\{2 q \frac{T_{f} T_{\bar{G}}}{2^{\kappa}}, q \frac{S_{f} T_{\bar{G}}}{2^{n}}\right\}$
(b) $\widetilde{A} d v_{H^{M}}^{\text {Coll }}(q)=\max \left\{q(q-1) \frac{T_{f} T_{\bar{G}}}{2^{\kappa}}, q \frac{S_{f} T_{\bar{G}}}{2^{n}}\right\}$
(c) $\widetilde{A} d v_{H^{M}}^{F i x P}(q) \leq \max \left\{2 q \frac{T_{f} T_{\bar{G}}}{2^{\kappa}}, q \frac{S_{f} T_{\bar{G}}}{2^{n}}\right\}$
(d) $\widetilde{A} d v_{H^{M}}^{F i x C}(q) \leq \max \left\{q(q-1) \frac{T_{F}}{2^{\kappa}}, q \frac{S_{F}}{2^{n}}\right\}$
2. If $y=F\left(x_{m}, \cdot\right)$ is invertible then
(a) $\widetilde{\sim} \underset{\sim}{A} d v_{H^{M}}^{P r e}(q)=1$
(b) $\widetilde{A} d v_{H^{M}}^{\mathrm{Coll}}(q)=1$
(c) $\widetilde{A} d v_{H^{M}}^{F i x P}(q)=1$
(d) $\widetilde{A} d v_{H^{M}}^{F i x C}(q)=1$

Theorem 19 (3C Hash). Let $z=H^{m}(m, x), z \in I_{n}, \tilde{z}=H^{N}(m, x), m=$ $m_{t}\|\ldots\| m_{1} \in I_{\kappa \cdot t}, h_{i}=F\left(m_{i}, h_{i-1}\right), h_{0}=x$ and $m_{1}, \ldots, m_{t}$ are independent from each other, if $f(m, x)=h_{*} \oplus \ldots \oplus h_{1} \oplus h_{0}$ is independent from $x$ and $m$ then:

1. If $y=F\left(x_{m}, x_{h}\right)$ is Black Box Model or $y=F\left(x_{m}, \cdot\right)$ is black box model then:
(a) $\widetilde{A} d v_{H^{M}}^{P r e}(q) \leq \max \left\{2 q \frac{T_{f} T_{\bar{G}}}{2^{\text {G}}}, q \frac{S_{f} T_{\bar{G}}}{2^{n}}\right\}$
(b) $\widetilde{A} d v_{H^{M}}^{\text {Coll }}(q)=\max \left\{q(q-1) \frac{T_{f} T_{\bar{G}}}{2^{\kappa}}, q \frac{S_{f} T_{\bar{G}}}{2^{n}}\right\}$
(c) $\tilde{A} d v_{H^{M}}^{F i x P}(q) \leq \max \left\{2 q \frac{T_{f} T_{\bar{G}}}{2^{\kappa}}, q \frac{S_{f} T_{\bar{G}}}{2^{n}}\right\}$
(d) $\widetilde{A} d v_{H^{M}}^{F i x C}(q) \leq \max \left\{q(q-1) \frac{T_{F}}{2^{n}}, q \frac{S_{F}}{2^{n}}\right\}$
2. If $y=F\left(x_{m}, \cdot\right)$ is invertible then
(a) $\widetilde{A} d v_{H^{M}}^{P r e}(q)=1$
(b) $\widetilde{A} d v_{H^{M}}^{\text {Coll }}(q)=1$
(c) $\widetilde{A} d v_{H^{M}}^{F i x P}(q)=1$
(d) $\widetilde{A} d v_{H^{M}}^{F i x C}(q)=1$

## Part III

## The Feistel Hash Constructions

## 6 The Feistel Constructions

A Feistel structure is a general way of constructing block ciphers from simple functions. The original idea was used in the block cipher, invented by Horst Feistel[22]. The security of the Feistel structure is not obvious, but analysis of DES[23] has shown that it is a good way to construct ciphers. And some new ciphers based on Feistel structure of SPN function have been discussed recently and no weakness is found in Feistel structure itself.

### 6.1 The Feistel Compression Function

Let $\Psi\left(f_{k}\right)\left(x^{\prime} \| x\right)=y^{\prime} \| y \stackrel{\text { def }}{\Leftrightarrow}\left\{\begin{array}{c}y^{\prime}=x \\ y=x^{\prime} \oplus f_{k}(x)\end{array}, x^{\prime}, x, y^{\prime}, y, k \in I_{n}\right.$, the $R$ round
Feistel structured block cipher is $E^{F e}: I_{n} \times I_{2 n} \rightarrow I_{2 n}, E^{F e}\left(k, x^{\prime} \| x\right) \triangleq \Psi\left(f_{k^{(R)}}\right) \circ$ $\Psi\left(f_{k^{(R-1)}}\right) \circ \ldots \circ \Psi\left(f_{k^{(1)}}\right)\left(x^{\prime} \| x\right)$.

A $R^{\prime}$ round SPN structured block cipher is defined as $E^{S p}: I_{n} \times I_{n} \rightarrow I_{n}$, $E^{S p}(k, x) \triangleq f_{k^{\left(R^{\prime}\right)}} \circ f_{k^{\left(R^{\prime}-1\right)}} \circ \ldots \circ f_{k^{(1)}}(x)$, with same compression function and key schedule as Feistel compression function.
Definition 11 (FL Structure). Let function $F_{c}: I_{n} \times I_{n} \rightarrow I_{n}$, if $F_{c}(k, x)=$ $\left(\Psi\left(f_{k^{(R)}}\right) \circ \ldots \circ \Psi\left(f_{k^{(2)}}\right)\left(x \| f_{k^{(1)}}(x)\right)\right)^{R}$, then we call function $F_{c}$ is FL-Function (Feistel Like Structured function) and the structure of such function is called FL-Structure(Feistel Like Structure).

In fact, the FL-structure is a Feistel structure with left half bits input of first round is all zero and output the only right half bites of last round output. Fig8 gives the structure of Feistel construction and Fl-construction.
Definition 12 (Feistel Compression Function). IF the function $F_{c}$ is used as compression function of iterated hash with format $y=F_{c}\left(x_{m}, x_{h}\right)$, where $x_{h}$ is chaining value, we call such function is Feistel Compression Function.

### 6.2 Feistel Constructions

For M-D hash $z=H^{M}(m, x)$, may exist some $m$ with $P_{\dot{Z} \mid M=m}\left(z_{0}\right)=1$, which means $H^{M}\left(m \| m^{\prime}, I V\right)$ is constant, although if exist such $m$, it is still difficult to find and the $|m|$ may be too big to be used as message, we still have to prohibit it. In this subsection we give a new failure tolerant structure of M-D hash with Feistel compression function.
Definition 13 (F-Hash). Let $H^{F}: I_{n \cdot *} \times I_{n} \rightarrow I_{n}, F-H a s h \tilde{z}=H^{F}(m, x)$, $m \in I_{n \cdot t}$ is defined as:

$$
\begin{aligned}
& h_{0}=x \\
& h_{i}=F_{c}\left(m_{i}, h_{i-1}\right), \quad(i=1, \ldots, t) \\
& h_{i}^{\prime}=F_{c-1}\left(m_{i}, h_{i-1}\right), \quad(i=1, \ldots, t) \\
& \tilde{z}=E^{S p}\left(\bigoplus_{i=1}^{t} h_{i}^{\prime}, h_{t}\right)
\end{aligned}
$$

In fact, we have $h_{i}^{\prime} \| h_{i}=E^{F e}\left(\mathrm{~m}_{i}, \tilde{0} \| h_{i-1}\right),(i=1, \ldots, t)$. The figure illustration of F-Hash is given in Fig9, the security is discussed in next section.


Fig. 8. Contrast Between Feistel Structure and FL-Structure

Definition 14 (F1-MAC). Let $M^{F 1}: I_{n} \times I_{n \cdot *} \times I_{n} \rightarrow I_{n}, F-M A C$ is defined as $\tilde{z}=M^{F 1}(k, m, x), m \in I_{n \cdot t}$ :

$$
\begin{aligned}
& h_{0}=x \\
& h_{i}^{\prime} \| h_{i}=E^{F e}\left(k, m_{i} \| h_{i-1}\right), \quad(i=1, \ldots, t) \\
& \tilde{z}=E^{S p}\left(\bigoplus_{i=1}^{t} h_{i}^{\prime}, h_{t}\right)
\end{aligned}
$$

Definition 15 (F2-MAC). Let $M^{F 2}: I_{n} \times I_{n \cdot *} \times I_{n} \rightarrow I_{n}, F-M A C$ is defined as $\tilde{z}=M^{F 2}(k, m, x), m \in I_{n \cdot t}$ :

$$
\begin{aligned}
& h_{0}=x \\
& h_{i}^{\prime} \| h_{i}=E^{F e}\left(k, m_{i} \| h_{i-1}\right), \quad(i=1, \ldots, t) \\
& \tilde{z}=E^{S p}\left(h_{t}^{\prime}, h_{t}\right)
\end{aligned}
$$

The advantage of F-MAC are that:

- The F-MAC can prohibit the weak $\operatorname{key}\left(\operatorname{Exist} m_{0}, k_{0}\right.$ and $z_{0}$ make the probability with $P_{\dot{Z} \mid M=m_{0}, K=k_{0}}\left(z_{0}\right)$ near to 1 , where $z_{0}=M^{F}\left(k_{0}, m_{0}, x\right)$, like M-D hash);
- In some protocol, the $x$ can be selected as group key(each group with same key);
- Both $k$ and $x$ can be seen as key.


Fig. 9. F-Hash Function


Fig. 10. F1-MAC and F2-MAC

Definition 16 (FBC Mode). Let $E^{F B C}: I_{n} \times I_{n \cdot t} \times I_{n} \rightarrow I_{n \cdot(t+1)}, c=$ $E_{F B C}(k, m, x)$ is defined as:

$$
\begin{aligned}
& h_{0}=x \\
& c_{i} \| h_{i}=E^{F e}\left(k, m_{i} \| h_{i-1}\right), \quad(i=1, \ldots, t) \\
& c=h_{t}\left\|c_{t}\right\| c_{t-1}\|\ldots\| c_{1}
\end{aligned}
$$

In FBC mode the ciphertext of Previous encryption is added to subsequent one encryption, which making the following ciphertext appears "randomly", that mode is similar as CBC mode, which inherent all advantage of CBC mode and have some improvements on it.

- the CBC mode requires the communication sides hold the initial value $x$, the FBC mode does not requirement of that.
- when the $x$ is randomized, all the ciphertext be randomized.
- the fixed initial value $x$ can be used as authentication.
- the encryption and decryption with same structure with different key schedule.

The drawback of that mode is the ciphertext has one more block than the plaintext.
Theorem 20. Every key recovery attack on FBC mode can be convert to known plaintext key recovery attack on the Feistel block cipher.


Fig. 11. FBC Encrypt Mode

### 6.3 Security Proof of the Constructions

The securities of F-Hash, F-MAC are partly based on security of Feistel Block cipher, we give following assumption for $E^{F e}$.

## Secure of Feistel Compression Function

Assumption 2 For $E^{F e}$ and $E^{S p}$ :

- For each constant key, the encryption procedure and decryption procedure can be seen as invertible Black Box Model.
- The best way to find the weak key $\left(E^{F e}\left(k, x^{\prime} \| x\right)=E^{F e}\left(k^{\prime}, x^{\prime} \| x\right)\right)$ of $E^{F e}$ and $E^{S p}$ is exhaustive key search attack based on birthday paradox;
- No weakness are found in $E^{F e}$ and $E^{S p}$;

Assumption 3 Let the key schedule algorithm of $E^{F e}$ is $\psi(k)$ with $k^{(i)}=$ $\psi\left(k^{i-1}\right), k^{(0)}=k$, if the $E^{F e}$ satisfy Assumption2, then the $E^{F e}$ with key schedule algorithm $k^{(i)} \triangleq \psi\left(k^{i-1}\right) \oplus k, k^{(0)}=k$ still satisfy Assumption2.

Remark 9. In the prove of security of Feistel structure[33-36], the compression function is assumed as pseudo random function, then $f_{\psi(k) \oplus k}$ is still a pseudo random function. The Assumption3 implies the key schedule algorithm $\psi(k)$ has properties of does not exit $i, j$ with $\psi\left(k_{\{j\}}^{(i)}\right) \equiv k_{\{j\}}$.

Theorem 21. Let for $E^{F e}$, the round function $f$ with format $f\left(k^{(i)}, x\right)=f(x \oplus$ $\left.k^{(i)}\right)$, key schedule algorithm $\varphi(k)$ is not a linear transformation, if there exist $E^{F e}$ satisfy Assumption1, then excising $\tilde{F}_{c}$ that can be seen as a not invertible Black Box Model.

Proof. Let $E^{F e}$ with rounds $r$, and round function $f\left(k^{(i)}, x\right)=f(x) \oplus k^{(i)}$ then

$$
\begin{equation*}
E^{F e}\left(k_{0}, x^{\prime} \| x\right)^{R}=\tilde{F}_{c}\left(x^{\prime}, x \oplus x^{\prime}\right) \oplus x^{\prime} \tag{1}
\end{equation*}
$$

the key schedule algorithm of $\tilde{F}_{c}$ is $x^{\prime(i)}=\psi\left(k_{0}^{(i)}\right) \oplus x^{\prime}$, where the key schedule algorithm of $E^{F e}$ is $\psi(k)$, the prove of Eq. 1 is given as bellow.
When $r=1$ :

$$
\begin{aligned}
\left(\Psi\left(f_{k_{0}^{(1)}}\right)\left(x^{\prime} \| x\right)\right)^{R} & =x^{\prime} \oplus f\left(x \oplus \psi\left(k_{0}^{(1)}\right)\right) \\
& =\tilde{0} \oplus f\left(\left(x \oplus x^{\prime}\right) \oplus\left(\psi\left(k_{0}^{(0)}\right) \oplus x^{\prime}\right)\right) \oplus x^{\prime} \\
& =\left(\Psi\left(f_{k_{0}^{(1)} \oplus x^{\prime}}\right)\left(\tilde{0} \| x \oplus x^{\prime}\right)\right)^{R} \oplus x^{\prime}
\end{aligned}
$$

Let assume $r<k$ the equation is true then:

$$
\begin{aligned}
& \left(\Psi\left(f_{k_{0}^{(r)}} \circ \ldots \circ f_{k_{0}^{(1)}}\right)\left(x^{\prime} \| x\right)\right)^{R} \\
= & \left(\Psi\left(f_{k_{0}^{(r-2)} \oplus x^{\prime}} \circ \ldots \circ f_{k_{0}^{(1)} \oplus x^{\prime}}\right)\left(\tilde{0} \| x \oplus x^{\prime}\right)\right)^{R} \oplus x^{\prime} \\
& \oplus f\left(\left(\Psi\left(f_{k_{0}^{(r-1)} \oplus x^{\prime}} \circ \ldots \circ f_{k_{0}^{(1)} \oplus x^{\prime}}\right)\left(\tilde{0} \| x \oplus x^{\prime}\right)\right)^{R} \oplus x^{\prime} \oplus k_{0}^{(r)}\right) \\
= & \left(\Psi\left(f_{k_{0}^{(r-2)} \oplus x^{\prime}} \circ \ldots \circ f_{k_{0}^{(1)} \oplus x^{\prime}}\right)\left(\tilde{0} \| x \oplus x^{\prime}\right)\right)^{R} \\
& \oplus f\left(\left(\Psi\left(f_{k_{0}^{(r-1)} \oplus x^{\prime}} \circ \ldots \circ f_{k_{0}^{(1)} \oplus x^{\prime}}\right)\left(\tilde{0} \| x \oplus x^{\prime}\right)\right)^{R} \oplus\left(x^{\prime} \oplus k_{0}^{(r)}\right)\right) \oplus x^{\prime} \\
= & \left(\Psi\left(f_{k_{0}^{(r)} \oplus x^{\prime}} \circ \ldots \circ f_{k_{0}^{(1)} \oplus x^{\prime}}\right)\left(\tilde{0} \| x \oplus x^{\prime}\right)\right)^{R} \oplus x^{\prime}
\end{aligned}
$$

And also we have

$$
\begin{equation*}
F_{c}(k, x)=\tilde{E}^{F e}\left(k, x_{0}^{\prime} \| x \oplus x_{0}^{\prime}\right)^{R} \oplus x_{0}^{\prime} \tag{2}
\end{equation*}
$$

where the key schedule algorithm of $\tilde{E}^{F e}$ is $x_{0}^{\prime(i)}=\psi\left(k^{(i)}\right) \oplus x_{0}^{\prime}$.
From Eq.1, we know if $E^{F e}$ satisfy item 1 of Assumption2, then $\tilde{F}_{c}$ is a Black Box Model. From Eq.2, if exist $\tilde{E}^{F e}$ satisfy Assumption2, then $F_{c}$ is Black Box Model. If for each key, $y^{\prime} \| y=E^{F e}\left(x^{\prime} \| x\right)$ is invertible Black Box Model, then it is no advantage to select $y^{\prime}$ make the $x^{\prime}=\tilde{0}$, so $F_{c}$ is not invertible Black Box Model.

Theorem21 implies existing Feistel compression function with Black Box Model,when existing $E^{F e}$ satisfy assumption, 2.
Lemma 5. For $F_{c}$ and $E^{F e}$ :

$$
-T_{1} \triangleq \max _{x_{m_{0}}, y_{0}} \#\left\{\left(y_{0}, x_{m_{0}}, x_{h}\right)\right\}^{F_{c}} \equiv \max _{x_{m_{0}}, y_{0}} \#\left\{\left(y^{\prime}\left\|y_{0}, x_{m_{0}}, \tilde{0}\right\| x_{h}\right)\right\}^{E^{F e}}
$$

$$
\begin{aligned}
& -T_{2} \triangleq \max _{x_{h_{0}}, y_{0}} \#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F_{c}} \equiv \max _{x_{h_{0}}, y_{0}} \#\left\{\left(y^{\prime}\left\|y_{0}, x_{m}, \tilde{0}\right\| x_{h_{0}}\right)\right\}^{E^{F e}} ; \\
& -T_{3} \triangleq \max _{y_{0}} \#\left\{\left(y_{0}, x_{m}, x_{h}\right)\right\}^{F_{c}} \equiv \max _{y_{0}} \#\left\{\left(y^{\prime}\left\|y_{0}, x_{m}, \tilde{0}\right\| x_{h}\right)\right\}^{E^{F e}}
\end{aligned}
$$

Let
$-S_{1} \triangleq \max _{x_{m_{0}}, y_{0}} \#\left\{\left(y_{0}, x_{m_{0}}, x_{h}\right)\right\}^{F_{c-1}} ;$
$-S_{2} \triangleq \max _{x_{h_{0}}, y_{0}} \#\left\{\left(y_{0}, x_{m}, x_{h_{0}}\right)\right\}^{F_{c-1}} ;$
$-S_{3} \triangleq \max _{y_{0}} \#\left\{\left(y_{0}^{\prime}\left\|y_{0}, x_{m}, x_{h_{0}}^{\prime}\right\| x_{h_{0}}\right)\right\}^{E^{F e}}$.

## The Security of F-Hash

Theorem 22. For $F$-Hash $\tilde{z}=H^{F}(m, x), x \in I_{n}, m=m_{*}\|\ldots\| m_{0}, \tilde{z}=$ $E^{S p}(u, z), z=H^{M}(m, x)=h_{*}, h_{0}=x, O_{h}(m, x) \triangleq u=\bigoplus_{i=1}^{t} h_{i}^{\prime}, h_{i}=F_{c}\left(m_{i}, h_{i-1}\right)$, $h_{i}^{\prime}=F_{c-1}\left(m_{i}, h_{i-1}\right), m_{i}$ are independent from each other, $x$ and $m$ are independent and uniformly distributed in $I_{n}$ and $\bigcup_{i=1}^{t} I_{n \cdot i}$, respectively, if $u=O_{h}(m, x)$ and $z=H^{M}(m, x)$ are independent, $h_{i}^{\prime}, i \in[1, *]$ are independent from each other then :

1: $P_{\dot{Z} \mid M=m}(z) \leq 2^{-n} T_{1}^{\frac{|m|}{n}}$;
2: $P_{\dot{Z} \mid X=x}(z) \leq 2^{-n} T_{2}$;
3: $P_{\tilde{Z}_{\mid M=m}}(\tilde{z}) \leq 2^{-n} S_{1}$;
4: $P_{\tilde{\widetilde{Z}} \mid X=x}(\tilde{z}) \leq 2^{-n} S_{2}$;
Proof. The Proof is given by deduction theory.

1. When $t=1$ :

$$
\begin{aligned}
P_{\dot{Z} \mid M=m}(z) & \leq \max _{m_{0}, z_{0}} \sum_{x \in I_{n}} P_{X}(x) \chi_{F_{c}\left(m_{0}, x\right)}\left(z_{0}\right) \\
& =\max _{m_{0}, z_{0}} \sum_{i \in\left[1,2^{n}\right]} 2^{-n} \#\left\{\left(m_{0}, x_{i}, z_{0}\right)\right\}^{F_{c}} \leq 2^{-n} T_{1}
\end{aligned}
$$

Suppose $t<l$ the inequality is true, when $t=l$ :

$$
\begin{aligned}
P_{\dot{Z} \mid M=m}(z) & =P_{\dot{Z} \mid M=\mathrm{m}_{l} \| m^{\prime}}(z) \\
& =\sum_{x \in I_{n}} P_{X}(x) \chi_{F_{c}\left(\mathrm{~m}_{l}, H^{M}(m, x)\right)}(z) \\
& =\sum_{x \in I_{n}} \sum_{u \in I_{n}} \frac{1}{2^{n}} \cdot \chi_{F_{c}\left(\mathrm{~m}_{l}, u\right)}(z) \cdot \chi_{H^{M}\left(m^{\prime}, x\right)}(u)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{u \in I_{n}} \sum_{x \in I_{n}} \frac{1}{2^{n}} \cdot \chi_{F_{c}\left(\mathrm{~m}_{l}, u\right)}(z) \cdot \chi_{H^{M}\left(m^{\prime}, x\right)}(u) \\
& =\sum_{u \in I_{n}}\left(\chi_{F_{c}\left(\mathrm{~m}_{l}, u\right)}(z) \cdot \sum_{x \in I_{n}} \frac{1}{2^{n}} \chi_{H^{M}\left(m^{\prime}, x\right)}(u)\right) \\
& =\sum_{u \in I_{n}} \chi_{F_{c}\left(\mathrm{~m}_{l}, u\right)}(z) \cdot P_{\dot{U} \mid M^{\prime}=m^{\prime}}(u) \\
& \leq 2^{-n} T_{1}^{l-1} \sum_{u \in I_{n}} \chi_{F_{c}\left(\mathrm{~m}_{l}, u\right)}(z) \\
& \leq 2^{-n} T_{1}^{l-1} T_{1}=2^{-n} T_{1}^{l}
\end{aligned}
$$

2. When $t=1$

$$
\begin{aligned}
P_{\dot{Z} \mid X=x}(z) & \leq \max _{x_{0}, z_{0}} \sum_{m} P_{M}(m) \chi_{F_{c}\left(m, x_{0}\right)}\left(z_{0}\right) \\
& =\max _{x_{0}, z_{0}} \sum_{i} 2^{-n} \#\left\{\left(\mathrm{~m}_{i}, x_{0}, z_{0}\right)\right\}^{F_{c}} \leq 2^{-n} T_{2}
\end{aligned}
$$

When $t>1$ :

$$
\begin{aligned}
& P_{\dot{Z} \mid X=x}(z)= \sum_{m \in \cup_{i=1}^{l} I_{n \cdot i}} P_{M}(m) P_{\dot{Z} \mid M=m, X=x}(z) \\
&= \sum_{\mathrm{m}_{l} \in I_{n}} \sum_{m^{\prime} \in \cup_{i=1}^{l-1} I_{n \cdot i}} P_{M^{\prime}}\left(m^{\prime}\right) P_{M_{l}}\left(\mathrm{~m}_{l}\right) \\
&= \sum_{\mathrm{m}_{l} \in I_{n}} \sum_{m^{\prime} \in \cup_{i=1}^{l-1} I_{n \cdot i}} \sum_{u \in I_{n}} \\
& P_{M^{\prime}}\left(m^{\prime}\right) P_{M_{l}}\left(\mathrm{~m}_{l}\right) \cdot \chi_{F_{c}\left(\mathrm{~m}_{l}, u\right)}(z) \cdot \chi_{H^{M}\left(m^{\prime}, x\right)}(u) \\
&= \sum_{u \in I_{n}} \sum_{\mathrm{m}_{l} \in I_{n}} P_{M_{l}}\left(\mathrm{~m}_{l}\right) \cdot \chi_{F_{c}\left(\mathrm{~m}_{l}, u\right)}(z) \\
&= \sum_{m^{\prime} \in \cup_{i=1}^{l-1} I_{n \cdot i}} P_{M^{\prime}}\left(m^{\prime}\right) \cdot \chi_{H^{M}\left(m^{\prime}, x\right)}(u) \\
&= P_{\dot{Z} \mid U=u}(z) P_{\dot{U} \mid X=x}(u) \\
& \leq 2^{-n} T_{2} \sum_{u \in I_{n}} P_{\dot{U} \mid X=x}(z)=2^{-n} T_{2}
\end{aligned}
$$

3. $\forall t \geq 1$ :

$$
P_{\tilde{\widetilde{Z}} \mid M=m}(\tilde{z})=P_{\tilde{\widetilde{Z}} \mid M=m}\left(\tilde{z}=E^{S p}(u, z), u=O_{h}(m, x), z=H^{M}(m, x)\right)
$$

$$
\begin{aligned}
& =\sum_{x, u, z \in I_{n}} P_{X}(x) \chi_{E^{S_{p}}(z, u)}(\tilde{z}) \chi_{H^{M}}(z, m, x) \chi_{O_{h}(m, x)}(u) \\
& u \text { and } z \text { are independent, and } P_{X}(x)=2^{-n} \\
& =\sum_{u, z \in I_{n}} \chi_{E^{s_{p}}(z, u)}(\tilde{z}) \sum_{x \in I_{n}} P_{X}(x) \chi_{H^{M}}(z, m, x) \\
& \sum_{x \in I_{n}} P_{X}(x) \chi_{O_{h}(m, x)}(u) \\
& =\sum_{u, z \in I_{n}} \chi_{E^{s_{p}(z, u)}}(\tilde{z}) P_{\dot{U} \mid M=m}(u) P_{\tilde{Z} \mid M=m}(z) \\
& \leq \max _{u_{0}} P_{\dot{U} \mid M=m}\left(u_{0}\right) 2^{n} \sum_{z} P_{\dot{Z} \mid M=m}(z) \sum_{u} 2^{-n} \chi_{E^{s_{p}}(z, u)}(\tilde{z}) \\
& =\max _{u_{0}} P_{\dot{U} \mid M=m}\left(u_{0}\right) 2^{n} \sum_{z} P_{\dot{Z} \mid M=m}(z) P_{\tilde{Z} \mid Z=z}(\tilde{z}) \\
& \leq \max _{u_{0}} P_{\dot{U} \mid M=m}\left(u_{0}\right) \max _{z_{0}, z_{0}} 2^{n} P_{\tilde{Z} \mid Z=z_{0}}\left(\tilde{z}_{0}\right) \sum_{z} P_{\tilde{Z} \mid M=m}(z) \\
& =\max _{u_{0}} P_{\dot{U} \mid M=m}\left(u_{0}\right) \\
& P_{\dot{U} \mid M=m}(u)=\sum_{x \in I_{n}} P_{X}(x) P_{U \mid M=m, X=x}\left(u=h_{1}^{\prime} \oplus \bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{x \in I_{n}} P_{X}(x) P_{U \mid M=m^{\prime} \| m_{1}, X=x}\left(u=v \oplus h_{1}^{\prime}, v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{x \in I_{n}} \sum_{v \in I_{n}} P_{X}(x) P_{U V \mid M=m^{\prime} \| m_{1}, X=x}\left(u=v \oplus h_{1}^{\prime}, v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{x \in I_{n}} \sum_{v \in I_{n}} P_{X}(x) P_{U \mid M_{1}=\mathbb{m}_{1}, X=x}\left(u=h_{1}^{\prime} \oplus v\right) \\
& P_{V \mid M^{\prime}=m^{\prime}, X=x}\left(v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{v \in I_{n}} P_{U \mid M_{1}=\mathbb{m}_{1}}\left(u=h_{t}^{\prime} \oplus v\right) P_{V \mid M^{\prime}=m^{\prime}}\left(v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\max P_{U \mid M_{1}=\mathrm{m}_{1}}(u) \sum_{v} P_{V \mid M^{\prime}=m^{\prime}}\left(v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \leq \frac{S_{1}}{2^{n}}
\end{aligned}
$$

4. $\forall t \geq 1$ :

$$
\begin{aligned}
P_{\tilde{Z} \mid X=x}(\tilde{z}) & =P_{\tilde{Z} \mid X=x}\left(\tilde{z}=E^{S p}(u, z), u=O_{h}(m, x), z=H^{M}(m, x)\right) \\
& =\sum_{u, z \in I_{n}} \sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{\tilde{Z} \mid \dot{U}=u, Z=z}(\tilde{z})
\end{aligned}
$$

$$
\begin{align*}
& P_{\dot{U}, \dot{Z} \mid M=m, X=x}\left(u=O_{h}(m, x), z=H^{M}(m, x)\right) \\
& \text { Since } P_{M}(x)=2^{-\sum_{i}^{t} i \cdot n} \text { and } u, z \text { are independent } \\
& =\sum_{u, z \in I_{n}} \chi_{E^{s_{p}(z, u)}}(\tilde{z}) \\
& \sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{\dot{U} \mid M=m, X=x}\left(u=O_{h}(m, x)\right) \\
& \sum_{m \in \mathrm{U}_{i=1}^{t} I_{n, i}} P_{M}(m) P_{\dot{Z} \mid M=m, X=x}\left(z=H^{M}(m, x)\right) \\
& =\sum_{u, z \in I_{n}} \chi_{E^{s_{p}}(z, u)}(\tilde{z}) P_{\dot{U} \mid X=x}(u) P_{\dot{Z} \mid X=x}(z) \\
& \leq \max _{u_{0}} P_{\dot{U} \mid X=x}\left(u_{0}\right) 2^{n} \sum_{z} P_{\tilde{Z} \mid X=x}(z) \sum_{u} 2^{-n} P_{\tilde{Z} \mid U=u, Z=z}(\tilde{z}  \tag{z}\\
& =\max _{u_{0}} P_{U \mid X=x}\left(u_{0}\right) 2^{n} \sum_{z} P_{\tilde{Z} \mid X=x}(z) P_{\tilde{\widetilde{Z}} \mid Z=z}(\tilde{z}) \\
& \leq \max _{u_{0}} P_{\tilde{U} \mid X=x}\left(u_{0}\right) \max _{z_{0}, z_{0}} 2^{n} P_{\tilde{Z} \mid Z=z_{0}}\left(\tilde{z}_{0}\right) \sum_{z} P_{\tilde{Z} \mid X=x}(z) \\
& =\max _{u_{0}} P_{\dot{U} \mid X=x}\left(u_{0}\right) \\
& P_{\dot{U} \mid X=x}(u)=\sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{U \mid M=m, X=x}\left(u=h_{1}^{\prime} \oplus \bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{m \in \cup_{i=1}^{t} I_{n, i}} P_{M}(m) P_{U \mid M=m^{\prime} \| m_{1}, X=x}\left(u=v \oplus h_{1}^{\prime}, v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{m \in \cup_{i=1}^{t} I_{n \cdot i}} P_{M}(m) P_{U V \mid M=m^{\prime} \| m_{1}, X=x}\left(u=v \oplus h_{1}^{\prime}, V=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{m \in \mathrm{U}_{i=1}^{t} I_{n \cdot i}} \sum_{v \in I_{n}} P_{M}(m) P_{U \mid M_{1}=\mathrm{m}_{1}, X=x}\left(u=h_{1}^{\prime} \oplus v\right) \\
& P_{V \mid M^{\prime}=m^{\prime}, X=x}\left(v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{v \in I_{n}} \sum_{\mathrm{m}_{t} \in I_{n}} P_{M_{t}}\left(\mathrm{~m}_{t}\right) P_{U \mid M_{1}=\mathrm{m}_{1}, X=x}\left(u=h_{1}^{\prime} \oplus v\right) \\
& \sum_{m^{\prime} \in \cup_{i=1}^{t=1} I_{n, i}} P_{V \mid M^{\prime}=m^{\prime}, X=x}\left(v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \\
& =\sum_{v \in I_{n}} P_{U \mid X=x}\left(u=h_{1}^{\prime} \oplus v\right) P_{V \mid X=x}\left(v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right)
\end{align*}
$$

$$
=\max _{u_{0}} P_{U \mid X=x}\left(u_{0}\right) \sum_{v} P_{V \mid X=x}\left(v=\bigoplus_{i=2}^{t} h_{i}^{\prime}\right) \leq \frac{S_{2}}{2^{n}}
$$

Remark 10. In the proof of Theorem22, we use the assumption of $h_{i}^{\prime}, i \in[1, *]$ being independent from each other, which seems is pretty strong assumption, in fact if the compression function is Black Box Model, which means $h_{i-1}^{\prime}$ give no information about $h_{i}^{\prime}$, if the compression function is build with pseudo random function then the assumption can be happen in true design.

Theorem 23. Let $F$-Hash $\tilde{z}=H^{F}(m, x)$ satisfying the assumptions and notations of Theorem22, $F_{c}$ and $E^{S p}$ are Black Box Model then:
$-\widetilde{\sim} d v_{H}^{F i x} P(q) \leq q \cdot 2^{-n} \max \left\{2^{-n} S_{1}, 2^{-n} S_{2}\right\} ;$
$-\widetilde{A} d v_{H^{F}}^{F i x C}(q) \leq q^{2} \cdot 2^{-n} \max \left\{2^{-n} S_{1}^{2}, 2^{-n} S_{2}^{2}\right\}$.
Proof. The proof needs $H^{F}$ is Black Box Model:
1: Since the recovery of $E^{S p^{-1}}\left(\tilde{z}_{0}\right)$ is cipher only attack, and the $F_{c}$ is not invertible, so the $H^{F}$ is not invertible.
2: For $x_{0}$ if exist $H^{F}\left(m_{t}, x_{0}\right)$ give information about selection of $m_{t}^{\prime}$, from $E^{S p}$ is Black Box Model, we get $H^{M}\left(m_{t}, x_{0}\right)$ gives information about selection of $m_{t}^{\prime}$, from $H^{M}\left(m_{t}, x_{0}\right)$ is finite iteration, and $m_{t}^{\prime}$ has finite block, we get exist $\mathrm{m}_{i} \subseteq m_{t}$ and $\mathrm{m}_{j}^{\prime} \subseteq m_{t}^{\prime}$ with $\mathrm{m}_{j}^{\prime}$ is influenced by $\mathrm{m}_{i}$. but $F_{c}$ is Black Box Model and that is imposable.

Security about F-MAC and FBC Mode The security of F1-MAC, F2-MAC and FBC mode can be discussed similar as F-Hash, since the condition probability of $F-H a s h$ is given, we can give the security prove of the MACs and FBC mode. The security of F2-MAC can also be discussed similar as CBC-MAC[1] and the security of FBC mode is similar as that of CBC mode[3], and prohibit the attack based on fixed IV[3]. More precise discussion and true attacks should be based on the assumption of round function $f$ and key schedule algorithm $\psi$, this paper only give the proof of security of the structure.

### 6.4 Discussion

The Value of T1,T2,S1,S2 Let $g: I_{2 n} \rightarrow I_{2 n}, y \| y^{\prime}=\mathrm{g}\left(x \| x^{\prime}\right)$ is a random permutation, then we have[3]:

$$
P_{Y^{\prime} \mid X^{\prime}=x_{0}}\left(y=\mathrm{g}\left(x_{0}\right)\right) 2^{-2 n}
$$

then $y=\left(\mathrm{g}\left(x_{0}^{\prime} \| x\right)\right)^{R}$ is random function, let $\mathrm{f}\left(x_{0}, x\right) \triangleq\left(\mathrm{g}\left(x_{0}^{\prime} \| x\right)\right)^{R}$ :

$$
P_{Y^{R} \mid X=x_{0}}\left(y=\mathrm{f}\left(x_{0}^{\prime} \| x_{0}\right)\right)=2^{-n}
$$

then we have[3]

$$
P_{Y^{R} \mid X_{1}=x_{1}, X_{2}=x_{2}}\left(y=\mathrm{f}\left(x_{0}^{\prime} \| x_{1}\right), y=\mathrm{f}\left(x_{0}^{\prime} \| x_{2}\right)\right)=\left\{\begin{array}{cc}
2^{-2 n} & x_{1} \neq x_{2} \\
2^{-n} & x_{1}=x_{2}
\end{array}\right.
$$

In block cipher $E^{F e}$, for each fixed key, if we can not distinguish the $E^{F e}$ from Pseudo random permutation, then we have

$$
P\left(T_{1}=k\right)=2^{-k \cdot n} 2^{n}, \quad P\left(S_{1}=k\right)=2^{-k \cdot n} 2^{n}, \quad k \in \mathbf{N}
$$

If the $F_{c}$ is selected as Equation1, then we have

$$
P\left(T_{2}=k\right)=2^{-k \cdot n} 2^{n}, \quad P\left(S_{2}=k\right)=2^{-k \cdot n} 2^{n}, \quad k \in \mathbf{N}
$$

If for each $x_{0}^{\prime} \| x_{0}$, we can not distinguish $E^{F e}\left(k, x_{0}^{\prime} \| x_{0}\right)$ from random function then we have:

$$
P\left(T_{2}=k\right)=2^{-k \cdot n} 2^{n}, \quad P\left(S_{2}=k\right)=2^{-k \cdot n} 2^{n}, \quad k \in \mathbf{N}
$$

Round function and Key Schedule Algorithm In the prove of Theorem21, we find the $x^{\prime}$ can be moved into key schedule algorithm and the whole discussion we assume the round function $f$ is permutation. The most common design of round function with permutation is SPN structure. The SP structure is used in Feistel structure can result in linear part can be moved into previous rotund or posterior round[29], so we prefer the round function with SPS(SBox-Linear part-Sbox) structure.

The key schedule algorithm $\psi$ is assumed as not a linear transformation, we prefer the key schedule algorithm itself is pseudo random function, which has been discussed in PHD paper of Rijmen[49].

### 6.5 Attacks on F-Hash

Multi Collision[27] Suppose the multi collision is possible, for each inner collision $H^{M}\left(m_{i+1}, H^{M}\left(m_{i}\|\ldots\| m_{1}, x_{0}\right)\right)=H^{M}\left(m_{i+1}^{\prime}, H^{M}\left(m_{i}^{\prime}\|\ldots\| m_{1}^{\prime}, x_{0}\right)\right)$, $i \in[1, t]$, if the inner collision can make true collision requires $O_{h}(m, I V)=$ $O_{h}\left(m^{\prime}, I V\right)$, that is not always hold when the inner collision is occur. In fact that will happen with high probability when $\left|m_{i}\right|=n$.

Extension Attack[47] If the extension collision is possible, when exist inner collision $H^{M}\left(m, x_{0}\right)=H^{M}\left(m^{\prime}, x_{0}\right)$, the extension should be with $O_{h}\left(m^{\prime \prime} \| m, I V\right)=$ $O_{h}\left(m^{\prime \prime} \| m^{\prime}, I V\right)$, the complexity of finding $O_{h}\left(m^{\prime \prime} \| m, I V\right)=O_{h}\left(m^{\prime \prime} \| m^{\prime}, I V\right)$ is $\mathcal{O}\left(2^{\sqrt{n}}\right)$, when the collision is final collision $H^{F}(m, x)=H^{F}\left(m^{\prime}, x\right)$, not a inner collision, the extension attack is impossible.

Fixed Point Attack The requirement on success of fixed point attack is similar as that multi collision attack, which requires $O_{h}(m, I V)=O_{h}\left(m^{\prime}, I V\right)$ and the fixed block length should be $\left|m_{i}\right|=n$.

## 7 Random Oracle and Conditional Probability

The random oracle model has been introduced by Bellare and Rogaway as a "paradigm for designing efficient protocols"[2]. It assumes that all parties, including the adversary, have access to a public, truly random hash function H . This model has been proven extremely useful for designing simple, efficient and highly practical solutions for many problems[15]. From a theoretical perspective, it is clear that a security proof in the random oracle model is only a heuristic indication of the security of the system when instantiated with a particular hash function. In fact, many recent "separation" results[5, 13, 14, 20, 20, 32, 15] illustrated various cryptographic systems secure in the random oracle model but completely insecure for any concrete instantiation of the random oracle.
$x \stackrel{\$}{\leftarrow} \Lambda$ mean selecting a random value from $\Lambda, \operatorname{Func}(D, R)$ be the family of all random functions of $D$ to $R, \operatorname{Perm}(D)$, the family of all random permutations on $D, f \stackrel{\$}{\leftarrow} \operatorname{Func}(D, R), \pi \stackrel{\$}{\stackrel{ }{\leftarrow} \operatorname{Perm}(D, R) \text {, the probability is taken over a random }}$ choice of $f$ from $\operatorname{Func}\left(I_{l}, I_{L}\right)$, meaning that we have executed the operation $f \stackrel{\$}{\leftarrow} \operatorname{Func}\left(I_{l}, I_{L}\right)$ with properties of[3]:

1. If Fix $x$ and $y: P[f(x)=y]=2^{-L}$;
2. If Fix $x_{1}, x_{2}$ and $y_{1}, y_{2}$, and $x_{1} \neq x_{2}$ then:
(a) $P\left[f\left(x_{1}\right)=y_{1} \mid f\left(x_{2}\right)=y_{2}\right]=2^{-L}$
(b) $P\left[f\left(x_{1}\right)=y_{1}\right]=2^{-L}$
(c) $P\left[f_{1}\left(x_{1}\right)=y_{1} \mid f_{2}\left(x_{1}\right)=y_{1}\right]=2^{-L}$
3. If Fix $x$ and $y: P[\pi(x)=y]=2^{-L}$
4. If Fix $x_{1}, x_{2}$ and $y_{1}, y_{2}$, and $x_{1} \neq x_{2}$ then:

$$
\begin{gathered}
P\left[\pi\left(x_{1}\right)=y_{1} \mid \pi\left(x_{2}\right)=y_{2}\right]= \begin{cases}\frac{1}{2^{L}-1}, & y_{1} \neq y_{2} \\
0, & y_{1}=y_{2}\end{cases} \\
P\left[\pi\left(x_{1}\right)=y_{1}\right]=2^{-L} \\
P\left[\pi_{1}\left(x_{1}\right)=y_{1} \mid \pi_{2}\left(x_{1}\right)=y_{1}\right]=2^{-L}
\end{gathered}
$$

If the $f$ or $\pi$ is true design function or permutation, then the properties of permutation is still hold, but for the compression function will not hold, it become:

1. exist $x_{0}$ and $y_{0}: P[f(x)=y]=\frac{T}{2^{L}}$, where $T>1$;
2. If Fix $x_{1}, x_{2}$ and $y_{1}, y_{2}$, and $x_{1} \neq x_{2}$ then:
(a) $P\left[f\left(x_{1}\right)=y_{1} \mid f\left(x_{2}\right)=y_{2}\right]=\frac{T}{2^{L}}$
(b) $P\left[f\left(x_{1}\right)=y_{1}\right]=\frac{T}{2^{L}}$
(c) $P\left[f_{1}\left(x_{1}\right)=y_{1} \mid f_{2}\left(x_{1}\right)=y_{1}\right]=\frac{T}{2^{L}}$.

Let $H^{M}$ be a hash function with M-D construction, in random oracle model, the compression function $F: I_{\kappa} \times I_{n} \rightarrow I_{n}$ with $S_{F}=1$, we have $P_{\dot{Z} \mid M=m} \leq$ $\left(S_{F}\right)^{t} 2^{-n}=2^{-n}$, then $P_{\dot{Z} \mid M=m}=2^{-n}$, but in true design, if the $F\left(\cdot, x_{h}\right)$ is not a permutation, we have $S_{F}>1$, so in true design there may be exist a cluster, but the proof based on random oracle model, can not find the cluster.

Let function family $\mathcal{F}\left(I_{\kappa}, I_{n}\right): I_{\kappa} \times I_{n} \rightarrow I_{n}$, for each $x_{m} \in I_{\kappa}$, define a function $F_{x_{m}}\left(\cdot, x_{h}\right): I_{n} \rightarrow I_{n} \in \mathcal{F}\left(I_{\kappa}, I_{n}\right)$, if the function family $\mathcal{F}\left(I_{\kappa}, I_{n}\right)$ is a set of pseudo random function, then we have: $\forall F_{x_{m}}\left(\cdot, x_{h}\right) \in F\left(I_{\kappa}, I_{n}\right)$ and $\forall x, y \in I_{n}$ with $P\left(F_{x_{m}}(\cdot, x)=y\right)=2^{-n}$, but for selected $F_{x_{m}}\left(\cdot, x_{h}\right)$, if we get $x_{2}=F_{x_{m}}\left(\cdot, x_{1}\right)$, then $P\left(x_{2}=F_{x_{m}}\left(\cdot, x_{2}\right)\right) \neq 2^{-n}$, which implies that even the compression function $F\left(\cdot, x_{h}\right)$ is a random oracle model, we asking oracle $x_{m}, x_{h_{1}}$ get $x_{h_{2}}=F\left(x_{m}, x_{h_{1}}\right)$, then asking oracle $x_{m}, x_{h_{2}}$, then this model is not a random oracle model. From the analysis, the hash $z=H^{M}(m, x)$ is not a random oracle model, if we can select the message, even the compression function set is pseudo random function, the conditional probability $P_{\dot{Z} \mid M=m} \leq S_{F}^{t} 2^{-n}$ just implies the output of $H^{M}$ may not be uniformly distributed, no matter the compression function is Pseudo random function.

But, in 3C hash, Ideal-Pipe hash, we have $P_{\tilde{\tilde{Z}} \mid M=m}(\tilde{z}) \leq S_{F} 2^{-n}$ implies that if the compression function is pseudo random function, $S_{F}=1 \Rightarrow P_{\dot{\tilde{Z}} \mid M=m}(\tilde{z})=$ $2^{-n}$, then the hash function is a pseudo random function. So we have if the structure is secure based on conditional probability, then it be secure in random oracle model, but the structure is secure in random oracle model, may not be a secure structure in conditional probability, if use such structure, more discussions are required.

## 8 Conclusion

The securities of structures are only illustrated depend on conditional probability and maximum advantage, the security of ideal pipe hash against the specific attacks which have been illustrated in some known structures or known design are not given, we will fulfill this part.
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[^0]:    ${ }^{1}$ Revised: July 31,2006

[^1]:    ${ }^{2}$ Since the paper has too many notations, to make things simple, we assume the key length $\kappa=n$, that is not required in inner iteration procedure, in last round iteration if is required, we can using padding to make the input with required length.
    ${ }^{3}$ When message block is used as key, the message block length be $\kappa$.

[^2]:    ${ }^{4}$ Where we did pre-computation of $H^{M}\left(\mathrm{~m}_{0}^{(l)}, I V\right), l \geq 1$, until get $l^{\prime}$ and $l^{\prime \prime}$ with $H^{M}\left(\mathrm{~m}_{0}^{\left(l^{\prime}\right)}, I V\right)=H^{M}\left(\mathrm{~m}_{0}^{\left(l^{\prime \prime}\right)}, I V\right)$, for a selected $\mathrm{m}_{0}$.

